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Abstract
One of the central topics in crime research, and one in which discrete choice modelling has been relatively recently introduced, is the study of where offenders choose to commit crime. Since the introduction of this approach in 2003, it has however become relatively popular and used in over 25 published studies covering a range of crime types and study areas. However, in most of these analyses the conditional logit has been used which assumes offenders are homogenous in their offence location preferences. This is despite various research finding offenders vary in their decision-making criteria. As such, while three recent studies (Townsley et al., 2016; Frith et al., 2017;
Long et al., 2018) used the mixed logit and found some evidence of preference heterogeneity between offenders, there are still open questions regarding its nature. To this end, this study uses the latent class (and mixed and conditional logit) to examine the offence location choices of serious acquisitive crime offenders in York (UK). In particularly, to understand how the spatial preferences differ between offenders and if there are any observable sources. Like the previous studies, this analysis identifies the presence of preference heterogeneity. This study also finds that the latent class and mixed logit equally fit the data though there are some differences in the results. These findings and other factors therefore raise questions for future crime location choice research regarding the appropriate model for these types of analyses and the true underlying nature of offender preferences.

1 Introduction

One of the central topics in criminological research, and one in which discrete choice modelling [DCM] has been introduced relatively recently (Bernasco and Nieuwebeerta, 2003; Bernasco and Nieuwebeerta, 2005) but has since become increasingly popular, is the study of offence location choices. Or, more simply, the study of where criminals choose to offend and why they choose those locations.

Prior to the introduction of DCM, these types of analyses generally employed one of two approaches: the target-based approach (e.g. Sampson, 1985), which analyses the relationship between the characteristics of locations (such as the demographic makeup of the residents) and the number of offences. Alternatively, the offender-based approach (e.g. Wiles and Costello, 2000) analyses the relationship between distance from each offender’s home and the number of offences that offender has committed. While both approaches are not unreasonable, various research including qualitative studies supports that offending decisions are generally influenced by both types of factors (e.g. Bennett et al., 1984; Rengert and Wasilchick, 1985; Wright and Decker, 1996), and so separate approaches do not account for their joint influence. More specifically, target-based analyses cannot incorporate proximity (for the exceptions, see Bernasco and Luykx, 2003; Bernasco and Block, 2011) and so do not address it directly as a crucial factor. Likewise, offender-based analyses do not incorporate the characteristics of the potential offence locations.

In contrast, DCM in these types of analyses takes the form for each offence of the offender choosing from a set of locations to offend in and can simultaneously include both types of variables. The models can include proximity (and other similar variables) as an individual-alternative-specific variable as it will vary for each individual (offender) based on the locations of
where they live and each alternative. The models can include the characteristics of each location as alternative-specific variables as they will vary for each possible offence location but will remain identical for all offenders. In addition, they can also incorporate individual-specific variables, such as age or ethnicity, to examine their effects on offending decisions.

In 2003 and 2005, Bernasco and Nieuwbeerta introduced this approach to the study of offence location choices by using it to analyse residential burglaries in The Hague (Netherlands) and found that the offenders preferred shorter crime trips and offending in locations with more targets, with more accessible targets and ethnically heterogeneous residents that are expected to be less likely to act as guardians for each other with the latter being especially the case for non-native offenders. Since then the approach has been used in over 25 published studies of offence location choices (Frith, 2019; see also Ruiter, 2017 for a recent review) and has been extended, for example, to find that other sources of residential heterogeneity can impact crime trips (Johnson and Summers, 2015; Frith et al., 2017) and that the residential (e.g. Bernasco, 2010; Bernasco and Kooistra, 2010) and offending (Lammers et al., 2015) history of offenders also impacts their crime location choices.

Although many of these studies have investigated acquisitive crimes such as residential burglary (e.g. Bernasco and Nieuwbeerta, 2005; Bernasco, 2006), robbery (e.g. Bernasco and Block 2009; Bernasco et al., 2013) and theft from vehicles (Bernasco, 2010; Johnson and Summers, 2015), others have analysed offences such as violence (Summers, 2012) and terrorism (Marchment and Gill, 2019) and found the offenders generally behave similarly. Some studies have also analysed groups of offences altogether where the offenders are assumed and generally found to share similar crime location choice criteria (e.g. Bernasco, 2010, Lammers et al., 2015). These studies have also been conducted, with relatively similar results, in a range of study areas from the Netherlands (e.g. Bernasco and Nieuwbeerta, 2005; Bernasco, 2006) and England (Summers, 2012; Baudains et al., 2013) to USA (e.g. Bernasco and Block, 2009; Bernasco et al., 2013) and Australia (Clare et al., 2009; Townsley et al., 2015).

In all but three of these analyses the conditional logit [CL] (McFadden, 1974) has been used. This model assumes that offender preferences are homogenous, or that they only systematically differ between broad sub-groups, for example between juvenile and adult offenders. Despite this, various criminological research including qualitative (e.g. Bennett et al., 1984; Rengert and Wasilchick, 1985; Wright and Decker, 1996) and other non-DCM quantitative studies (e.g. Townsley and Sidebottom, 2010; Bouhana et al., 2016) find offenders vary in their decision-making criteria. As such, three more recent studies (Townsley et al., 2016; Frith et al., 2017; Long et al. 2018) acknowledge that offender preferences are likely to vary including in subtle or unobservable ways. These analyses model this unobserved heterogeneity using the mixed logit [ML] model (McFadden
and Train, 2000; Hensher and Greene, 2003), which assumes the preferences belong to some continuous distribution. Townsley et al. (2016) and Frith et al. (2017) both investigated individual-level heterogeneity and found significant amounts of variation in the effects of the observed variables across their samples and that their ML models fit the data better than the equivalent CL models. Long et al. (2018) instead investigated alternative-level heterogeneity but reported not detecting any significant unobserved heterogeneity specific to the alternatives. Based on these first analyses of heterogeneity in offence location choices there are several open research questions. In particular regarding taste heterogeneity and its scale across (other samples of) offenders, its underlying distributions, and any potentially observable sources.

Based on this, and whilst so-far unused in this literature, there is a second model that is popular in the wider literature that also deals with unobserved heterogeneity, the latent class logit [LCL] (Lazarsfeld and Henry, 1968; McLachlan and Peel, 2000). As an alternative to the continuous distributions in ML, LCL allows for unobserved heterogeneity by estimating joint discrete distributions of preferences (classes) and assigning decision-makers (offenders) to each class on a probability basis. The probabilistic class allocations can also be related to individual-level characteristics. One key advantage of the LCL, compared to ML, is that the distributions of preferences does not need to be specified; though the number of classes do. In fact, in many of comparisons of the two models (Greene and Hensher, 2003; Hess et al., 2011), neither is to be assumed superior - although the extent to which this will be true for (each sample of) offenders will depend on the actual underlying distributions of preferences.

This article furthers this growing area of research through the introduction and testing of the LCL and comparing it to the equivalent CL and ML models. This is through an analysis of the offence location decisions of serious acquisitive crime [SAC] offenders which includes residential burglars, robbers and theft of and from vehicle offenders in York (UK). This study therefore contributes to the criminological literature by:

1. By estimating the presence and scale of preference variation, including for the first time using the LCL, across a different sample of offenders.
2. By testing the extent to which the heterogeneity in this sample is better represented by discrete distributions in the LCL rather than continuous distributions in the ML.
3. Because offender characteristics can be related to class membership in LCL, by investigating observable but not currently hypothesised potential sources of heterogeneity more nuanced than they can be captured using interactions with broad groupings in CL and ML.
The remainder of this article is organised as follows. In the next section, the DCM analytical framework is described in relation to offence location choice research and the models that will be used in this analysis. The second section describes the data and the analytical strategy employed. The third and fourth sections present and discusses the results respectively.

2 Analytical framework

Although more established in other fields, the DCM framework and associated models are relatively straightforward to apply to analyse offence location choices. Here, and following notation from Train (2009), the choice situation can be described as there being a sample of decision makers, \( n = 1, ..., N \). In these types of analyses these are offenders deciding where to offend, and thus in this analysis, they are offenders deciding where to commit a SAC which includes residential burglary, robbery, and theft from and of vehicle offences. These analyses, including the present analysis, therefore do not consider potential offenders deciding whether to offend, or not, but just where to offend and so can be considered discrete spatial choice models.

For each offence, each offender is faced with a choice from \( j = 1, ..., J \) spatial alternatives. Here, offenders are theoretically choosing from every possible target (e.g. every dwelling for a residential burglary). However, it is necessary to set some limit, for example, for computational reasons and the availability of data\(^1\). Also, because an offender’s (geographical) knowledge is bounded (Clarke and Felson, 1993), those distant or otherwise rarely selected targets can be omitted as they will have a negligible chance of being chosen. Here, because the alternatives, and therefore also the sample of offenders and offences (see later), are normally limited to a geo-political region, in this analysis the choice set is restricted to the city of York (UK). Next, because criminological research highlights that offenders appear to follow a spatially-structured decision process (Brown and Altman, 1982; Bennett et al., 1984), meaningful analyses can be conducted, and the choice set appropriately defined using a spatially-aggregated grouping. In general, finer spatial granularity are to be preferred (see also Weisburd et al., 2009). For example, while offenders’ mental boundaries between areas are effectively inscrutable, and will, to some degree, vary from offender to offender, larger spatial areas tend to be more heterogeneous. As such, if larger areas are used, local variations between sub-areas would be unobserved. Based on this, the alternatives in this analysis are output

---

\(^1\) Principally due to the limited sharing of data across geo-political boundaries (such as counties in the UK) between neighbouring police forces and between the police and academia.
areas, herein referred to as neighbourhoods, which are the smallest units for which the variables in this study are available.

Each offender selects the neighbourhood from which they expect to derive the most utility, $U$. This is such that alternative $i$ will be chosen if $U_{ni} > U_{nj} \forall j \neq i$. Given the utility that would be obtained from each alternative, $U_{nj}$, is unknown except to the offender themselves and will probably not be fully described in any model, it is decomposed into $V_{nj}$ which represents observed factors that influence this utility and $\varepsilon_{nj}$ which captures unobserved factors (see also later): $U_{nj} = V_{nj} + \varepsilon_{nj} \forall j$.

For offence location choice research, four core criminological theories - though they themselves draw upon more general theories, such as those by Bentham (1823) for rational choice, Hawley (1950) for routine activities and Lewin (1951) for crime pattern theory - can inform the observable factors:

- **Rational choice theory** suggests offenders as being broadly rational decision-makers who consider the expected rewards, costs and risks when selecting an offence location (Cornish and Clarke, 1986; Clarke and Felson, 1993).

- **Routine activities theory** states for an offence to occur, the offender must converge in time and space with a suitable target in the absence of capable guardians (Cohen and Felson, 1979). This perspective also argues that the latter is generally provided informally by residents, rather than formally the police, who by their presence or proximity can discourage crime from occurring (Felson, 1998).

- **Social disorganisation theory** describes the ability of residents to deter crime can depend on the amount of social organisation within the community (Shaw and McKay, 1942; Sampson and Groves, 1989). Therefore, in communities which lack communal ties or the ability for them to form, the residents may not feel responsible for their neighbourhood and so will be less willing to act as guardians.

- **Crime pattern theory** explains that an offender’s spatial decision-making will be shaped by their everyday lives (Brantingham and Brantingham, 1981, 1993). That is where offenders, like non-offenders, routinely frequent certain activity nodes, such as their homes and workplaces. Together with the paths between these nodes, they develop an awareness space where opportunities should be favoured, for example, because they are more familiar which reduces some of the risks (Beavon et al., 1994).
Based on these, in this study the potential utility from offending in each neighbourhood, regardless of the sub-type of SAC and like how these types of groups of offence types have been analysed together in previous studies (e.g. Bernasco, 2010; Lammers et al., 2015), is hypothesised to be (sufficiently) described by:

- **Distance from the offender’s home**: There is a large body of research that show acquisitive offenders, and offenders in general, tend to offend near their homes (Rossmo, 2000; Wiles and Costello, 2000; Townsley and Sidebottom, 2010). Although there may be greater risks by doing this, for example of being identified, doing so should need less effort in terms of reaching or returning from the target. These locations should also be preferred as they will be more familiar and so there is less uncertainty about the risks. Offenders are therefore expected to more likely offend in neighbourhoods close to their homes.

- **Distance from the city centre**: Due to the concentration of facilities and services in or near most city centres, including in the study area, it is expected to be visited more often, including by offenders, than equivalent other areas. The city centre, and nearby areas, are therefore expected to be more likely to appear in an offender’s awareness space and the opportunities to be more familiar. Offenders are therefore expected to more likely offend in neighbourhoods closer to the city centre.

- **Ethnic heterogeneity**: Various qualitative research describes acquisitive offenders as preferring to offend in socially disorganised neighbourhoods (Bennett et al., 1984; Wright and Decker, 2002). Therefore, because ethnic heterogeneity will likely impede social ties from forming, for example because of cultural or linguistic differences, it is expected offenders are more likely to offend in more ethnically diverse neighbourhoods.

- **Socioeconomic heterogeneity**: Like ethnic heterogeneity, the forming of social ties is also likely to be inhibited from forming when residents are from very different socioeconomic statuses (Hirschfield and Bowers, 1997). As such, it is expected that offenders are more likely to offend in more socioeconomicly diverse neighbourhoods.

- **Residential Churn**: Similar to ethnic and socioeconomic heterogeneity, because neighbourhoods with elevated levels of resident turnover would be expected to inhibit community from forming, it is expected that offenders are more likely to offend in neighbourhoods with higher residential churn.

- **Affluence**: As suggested elsewhere (Rengert and Wasilchick, 1985; Light et al., 1993; Wright and Decker, 2002), acquisitive offenders are primarily driven by financial benefit. They would therefore be expected to be more likely to offend in more affluent
neighbourhoods where more valuable targets are more likely to be found. However, on
the other hand, because more valuable targets may be better secured against crime, it is
also possible that offenders would be more likely to offend in less affluent neighbourhoods
where targets which would be expected to have less security are more likely to be found.

- **Previous offence locations (for repeat offenders):** Because offending in a location will
  likely either involve gathering information about the area or the targets, these areas are
  likely to be more familiar, particularly in an offending context, to the offender and so
  require less effort to reconnaissance and there will be less uncertainty or risk about
  offending (e.g. Johnson et al., 2009; Bernasco et al., 2015; Lammers et al., 2015; Van
  Sleeuwen et al., 2018). Offenders would therefore be expected to be more likely to offend
  in area if they have offended there previously.

- **Number of potential targets:** Lastly, and although also included as a control, even if
  offenders select targets randomly, then neighbourhoods with larger numbers of potential
  targets are more likely to be selected for an offence. As such, it is expected that offenders
  are more likely to offend in neighbourhoods with greater numbers of potential targets.

Assuming $V_{nj}$ is linear in parameters, the utility function can be expressed as $V_{nj} = \beta_n x_{nj}$ where
$x_{nj}$ is the vector of the eight observed variables (see above) relating to each alternative and $\beta_n$ is
the associated vector of coefficients to be estimated. Using this, different empirical models can be
generated based on different distributional specifications for $\beta_n$ and $\epsilon_{nj}$.

### 3 Discrete choice models

When it is assumed that $\beta_n = \beta$ $\forall$ $n$ and $\epsilon_{nj}$ are independently and identically from an extreme
value distribution, the CL is specified (McFadden, 1974) and the probability of offender $n$
choosing neighbourhood $i$ ($P_{ni}$) is given by:

$$P_{ni} = \frac{\exp(\beta x_{ni})}{\sum_j \exp(\beta x_{nj})}$$

Although popular, for example because they can be easily computed due to their closed form, the
CL has several limitations.

The first limitation and currently of most interest in crime location research regards $\beta_n = \beta$ $\forall$ $n$.
Specifically, that the CL assumes the preferences for each attribute are identical across offenders
or that they only systematically differ across specified observable sub-groups of offenders. Various
qualitative (e.g. Bennett et al., 1984; Rengert and Wasilchick, 1985; Wright and Decker, 1996) and other (non-DCM) quantitative (e.g. Townsley and Sidebottom, 2010; Bouhana et al., 2016) research suggest, however, offenders substantially vary in their decision-making. Some of this variation may be systematic and relatable to observed variables, for example as assumed with age grouping (e.g. Bernasco and Nieuwbeerta, 2005) where juveniles are expected to have shorter offence trips due to likely having less access to transportation. However, even in this case, this neglects unobserved heterogeneity from factors such as that some younger offenders will have, legal or not, access to vehicles and some older offenders will or will not. Furthermore, it is possible that even two offenders of the same or very similar characteristics can have different preferences.

The CL also implies strict substitution patterns including the independence of irrelevant alternatives [IIA] and that unobserved factors are independent over any repeated choices. Regarding the former, IIA implies that the relative odds of choosing any alternative over another does not depend on any other alternatives. While this seems reasonable, it ignores that some alternatives are more or less similar to each other and so can be more or less substitutable than other alternatives. Lastly, regarding the latter, while state-dependence where an offender’s earlier choices influence their future choices can be accommodated, unobserved factors are assumed to be unrelated. This can be an issue as it would be expected there are unobserved factors that influence offenders’ decisions and that these factors persist across choice occasions.

To resolve these issues, researchers, including in recent offence location choice research (Townsley et al., 2016; Frith et al., 2017; Long et al., 2018), often specify ML models (McFadden and Train, 2000). Rather than fixed coefficients in CL, ML accommodates unobserved preference heterogeneity by assuming preferences, $\beta_n$, follow a continuous probability density function, $f(\beta_n|\theta)$, where $\theta$ describes the distribution of $\beta_n$. This is such that $\beta$ can vary for each offender. ML can also be generalised to explicitly accommodate repeated choices by the same offender where $\beta$ can still vary over offenders but is consistent across the repeated choice occasions for the same offender. This is such that conditional on knowing $\beta_n$, the probability of offender $n$ choosing alternatives $i$ in choice occasions $i_1, \ldots, i_t$ is:

$$P_{ni} = \int \prod_t \left[ \frac{\exp(\beta x_{ni,t})}{\sum_j \exp(\beta x_{nij})} \right] f(\beta_n|\theta) \, d\beta_n$$

Lastly, ML also does not exhibit IIA as the denominators in a ratio of two probabilities are inside the integral and therefore do not cancel. The ratio therefore depends on all data, including all other alternatives. The ML however requires the ex-ante specification of the preference distributions,
albeit that normal or log-normal (if the sign of the preference is to be restricted) distributions are typically assumed.

Although it can be considered a special case of the ML and so-far unused in crime location choice research, unobserved heterogeneity can also be handled using the LCL (Lazarsfeld and Henry, 1968; McLachlan and Peel, 2000). LCL assumes that $\beta_n$ take a discrete distribution and that there exist finite unobserved sets of preferences for each attribute and that there are $c = 1, ..., C$ distinct classes of preference parameters and that each offender belongs to each class with some probability. This is such that the preferences for each attribute can differ across classes but is identical within each class. Similar to the ML, the probability is given by:

$$p_{ni} = \sum_c \pi_{nc} \prod_t \left[ \frac{\exp(\beta_c x_{ni,t})}{\sum_j \exp(\beta_c x_{nj,t})} \right]$$

Where $\beta_c$ is the parameter for class $c$ and $\pi_{nc}$ is the probability that offender $n$ belongs to class $c$ and can be given by:

$$\pi_{nc} = \frac{\exp(\delta_c z_n)}{\sum_j \exp(\delta_c z_n)}$$

Where $z_n$ are observable characteristics (such as age or gender) that can affect the class membership of offender $n$ and $\delta_c$ is the associated parameter. While the distribution does not need to be specified in LCL, it does however require the specification of the number of classes.

4 Methodology

4.1 Study area

The study area in these analyses is the city of York (UK), which covers approximately 270km$^2$ and in 2011 just under 200,000 residents. The choice set is defined using the 2011 UK Census output areas [OAs]. However, because the crime data was geocoded to the 2001 OA boundaries, and 12 of the (619) 2001 areas were sub-divided for 2011 Census, it is unclear for these sub-divided 2011 OAs where any offenders lived or offended. As such, these boundary changes are addressed by re-merging those affected 2011 OAs to coincide with the 2001 equivalents. This gives a total of

---

2 The alternative involves using the boundaries and related data from the 2001 UK Census, which given the crime data is for offences committed between April 2008 and March 2012, means using potentially out-dated data.
616 output areas, herein called neighbourhoods, which range in size from 0.01 to 15.4km$^2$ (mean = 0.44km$^2$) and cover from 123 to 866 residents (mean = 309).

### 4.2 Crime data

For these analyses, revealed preference data for 1,105 recorded and solved SAC in York committed by 687 offenders living in York between April 2008 and March 2012 were collected. This data included the offenders’ home and offence locations (to the nearest 2001 OA; see above) and some demographic information about the offender: their date of birth and gender. Because some of these crimes involved multiple offenders, and this can create issues calculating some variables (e.g. the distance from the offender’s home). As such, the general approach in other crime location studies (e.g. Bernasco et al., 2013) is followed whereby one of the co-offenders in these crimes is randomly selected as the single offender and this offender’s data is only included in the analyses. This results in a final dataset of 1,105 offence location choices made by 498 offenders - of which, 325 offenders made one offence location choice, 111 made two or three, and 62 who made up to 92 location choices. This total is equivalent to approximately 10% of the reported SAC in York during the same time-period (ONS, 2018a) which is comparable (e.g. Frith et al., 2017) or greater (e.g. Bernasco and Nieuwbeerta, 2005) than that used in similar studies. Note that the previous offence location variable only includes crimes that are detected within this timeframe and so ignores if they committed an offence prior to April 2008 or where an offence has gone undetected. In this sample of offenders, around 26% of offences were committed by offenders who had committed more than one type of SAC.

### 4.3 Other data

Various data were used to calculate the eight independent variables. For the distance measures, road network data, which included the geometry of all roads, were provided by the Ordnance Survey. For each offender, the distance needed to travel to offend in each alternative (including in the alternative chosen) is calculated by the minimum distance along the road network between the centroids of the neighbourhood where the offender lives and each other neighbourhood. For the distance needed to travel to offend within the neighbourhood where the offender lives, the mean

---

3 These are incidents reported to or otherwise discovered by the police which amount to a crime by the law and there is no credible evidence to the contrary (that the incident was not a crime) (UK Home Office, 2018).

4 Although the specific terminology varies, including detected (in the UK), cleared (in the US) and solved (more generally), this means in relation to a recorded crime, at least one person has been charged (or otherwise dealt with) due to sufficient evidence and likelihood of conviction (ONS, 2018b).

5 As with the other analyses that have followed this procedure, this approach is tested by repeating the random selection of offences and analysing the subsequent data. In each of the five instances this was done, similar results were obtained and so is not discussed further.
distance between all roads and all other roads was used. The distance to the city centre is similarly calculated as the distance along the road network from the centroid of the neighbourhood where the offender lives and the geometric centre of the York city centre (which is defined as the area within the city walls).

The social disorganisation and number of potential target variables were calculated using data from the 2011 UK Census. Using the same measures from similar analyses (e.g. Johnson and Summers, 2015; Frith et al., 2017), ethnic and socioeconomic heterogeneity and residential churn are calculated using the index of qualitative variation (Agresti and Agresti, 1978) which is calculated by:

\[
IQV = (1 - \sum_{k=1}^{n} p_{kj}^2) \times 100
\]

Where \( n \) are the different groups and \( p_{kj} \) is the proportion of people belonging to group \( k \) that reside in area \( j \). Following previous analyses and the main groupings in the UK Census, ethnicity is classified into four groups: a) white, b) black, c) Asian and d) other. Socioeconomic status is divided into six groups: a) managerial and professional occupations, b) intermediate occupations and small employers, c) lower, semi-routine or routine occupations, d) full-time students, e) long-term unemployed, and f) other. The groupings for residential churn were: a) lived in the same neighbourhood the previous and b) lived in a different neighbourhood the previous year. These measures can be interpreted as the probability that two persons randomly selected from the same neighbourhood come from different ethnic and socioeconomic groups or did not both live in that neighbourhood the previous year. As such, the values can theoretically range from 0 to 1 where larger values indicate greater heterogeneity in the neighbourhood.

Because the actual number of potential targets vary for the types of SAC, this variable was defined by the number of households (for residential burglary offenders), number of residents (for robbery offenders) and number of vehicles (for vehicle-theft related offenders). Lastly, the level of affluence in a neighbourhood was calculated as the median price paid for a house between 2006 and 2014 in each neighbourhood according to the UK Land Registry. On average, there were 46 houses sold within the time-period per neighbourhood. An analysis of correlations between these variables was also conducted which revealed no signs of multicollinearity. Summary descriptive statistics for the independent variables are presented in Table 1.
Table 1: Descriptive statistics of the independent variables

<table>
<thead>
<tr>
<th>Type of variable</th>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual</td>
<td>Distance (km)</td>
<td>5.52</td>
<td>3.03</td>
<td>0.06</td>
<td>23.18</td>
</tr>
<tr>
<td>specific</td>
<td>Distance to the city centre (km)</td>
<td>4.09</td>
<td>2.51</td>
<td>0.03</td>
<td>13.76</td>
</tr>
<tr>
<td></td>
<td>Previous offence location</td>
<td>0.01</td>
<td>0.08</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Alternative</td>
<td>Ethnic heterogeneity (%)</td>
<td>0.09</td>
<td>0.08</td>
<td>0.00</td>
<td>0.54</td>
</tr>
<tr>
<td>specific</td>
<td>Residential churn (%)</td>
<td>0.28</td>
<td>0.18</td>
<td>0.04</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Socioeconomic heterogeneity (%)</td>
<td>0.83</td>
<td>0.06</td>
<td>0.13</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Affluence (£100,000)</td>
<td>1.91</td>
<td>0.59</td>
<td>0.54</td>
<td>4.60</td>
</tr>
<tr>
<td></td>
<td>Number of potential targets – households (100)</td>
<td>1.40</td>
<td>0.38</td>
<td>0.05</td>
<td>4.49</td>
</tr>
<tr>
<td></td>
<td>Number of potential targets – residents (100)</td>
<td>3.21</td>
<td>1.37</td>
<td>1.23</td>
<td>26.69</td>
</tr>
<tr>
<td></td>
<td>Number of potential targets – vehicles (100)</td>
<td>1.36</td>
<td>0.34</td>
<td>0.05</td>
<td>4.28</td>
</tr>
</tbody>
</table>

4.4 Model estimation

The three discrete choice models of offence location choices in these analyses are all computed in Stata 14 (StataCorp, 2015). For the LCL, there are two methods for estimation: maximum likelihood estimation (MLE) and expectation-maximisation (EM). However, because MLE can take substantially longer to compute and can also fail to achieve convergence (Bhat, 1997; Train, 2008), the LCL are estimated through EM using the ‘lclogit’ command (Pacifico and Yoo, 2012) and the associated standard errors using the ‘gllamm’ command (Rabe-Hesketh et al., 2002). That said, the EM algorithm can converge at a local, rather than global, maximum. As such, and following Train (2008), each LCL model is estimated 10 times with 10 different random starting values and the model with the largest log-likelihood is inferred as the global maximum. Also, as the number of classes need to be specified, the standard procedure is followed whereby it is estimated with two to eight classes (each of which are repeated 10 times; see above). These models are then assessed using the consistent Akaike information criterion [CAIC] and the Bayesian information criterion [BIC]⁶. Lastly, based on the available data regarding the offenders and previous analyses, including of sub-groups in related CL analyses (e.g. Bernasco and Nieuwbeerta, 2005; Menting et al., 2016), the variables entered into the class membership model are: gender, age

---

⁶ These are used, including over the standard Akaike information criterion, because they more heavily penalise extra parameters (i.e. more classes) and so emphasize parsimony when determining the number of the classes.
group (under 18 years of age or over), and the number of crimes they have committed (in the dataset): one crime, two to three crimes, or four or more crimes.

The CL was estimated using maximum likelihood with the built-in ‘clogit’ command. Whilst otherwise accounted for in the LCL and ML (see earlier), due to the clustering of offences within offenders (i.e. repeated choices), robust standard errors are computed for the CL. (White, 1982). For the ML, although it could also be estimated using maximum simulation likelihood, following Frith et al. (2017) and Townsley et al. (2016), it was estimated using hierarchical Bayes using the ‘bayesmixedlogit’ command (Baker, 2015). More specifically, because the parameter estimates appeared relatively stable at around 10,000 draws from the posterior distribution, these draws are discarded and the following 50,000 draws, with every 10th draw retained to prevent correlation between subsequent draws, are used to estimate the final model (see also Train and Sonnier, 2005). Also, all variables are entered non-fixed and modelled with normal distributions which is the default choice in the absence of compelling reasons to indicate otherwise.

5 Results

5.1 Overall model fits

Prior to comparing the LCL, ML and CL, it is necessary to determine the optimum number of classes for the final LCL model. This is shown in Table 2 for the models with two to eight classes. For these models, their fits are assessed using CAIC and BIC statistics where smaller values indicate better fits relative to the number of parameters and Table 2 indicates the three-class model has the smallest values for both metrics and so is to be preferred. The other models are therefore not discussed further and the results from this model are presented in Table 3 and in Figure 1.

As shown in Table 3, and for easier interpretation, the LCL, ML and CL models are compared using the root likelihood [RLH] statistic which is calculated as the geometric mean of the estimated probabilities of the chosen alternatives. In the case of the LCL, the RLH is calculated based on the class-level preferences based on assigning each offender to the class which they are

---

7 Because the specified model (see earlier) restricts these variables to remain consistent within offenders, age-group reflects their average age at the time(s) of their offences.

8 To explain, in DCM some variables are sometimes entered using other distributions, for example, cost is sometimes entered using a log-normal distribution which restricts its sign, here to negative. This is because it is largely unexpected that decision-makers prefer to pay more (see also Train and Sonnier, 2005). In the case of offender spatial preferences related assumptions are not definitive. Taking the obvious example of distance, even though more distant targets need greater effort and so offenders would likely prefer to offend closer to home, offending nearby also likely raises the risk of being identified. Therefore, even though it is likely that most offenders prefer shorter crime trips, it is plausible that some will prefer offending further away.
Table 2: Model fits for LCL models with two to eight classes

<table>
<thead>
<tr>
<th>Number of classes</th>
<th>Log likelihood</th>
<th>Number of parameters</th>
<th>CAIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-6408.12</td>
<td>24</td>
<td>12989.3</td>
<td>12965.3</td>
</tr>
<tr>
<td>3</td>
<td>-6338.18</td>
<td>40</td>
<td>12958.4</td>
<td>12918.4</td>
</tr>
<tr>
<td>4</td>
<td>-6282.68</td>
<td>56</td>
<td>12969.2</td>
<td>12934.5</td>
</tr>
<tr>
<td>5</td>
<td>-6246.63</td>
<td>72</td>
<td>13012.4</td>
<td>12940.4</td>
</tr>
<tr>
<td>6</td>
<td>-6197.48</td>
<td>88</td>
<td>13029.5</td>
<td>12941.5</td>
</tr>
<tr>
<td>7</td>
<td>-6184.18</td>
<td>104</td>
<td>13118.3</td>
<td>13014.3</td>
</tr>
<tr>
<td>8</td>
<td>-6138.72</td>
<td>120</td>
<td>13142.7</td>
<td>13022.7</td>
</tr>
</tbody>
</table>

NOTE: The model with the smallest CAIC and BIC values are bold and highlighted.

probabilistically estimated to most likely belong. For the ML and CL, the RLH is calculated using the estimated individual-level parameters and the sample-level parameters respectively. Although the value itself can be used, it is more interpretable by comparing it to a reference equivalent model. Here, and using the CL as that model, values below 1 reflect that the model performs worse than the CL and values above 1 indicate how much better the model performs. As shown in Table 3, the RLH values for the LCL and ML are 4.48 and 4.45 respectively. This indicates that both models fit the data better than the CL by around 4.5 × better. The RLH statistic for the LCL and ML is relatively similar: 4.48 and 4.45 implying that there is no overall significant difference between them in terms of fitting the data.

5.2 Preference point estimates

In terms of the preference point estimates and starting with the LCL, Table 3 shows that the first latent class has the largest class share and offenders have a 42% probability of having the preferences indicated by the parameters for this class. Specifically, that their offence location choices are significantly influenced by five variables. These are distance from the offenders’ homes, distance to the city centre, socioeconomic heterogeneity and, for offenders with multiple offences and so where its applicable, whether they had previously offended in a location which were all estimated to have a significant negative effect. Ethnic heterogeneity was estimated to have a significant positive impact. Offenders are more likely to have these preferences, compared to the other class-level preferences, if they are less prolific offenders as the coefficients for moderately and highly prolific offending are significant and positive for both other classes. Offenders are also less likely to be male compared to those in class 2 as the coefficient for male is significant for that class.
Table 3: Estimated results from the LCL, ML and CL analyses of SAC offender location preferences

<table>
<thead>
<tr>
<th>Estimated offence location choice coefficients</th>
<th>LCL</th>
<th>ML</th>
<th>CL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated offence location choice coefficients</td>
<td>Class 1</td>
<td>Class 2</td>
<td>Class 3</td>
</tr>
<tr>
<td>Distance (km)</td>
<td>-1.30** (0.12)</td>
<td>-0.45** (0.06)</td>
<td>0.02 (0.09)</td>
</tr>
<tr>
<td>Distance to the city centre (km)</td>
<td>-0.40* (0.16)</td>
<td>0.33** (0.07)</td>
<td>-0.28** (0.08)</td>
</tr>
<tr>
<td>Ethnic heterogeneity (10%)</td>
<td>0.34** (0.12)</td>
<td>-0.08 (0.16)</td>
<td>0.19* (0.09)</td>
</tr>
<tr>
<td>Residential churn (10%)</td>
<td>0.05 (0.07)</td>
<td>0.22** (0.07)</td>
<td>0.05 (0.05)</td>
</tr>
<tr>
<td>Socioeconomic heterogeneity (10%)</td>
<td>-0.27* (0.11)</td>
<td>0.72* (0.36)</td>
<td>0.49 (0.34)</td>
</tr>
<tr>
<td>Affluence (£100,000)</td>
<td>0.03 (0.15)</td>
<td>0.24 (0.14)</td>
<td>0.09 (0.12)</td>
</tr>
<tr>
<td>Number of potential targets (100)</td>
<td>0.09 (0.06)</td>
<td>0.21 (0.17)</td>
<td>0.22 (0.13)</td>
</tr>
<tr>
<td>Previous offence location (where applicable)</td>
<td>-1.04* (0.45)</td>
<td>3.90** (0.31)</td>
<td>1.27** (0.26)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimated standard deviations (of the offence location coefficients)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated standard deviations (of the offence location coefficients)</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Estimated standard deviations (of the offence location coefficients)</td>
</tr>
</tbody>
</table>
### Estimated class membership coefficients

<table>
<thead>
<tr>
<th>Class</th>
<th>Male</th>
<th>Female</th>
<th>Moderate prolific offender (2-3 offences)</th>
<th>Highly prolific offender (4+ offences)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>0.00</td>
<td>1.43**</td>
<td>-0.84</td>
<td>-</td>
</tr>
<tr>
<td>Juvenile</td>
<td>0.00</td>
<td>0.13</td>
<td>-0.83</td>
<td>-</td>
</tr>
<tr>
<td>Class share (%)</td>
<td>42</td>
<td>35</td>
<td>23</td>
<td>-</td>
</tr>
<tr>
<td>Root likelihood statistic</td>
<td>4.48</td>
<td>4.45</td>
<td>1.00</td>
<td>-</td>
</tr>
</tbody>
</table>

**Note:** The results presented in the top panel are the estimated coefficients (LCL and CL) or the estimated average coefficients (ML) and the figures in parentheses are their respective standard errors. The results in the second panel are the estimated standard deviations of the average coefficients and their standard errors (for the ML). In the third and fourth panels are the estimated coefficients for class membership (where class 1 is the reference class and so the associated coefficients are all 0) and their standard errors and the class share (for the LCL).

* indicates the parameter is significantly different to 0 at the 5% level; ** indicates the parameter is significantly different to 0 at the 1% level.

For the second class, offenders had a 35% probability of having these class-level preferences and being significantly influenced by five variables. These are distance which was found to have a negative impact while distance to the city centre, residential churn, socioeconomic heterogeneity and, where applicable, whether they had previously offended there were found to increase the likelihood of a location being selected. Offenders were more likely to have these preferences if they are male. They were also more likely to have these preferences than those in the third class if they had committed 2-3 or 4+ offences.

Offenders were estimated to have a 24% probability of having the class-level preferences indicated by the parameters for the third class. These preferences included being significantly influenced by three variables. These include being negatively influenced by the distance to the city centre, and positively influenced by the amount of ethnic heterogeneity as well as, and where applicable, whether they had previously offended there. Offenders were more likely to have these preferences, than the preferences for the other two classes, if they were prolific offenders.

For comparison, the results from the ML showed that offence location choices were, on average, significantly influenced by five of the eight variables. These include being, on average, negatively affected by the distance, distance to the city centre and affluence. Their offence location choices were also, on average, significantly positively influenced by socioeconomic heterogeneity and,
where applicable, whether the offender had previously offended there. For the equivalent CL, the results show that seven of the eight variables were estimated to have a significant impact on the offence location choices. These include where distance has a negative impact while all the other variables - except affluence which is estimated to have no impact – were estimated to positively influence their offence location choices.

While most of the estimated effects from the LCL, ML and CL are relatively consistent, there are some discrepancies. One key example is that distance to the city centre was estimated to have a statistically significant positive effect in the CL while it has an, on average, significant negative effect in the ML and a significant negative effect for the first and third classes in the LCL. Another example is where in the ML, affluence was estimated to have an, on average, significant negative effect on offence location choices while it was found to have a non-significant positive effect for all classes of offenders in the LCL and all offenders according to the CL. Lastly and while the average effect of ethnic heterogeneity and the number of potential targets was negative, but non-significant, in the ML, their estimated effects are positive in the CL and generally or tentatively suggested to be positive according to the LCL.

5.3 Preference variation

Although arguably clearer in the ML as it estimates a separate parameter for each variable to describe its scale, the LCL and ML both identify preference heterogeneity amongst the sample of offenders. In the ML, the standard deviations associated with the coefficient estimates for each variable were all statistically significant. As such, the effect of each variable was estimated to vary over the sample. The ML estimated distributions for each variable across the sample are shown in Figure 1 which highlights that although the average effect of each variable across offenders may be in one direction or of one magnitude, for some offenders it is estimated to have a much smaller or larger effect and that the effect will also be opposite to the average effect for other offenders.

Figure 1 also shows the distribution of the class-level preferences as estimated by the LCL and similarly shows the variability of preferences. For example, where it's estimated for the first class that offenders are severely deterred by having to travel larger distances while for the second class they are more modestly deterred, and it is estimated to have no effect for the third class. The effect of having previously offended in a location also similarly highly varies across classes where the second class of offenders highly prefer re-offending in the same areas, in class 3 they somewhat prefer it, whilst for the first class they are deterred from returning to the same area to re-offend.
Figure 1: Kernel densities of the ML-estimated distributions of preferences (line; primary y-axis) and histograms of the equivalent LCL-estimated distributions (bar; secondary y-axis)
As can also be seen in Figure 1, although generally the estimated distributions for most of the variables from both models are somewhat similar, for other variables there appears to be some disagreement. The three variables were this is arguably most pronounced are ethnic heterogeneity, socioeconomic heterogeneity and having previously offended in a location. Here, for ethnic heterogeneity the class-level preferences appear more in the upper tail of the ML distribution, for socioeconomic heterogeneity they are generally in the lower tail while the class-level preferences for previous offence location are more dispersed than in the estimated ML distribution.

6 Discussion

In this study, along with the CL and ML, the LCL was used for the first time to study the offence location choices and taste variation of SAC offenders in York (UK). Although previous studies (Townsley et al., 2016; Frith et al., 2017; see also Long et al., 2018) only used the ML (and CL), like those studies this analysis highlights the presence of heterogeneity between offenders and therefore the benefits of using choice models that account for this such as the ML and LCL. In terms of the model fits, the RLH statistic indicates that allowing for heterogeneity and using the LCL or ML results in the models fitting the data substantially better, by a factor of around 4.5, than the equivalent CL. This improvement in fit is also relatively consistent with that reported in Townsley et al. (2016) of 5.4 and in Frith et al. (2017) of 6.8 which supports the argument that offenders do tend to vary in their tastes. This variability in tastes is further supported as there are discrepancies in some of the preference estimates between the CL and the LCL and ML models which implies the CL estimates can be biased due to this heterogeneity. Together these findings highlight the benefits of these models and incorporating preference heterogeneity in future analyses of offenders, including of their offence location choices.

By introducing and using the LCL in these analyses, this paper allows for the first time a comparison of the LCL and ML assumed distributions of offender preferences. The relatively similar RLH fits for both models of 4.45 for the ML and 4.48 for the LCL however indicates that neither model can be unambiguously recommended for future crime location choice research. This result though is not entirely unexpected given similar findings in other comparisons from the wider literature (e.g. Greene and Hensher, 2003; Hess et al., 2011). In terms of the model results themselves, the LCL and ML were not in complete agreement for all variables. For example, affluence was found here to have, on average, a significant negative effect on offence location choices in the ML while it had a non-significant but positive effect for all classes in the LCL. Similarly, the LCL suggested relatively different distributions of preferences for the effects of
ethnic and socioeconomic heterogeneity and previous offence locations compared to the ML. This therefore suggests for offence location choice research that the results can depend on the modelling approach and emphasizes the need for further research. That is, not only with the LCL and the current specification of the ML, but also with different distributions such as lognormal in the ML which have yet to be investigated or tested within this field.

For the variables which have been previously analysed using the random-parameter ML (and CL) models, the estimated parameters and shapes of the distributions of effects in these analyses are generally in line with that found in those studies and expected based on theory. For example, and just specifically regarding similar previous ML analyses (Townsley et al., 2016; Frith et al., 2017), this includes where offenders generally attempt to minimise effort in that distance in has an on average negative effect on offence location choices in both studies and this analysis. Although only included in one of the previous studies, the, on average, significant negative effect of distance to the city centre is like that found in Townsley et al. (2016) and the, on average, significant positive effect of socioeconomic heterogeneity is like that reported in Frith et al. (2017).

However, there are disagreements in terms of the average effect, in particular regarding three variables: ethnic heterogeneity, residential churn and affluence. For the former two variables, they are both significant positive predictors in Frith et al. (2017) which is as expected based on social disorganisation theory as more heterogeneous neighbourhoods should be less cohesive and therefore the residents are less willing to exert informal social control. They should therefore be more attractive for offenders. Here, however, and also in Townsley et al. (2016) for residential churn, they were both non-significant. Although further replication is needed to examine this; particularly as the effects of each variable was estimated to significantly differ across the samples, one potential explanation regards the size of the spatial units used as alternatives as much smaller units, average size is \(\sim 0.03 \text{km}^2\), are used in Frith et al. (2017) compared to here and in Townsley et al. (2016) where the average sizes are 0.44km\(^2\) and 8.48km\(^2\) respectively (Frith, 2019). As such, if the social organisation process generally occurs at a smaller scale (Hipp, 2007), for example between neighbours on the same street, then the average levels of those related variables at a larger scale can give misleading results. In terms of affluence which had a, on average, significant positive effect in Frith et al. (2017) but was non-significant here and in Townsley et al. (2016), the expected effect is less clear based on theory (and past research). That is, because while acquisitive offenders are assumed to be rational and often financial motivated and so they should prefer more affluent targets where greater proceeds are expected, those targets may also be better protected, and so offenders could also prefer less affluent areas where the targets are expected to be less well protected. As such, and again considering the estimated significant variation over the sample, the
disagreement in results may result from slight differences in the samples or study areas and this should be explored.

One interesting and novel finding from this analysis though regards the effects of offenders’ previous offence location choices. Here, and although the identified effects on relate to offenders with previous offences as it cannot be estimated for offenders with no known offending history, the CL result generally matches that in previous CL analyses (Bernasco et al., 2015; Lammers et al, 2015; van Sleeuwen et al., 2018). Using the LCL (and ML) however allowed the detection that some (of the repeat) offenders prefer to avoid offending in the same neighbourhoods where they have previously done so. On the face of it this is seemingly counterintuitive. For example, based on rational choice theory it is expected that offenders would prefer offending in or near previous locations as they will have already gained knowledge about the area and the targets and so there will be less risk about offending (e.g. Johnson et al., 2009). This result however could follow the same and similar theories as repeatedly returning to an earlier offence location might be increasingly risky due to residents becoming more vigilant or the area receiving greater police attention following their previous offence and so it might be perceived as riskier. Again, this warrants further investigation as, even if only the case for some offenders, which in these analyses were those more likely to be less prolific, this has obvious policy implications in terms of policing.

In particular, regarding crime reduction strategies such as ‘cocoon watch’ where neighbours are alerted to nearby crimes such as burglaries and offered advice related to their increased risk of the offenders re-offending to that area. As such, even if some offenders, which may be predictable based on the type of location where the offence took place, do not return to the same place to re-offend, then these strategies would only be effective on some occasions and the resources could be better utilised in other ways.

From these analyses, the suitability of the LCL as an alternative to the ML in offence location research is promising for several reasons. First, and especially in the context of this type of research, the LCL is arguably simpler to interpret. This is in the sense that any variation in preferences, for which there is now growing evidence, is represented by the fixed class-level parameters in the LCL rather than the average parameter in combination with its standard deviation in the ML. This is particularly relevant in this field as practitioners, such as the police, are not necessarily experts in statistics. Furthermore, the potential end-users of this research are often accustomed to dichotomous or multi-chotomous classifications, like that provided by the LCL, such as prolific and non-prolific offenders or juvenile and adult offenders (for example, see Ministry of Justice, 2019). As such, any applicable findings are likely to be more easily assimilated into practice.
Secondly, because observable sources of heterogeneity can be exploratorily investigated with arguably greater nuance than with the CL and ML. That is, in terms of not needing to pre-specify and hypothesise differences between offenders and allow the classes of offenders to emerge from the data itself. The class-level variables then allow the investigation of the different types of offenders and their spatial preferences. In the case of these analyses, new information was garnered, especially regarding the role of offending intensity in offence location preferences. For example, where more prolific types of offenders were less concerned with distance which is counter to what is often found in, albeit, non-DCM analyses (e.g. Townsley et al., 2015). In contrast to the LCL, in the ML, potential sources of heterogeneity can only be explored through post-hoc analyses of the offenders’ characteristics and their individual-level parameters (Townsley et al., 2016) or through interactions and estimating separate parameters based on the offenders’ characteristics. That being said, the LCL (and the ML in the above case) is limited because those characteristics cannot vary across repeated choices for the same decision-maker. As such, offenders that cross some distinction, such as age group cut-offs if their offences cover a sufficient time-period, must be classified into one of the groupings and so their impact on class allocations to test specific hypotheses is not without limitations. Hypothesis testing of expected differences between offenders is also more complicated with the LCL than the ML where, for example, interactions using offender characteristics can be simply used.

Lastly, and although not discussed so-far, is the computational resources needed to estimate ML models, and particularly spatial ML models where the number of alternatives can be as large as 619 (in this analysis) or 5,286 in Frith et al. (2017). For comparison, the final LCL model in this analysis took a couple of hours – though the LCL should be repeatedly estimated with different starting values and numbers of classes - while the ML took several days. The computational issue with the ML though could be overcome through sampling from alternatives and taking a random sample of the alternatives for each choice occasion. Here, and while there is no proof that this strategy will generate consistent parameter estimates in non-CL models, it has been found in various studies to only result in small or modest efficiency losses when sampling reasonable numbers of alternatives (e.g. Daly et al. 2014; von Haefen and Domanski, 2018).

Analyses of offence location choices, such as in this study, are subject to limitations. The first is that the data analysed are reported, recorded, and detected crimes and this is not the case for all crimes. The sample of offenders and offences included in the analyses may therefore be biased in some way. That said, the one investigation of this using the offence location choice framework

---

9 All models were computed on a desktop computer with a i7-4770 CPU running at 3.40GHz and with 16GB RAM.
and the weighted exogeneous sample maximum likelihood estimator (Manski and Lerman, 1977) to correct for possible unequal probabilities of being included in the sample found similar results to the standard maximum likelihood estimator (Bernasco et al., 2013). The non-complete knowledge of offences may also be a particular issue here as the analysis assumes the offenders with one offence in the time-period are not repeat offenders. The results and especially the class membership coefficients may therefore be mis-representing the differences between prolific and non-prolific offenders.

In this analysis a range of offence types were grouped together. While the offence choice criteria are expected to similarly effect the different types of offenders and this approach has been used in other analysis (e.g. Bernasco, 2010; Lammers et al., 2015), it ignores that some types of offenders may behave differently with respect to these factors. This should be considered in future analyses especially where there is enough data to separately estimate these types of models (that can incorporate and estimate heterogeneity) on the different types of offenders. Doing so would not only provide more information on how offenders of the same type differ from each other, but also how different types of offenders differ from other types of offenders.

Another key issue regards the lack of substantiation of the offending decision process as modelled in these analyses. For example, where revealed preference analyses, such as in this study, rely on accurately numerating the choices including the alternatives and their (perceived) attributes. As such, complementary analyses such as those of stated preferences, which have yet to be used in the context of offending research, should be considered to support the findings. Stated preference analyses, and future revealed preference analyses, may also consider one of the underlying assumptions of the choice framework currently employed within this research: that the decision-makers are utility maximisers. That is, and while these and other types of offenders are generally considered to be boundedly rational utility maximisers (e.g. Cornish and Clarke, 1986; Clarke and Felson, 1993), there has been no investigation or testing of competing or complementary decision rules in the context of offence location choice decisions. This is even though other rules such as regret minimisation (e.g. Chorus, 2010) are plausible for explaining offending decisions as it will assume offenders avoid offending in locations where they will have a worse outcome (e.g. arrest) and therefore experience regret.

To conclude, in the current study, the LCL, ML and CL were used to investigate the presence of heterogeneity in the offence location choices of SAC offenders. The results from this analysis found that preference heterogeneity exists across the sample of offenders and the LCL and ML therefore fit the data better than the equivalent CL model. There was however little difference in
the overall fits of the LCL and ML models; though there were some differences in the effects that were estimated and their variability amongst the offenders. This research therefore raises questions for future research regarding the true underlying distributions of preferences amongst offenders. In particular, are those preferences best represented as being discretely distributed using the LCL, continuously normally distributed using the ML, or do they follow some other distributions?

References


Connectors on Residential Burglars’ Macro-Level Offending Location Choices, *Australian and New Zealand Journal of Criminology*, 42(2): pp. 139-158.


ONS (2018a) ‘Recorded crime data at Community Safety Partnership / Local Authority level’.


