ABSTRACT

Conventional dictionary matching based MR Fingerprinting (MRF) reconstruction approaches suffer from time-consuming operations that map temporal MRF signals to quantitative tissue parameters. In this paper, we design a 1-D residual convolutional neural network to perform the signature-to-parameter mapping in order to improve inference speed and accuracy. In particular, a 1-D convolutional neural network with shortcuts, a.k.a skip connections, for residual learning is developed using a TensorFlow platform. To avoid the requirement for a large amount of MRF data, the designed network is trained on synthesized MRF data simulated with the Bloch equations and fast imaging with steady state precession (FISP) sequences. The proposed approach was validated on both synthetic data and phantom data generated from a healthy subject. The reconstruction performance demonstrates a significantly improved speed — only 1.6s for reconstructing a pair of T1/T2 maps of size $128 \times 128 \times 50 \times$ faster than the original dictionary matching based method. The better performance was also confirmed by improved signal to noise ratio (SNR) and reduced root mean square error (RMSE). Furthermore, it is more compact to store a network instead of a large dictionary.
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1. INTRODUCTION

Magnetic Resonance Fingerprinting (MRF) [1][7] has emerged as a promising Quantitative Magnetic Resonance Imaging (QMRI) approach, with the capability of providing multiple tissue’s intrinsic spin parameters simultaneously, such as the spin-lattice magnetic relaxation time (T1) and the spin-spin magnetic relaxation time (T2). Based on the fact that the response from each tissue with respect to a given pseudo-random pulse sequence is unique, MRF exploits pseudo-randomized acquisition parameters to create unique temporal signal signatures, analogue to the "fingerprint", for different tissues. Then, a dictionary matching operation is performed to map an inquiry temporal signature to the best matching entry in a pre-computed dictionary which leads to multiple tissue parameters directly. In particular, the temporal signatures are generated by varying the acquisition parameters of a pseudo-random excitation pulse sequence, such as repetition time (TR), time of echo (TE), and radio frequency flip angle (FA) over time. The dictionary is composed of a large amount of entries that are usually simulated refer to the Bloch equations and given pseudo-random pulse sequence. Each entry represents a unique temporal signature associated with a specific tissue and is also linked to its quantitative parameters, such as the T1 and T2 relaxation times. Thus, once the best matching (i.e. most correlated) entry is found, it directly leads to multiple quantitative parameters simultaneously via a simple look-up table operation.

Due to the k-space subsampling, temporal signatures are often corrupted by blurring, noise or aliasing, thus hamper the accuracy of estimating the tissue parameters using the dictionary matching. In order to alleviate the impact of corruption, denoising or de-aliasing operations are often exploited to restore cleaner signatures before performing signature-to-parameter mapping. Therefore, MRF reconstruction usually involves two operations: signature restoration and parameter restoration. In particular, inspired by the successful application of sparsity in MRI reconstruction [2][10], some work [3][6] suggest to incorporate prior knowledge such as sparsity and low-rank to attenuate corruption, improving the signature restoration performance.

However, all of above-mentioned approaches use dictionary matching to perform mapping from purified temporal signatures to tissue's quantitative parameters. Such dictionary matching based signature-to-parameter mapping exhibits some drawbacks [1][13]. First, it usually requires a huge dictionary composed of a large number of entries to represent tissues with fine granularity over the entire range of possible tissue values. Further, the dictionary size often grows exponentially with the number of tissue parameters, so that storing the large dictionary becomes prohibitively memory-consuming. Second, finding the best matching entry needs to compare the inquiry temporal signature with the whole dictionary. Thus, dictionary matching operation is prohibitively time-consuming for a large dictionary, considerably limit the inference speed.

In this paper, we consider a different approach to alleviate some of these issues based on deep neural networks (a.k.a. deep learning) [14][15]. The rationale has to do with the fact that a well designed and tuned deep neural networks can approximate very well complex functions, leading to state-of-the-art results in a number of tasks such as image classification, image super-resolution, and many more [16][22]. Recent work [1][13] propose to exploit neural networks to replace the dictionary and the look-up table used in conventional MRF reconstruction approaches. Different from the fully-connected feed-forward neural network [11], and the convolutional neural network (CNN) model [12][13], we propose a 1-D deep residual convolutional neural network to perform signature-to-parameter mapping, replacing the memory-consuming dictionary and time-consuming dictionary matching. A series of experiments demonstrate that our designed neural network is capable of severing as a compact model to represent complicated mappings.
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Fig. 1. Diagram of designed 1-D residual CNN for signature-to-parameter mapping in MRF reconstruction. During the training stage, each dictionary entry, as a 1-D time sequence, is input into the network for a training signature. During the testing stage, the signature for each pixel is extracted from a purified image stack to serve as a testing signature which is mapped to corresponding T1/T2 relaxation times by the network.
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Fig. 2. Relationship between \( X, Y, \Theta^{T12} \).

2. PROBLEM FORMULATION

Similar to a video structure, MRF data is composed of multiple frames sampled in the k-space, where each frame is an MR contrast acquired with different acquisition parameters, such as TR, TE and FA, at a different time point. A series of frames are stacked together along the temporal dimension to construct a matrix \( Y \in \mathbb{C}^{Q \times L} \), where \( Q \) is the number of k-space samples in each frame, and \( L \) is the number of frames, equivalent to the number of time points. Every column vector \( Y_{i} \) represents a subsampled Fourier transform of an image frame \( X_{i} \) from the contrasts matrix \( X \in \mathbb{C}^{N \times L} \), i.e. \( Y_{i} = F_{u}(X_{i}) \), where \( F_{u}(\cdot) \) denotes a subsampled 2-D Fourier transform at the time point \( i \in [1,L] \), \( N \) denotes the number of pixels in each image frame. The relationship of these variables is shown in Figure 2 for better illustration.

Each image frame \( X_{i} \) represents a response MR contrast acquired at a single time point with different acquisition parameters, stacked as a column vector \( \Theta^{T12,R} \in [TR, TE, FA]^{T} \), \( i \in [1,L] \), where TR and TE denote the repetition time and echo time, respectively, and FA denotes the flip angle of the RF pulse. Each row vector \( \Theta^{T12}_{j} \) represents a temporal signature, i.e. temporal signal evolution of a specific tissue at the \( j \)-pixel along the sampling time points. The signature depends on the tissue’s relaxation times, such as T1, T2 and proton density (PD), grouped as a row vector \( \Theta^{T12}_{j} = [T1_{j}, T2_{j}, PD_{j}] \), \( j \in [1, N] \). Here, \( i \) is the temporal index, while \( j \) is the spatial index. Combining temporal dimension with spatial dimension together, the temporal signature can be formulated as \( \Theta^{T12}_{j} = f(\Theta^{T12}_{j}, \Theta^{T12,R}) \), where \( f(\cdot) \) denotes the Bloch equations.

Let \( D \in \mathbb{C}^{K \times N} \) denote a precomputed dictionary composed of \( K \) entries. Each entry \( D_{h} \) represents a temporal signature simulated using Bloch equations for a specific tissue characterized by certain quantitative parameters, such as T1, T2, PD, given the RF sequence parameters \( \Theta^{T12,R} \). Such a dictionary \( D \) with a large \( K \) gives fine granularity over the entire range of possible tissue values. Let \( LUT \in \mathbb{C}^{K \times P} \) denote the corresponding look-up table where each row \( LUT_{h,}\) contains \( P \) quantitative parameters, e.g. T1, T2 and PD relaxation times \( P = 3 \), for a specific tissue. In this way, the temporal signature represented by the \( h \)-th entry \( D_{h} \), is linked with the quantitative parameters \( LUT_{h,k} \) of the \( k \)-th tissue.

Given \( \Theta^{T12,R} \) and k-space samples \( Y \), the goal of MRF reconstruction is to estimate the tissue quantitative parameters \( \Theta^{T12} \). Commonly, the image stack \( X \) is first reconstructed from the k-space samples \( Y \), and then the recovered \( X \) is mapped to tissue parameters via pattern recognition, such as dictionary matching [4,5]. However, our approach, as described in the next section, exploits low-rank prior for signature restoration and a trained neural network to replace the dictionary matching operation in order to improve the inference speed, as well as alleviating the storage burden.

3. PROPOSED MRF RECONSTRUCTION

The proposed MRF reconstruction approach involves two stages: signature restoration and parameter restoration. Given \( \Theta^{T12,R} \) and k-space samples \( Y \), we proposed a low-rank based de-aliasing and denoising method for restoring signatures \( X \) and a residual convolutional neural network to map each signature \( \Theta^{T12}_{j} \), to corresponding tissue parameters \( \Theta^{T12}_{j} \) directly. Such signature and parameter restoration operations are formulated as

\[ \Theta^{T12}_{j} = g(h(Y)_{j}, \Theta^{T12,R}) \forall j \in [1, N], \]

where function \( X = h(Y) \) represents the signature restoration operator and function \( \Theta^{T12}_{j} = g(\Theta^{T12}_{j}, \Theta^{T12,R}) \) represents the parameter restoration operator.

3.1. Low-rank for signature restoration

Since MRF data consists of multiple frames exhibiting temporal similarity across time points, the imaging contrasts matrix \( X \) is typically a low-rank matrix. Therefore, \( h(\cdot) \) leverages a low-rank prior for denoising and de-aliasing, formulated as

\[ h(Y) = \arg \min_{X} \quad \frac{1}{2} \sum_{i} \| Y_{i} - F_{u}(X_{i}) \|^{2} + \lambda \| X \|_{*} \]

where \( \| X \|_{*} \) denotes the nuclear norm, the relaxation form of low-rank, defined as the sum of the singular values of \( X \) [23]. (2) can be solved using the incremental subgradient proximal method [24].
of [1, 5000] ms and T2 parameter range of [1, 2000] ms. Note, the parameter range covers the relaxation time values that can be commonly found in a brain scan [25]. The model was trained for 50 training epochs. In each epoch, 20% of the training samples are separated aside for validation dataset. We use RMSE as the loss and Adam [26] as the optimization algorithm with the learning rate decaying from 1e-2 to 1e-6 every 10 epochs. The batch size was set to 256 time series. The training procedure takes around 30 seconds for one epoch in average, thus around 25 minutes for completing 50 epochs, on a NVIDIA GeForce GTX 1080 Ti GPU.

4.2. Testing

We evaluate the performance of a trained network on both synthetic and phantom testing dataset. The construction of the synthetic testing dataset is similar to the construction of the training dataset, but with a different starting index of the T1 and T2 parameters. Thus, the synthetic testing dataset has distinct T1 / T2 values without overlap with the training dataset. We also construct a phantom testing dataset from the brain scans that were acquired with GE Sigma 3T HDX scanner from a healthy subject. To generate gold standard data for the T1 and T2 parameter maps, we acquired Fast Imaging Employing Steady-state Acquisition (Fiesta) and Spoiled Gradient Recalled Acquisition in Steady State (SPGR) images, at 4 different flip angles (3°, 5°, 12° and 20°), and then implemented well known DESPOT1 and DESPOT2 [27] algorithms, after improvements as described in [28]. Based on the gold standard T1, T2 maps, we generated phantom MRF data using the same mechanism as generating the synthetic testing dataset. The sub-sampling factor is set to be 0.15, that is, only 15% k-space data is used for reconstructing image stack \( X \). The tuning parameters were experimentally set to be \( \mu = 1 \) and \( \lambda = 5 \).

To evaluate the parameter restoration performance of the proposed network, we input testing synthetic signatures into the network and compare its output with groundtruth T1 and T2 values. As shown in Figure 3, the estimation from the proposed network obtained outstanding agreement with the reference, yielding high correlation coefficients. In addition, it also gives higher PSNR, SNR and lower RMSE than the dictionary matching operation used in [1–5].
The most impressive advantage of the network is the fast inference speed. It is observed that the network takes only 8.2 s to complete the mapping operation for eighty thousand temporal signatures, that is, 53× faster than 464.1 s using the dictionary matching method that is based on computing inner-products of the target signature with each dictionary entry. Furthermore, since the complexity has been fixed once the network topology is fixed, the inference speed of the network is not affected by the dictionary density, i.e. the number of entries in a dictionary.

The parameter restoration performance of the proposed network is also tested on the phantom dataset without subsampling. The visual results are shown in Figure 4. It is noticed that our approach gives competitive performance for T1 mapping and yields much better performance for T2 mapping, obtaining 7.9dB SNR gains than the competing method \cite{1}. The RMSE of T2 mapping is also reduced to 2.498 from 6.252, accordingly. This is owing to the advantage that the trained neural network is a powerful function representation that outputs continuous-valued parameters. In contrast, conventional dictionary-matching method \cite{1} only matches signatures to discrete dictionary entries. If there is no exact parameters for an inquiry signature, dictionary-matching methods will find adjacent parameters for approximation, thus introducing mismatch. However, a well designed and trained network can still estimate the missing parameters based on captured mapping functions. In addition, the network takes only 1.6 s to accomplish the mapping for a pair of T1 / T2 parameter maps of size 128 × 128, that is, 56× faster than the dictionary matching method \cite{1}.

To evaluate both the signature restoration and the parameter restoration performance of the proposed method, we input subsampled phantom data into our model for low-rank based signature de-aliasing followed by network based parameter mapping. The same phantom data is also input into competing methods \cite{1,6} for comparison. The visual performance is shown in Figure 5. It is noticed that our method outperforms dictionary matching method \cite{1} with significant gains, and also yields competitive performance as the state-of-the-art method FLOR \cite{6}. In addition, our method is 73× faster than FLOR \cite{6} for parameter mapping.

We also note that storing the network requires 20.3 megabytes while storing the training dictionary of size 80100 × 200 requires more than 100 megabytes. Even though the dictionary volume will grow exponentially with the number of parameters, but the space required for storing a network is not strictly limited by the dictionary density once the topology of the network is fixed, thus significantly alleviating the storage burden inherent to the exponential growth of multi-dimensional dictionaries.

5. CONCLUSION

We proposed a deep residual convolutional neural network to learn the mapping from MRF signatures to tissue parameters, combined with a low-rank based signature restoration. The proposed network plays the role of dictionary and Lookup-Table in the dictionary matching based methods. However, neural networks demonstrate various additional advantages. Owing to the feedforward characteristics, the signature-to-parameter mapping operation using the proposed network is much faster than the conventional dictionary-matching. As a neural network is a compact function representation, storing a trained network needs less memory than storing a large dictionary. Serving as a powerful function representation, neural networks are able to output continuous-valued parameters, thus perform well on estimating parameters which may not exist in a simulated dictionary.
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