Non-Invasive Estimation of Plasma Sodium Concentration During Hemodialysis via Capacitively-Coupled Electrical Impedance Spectroscopy
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Abstract— This paper presents a compact, low-cost, and non-invasive system for real-time estimation of plasma sodium concentration ([Na]p) during a hemodialysis (HD) session with state-of-the-art accuracy. It is based on electrical impedance spectroscopy (EIS) performed with a capacitively-coupled impedance sensing cell and a high-frequency measurement device, both custom-built. The EIS data are processed to infer the resistance of the liquid inside the cell, which is used together with an optical hemoglobin sensor to estimate the [Na]p. Validation of the EIS was performed by estimating the conductivity of blood-mimicking fluid (BMF). The complete method was validated using whole bovine blood, comparing the results to those obtained with standard instruments. The system was able to estimate the [Na]p with sufficient accuracy (RMS error of 3.0 mol/m³ with respect to reference data) to provide clinically useful information. The proof-of-concept hardware can be converted to a cheap and compact circuit board for integration into an HD machine.
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I. INTRODUCTION

A. Sensors in Hemodialysis

Chronic hemodialysis (HD) is a blood purification therapy for patients with little or no residual kidney functionality [1] [2]. Whereas some aspects of end-stage renal disease are treated pharmacologically, HD is required to perform the following: i) remove toxic byproducts of metabolism, ii) remove excess fluid, and iii) re-balance electrolytes. In a typical session, a vascular connection between the patient and the HD machine is established via a disposable hydraulic circuit, the bloodline. Blood passes through extracorporeal circulation, travels through a filter (the dialyzer), and returns to the patient. In the dialyzer, a sterile fluid (the dialysate), flows against the direction of blood flow, purifying the blood through diffusion and convection [3][4]. A diagram of this process is shown in Fig. 1.

Currently, several sensors are used in the HD machine for: operational control, safety, and monitoring of clinically relevant parameters. For example, optical or ultrasound sensors are used to estimate relative blood volume, starting from non-invasive measurements of hemoglobin concentration or total protein concentration [5]–[8]. Optical sensors have also been proposed to detect hemolysis [9] or improve the monitoring of filtration rate [10]. In another recently proposed solution, electrical measurements are used to detect blood leakage [11].

Monitoring plasma sodium concentration [Na]p would be particularly useful, since sodium is an osmotic regulator and a main driver for fluid shifts between the different body compartments [12][13]. Unfortunately, it cannot be measured non-invasively and repeatedly during the HD session. However, according to Kohlrausch’s law of independent migration of ions in diluted electrolytic solutions [14], electrical conductivity is given by the sum of the specific ionic concentrations, weighted by ionic molar conductivity coefficients. Sodium concentration in plasma is the major
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Fig. 1. Simplified diagram of the hemodialysis circuit. C1 and C2 are dialysate-side conductivity cells; C’D is the non-invasive blood-side conductivity cell.
contributor to plasma conductivity because it is one to two orders of magnitudes greater than the concentration of other ions, like potassium and calcium (140 mol/m³ vs 10 mol/m³ and 2 mol/m³, respectively). Thus the electrical conductivity of plasma, \( \sigma_{Pl} \), which can be estimated [15], is correlated with \([Na]_{Pl}\). In fact, in HD, knowing \( \sigma_{Pl} \) has historically been considered as valid as knowing \([Na]_{Pl} \), due to their strong correlation [16].

The substitution of \( \sigma_{Pl} \) for \([Na]_{Pl} \) introduces uncertainty in the order of a few percentage points (depending on the exact concentration of the minority ions). However, the level of accuracy is sufficient to obtain clinical relevance in HD.

In addition to clinical knowledge, intra-session monitoring of \( \sigma_{Pl} \) and other variables with physiological significance plays a role in biofeedback systems [17]–[23] and facilitates customizing the therapy for each patient.

The step-based protocol developed by Polaschegg [15], which is the state-of-the-art technique for \( \sigma_{Pl} \) estimation, relies on two conductivity cells placed upstream and downstream from the dialyzer (see C1 and C2 in Fig. 1). However, it is not very accurate, requires \( \approx 10 \) minutes for a single measurement, and can only be repeated a few times in a session. Recently, a new, non-invasive method to estimate the conductivity of liquids in a bloodline was reported by our group [24], which has the potential to be faster and more accurate than the state-of-the-art. This achievement (described in more detail in Section I.B) is expanded upon by developing compact low-cost hardware and a model for estimating \([Na]_{Pl} \) from the blood impedance.

B. Non-invasive conductivity estimation in Hemodialysis

In [24], a capacitively-coupled contactless conductivity detection (C\(^4\)D) cell developed by our group for the non-invasive estimation of electrical conductivity of liquids is described. In C\(^4\)D, two ring electrodes are placed externally around a liquid-filled tubing segment. When a high-frequency stimulation signal is applied, electrode-tubing-liquid interfaces act as series capacitors and current is capacitively coupled through the liquid (which acts as a resistor). The high-frequency impedance is related to the resistance (and so, to the conductivity) of the liquid [25][26].

This technology was adapted to HD, by i) creating a C\(^4\)D cell specific for HD, ii) performing electrical impedance spectroscopy (EIS) at high frequency with a professional impedance analyzer, and iii) characterizing the electrode-bloodline interaction with an electrical model based on the constant phase element (CPE) [27-30].

The previously developed C\(^4\)D cell consists of two cylindrical aluminum electrodes of length 20 mm placed at 70 mm (center-to-center) from each other. The electrodes are round-shaped, 10-mm wide, with internal diameter of 6 mm. Electrodes are contained in an aluminum electromagnetic shielding box and connected to the external environment with simple copper wiring and screw connectors. The cell was designed to host a specific type of polymeric biocompatible line used for hemodialysis treatment (ArtiSet blood tubing system, Baxter, Medolla, Italy) with an external diameter of 6.5 mm and an internal diameter of 4 mm.

The proposed location of the cell in the HD hydraulic circuit is shown in Fig. 1. Fig. 2 shows a simplified representation of the complete system, which allowed to estimate the conductivity of a saline solution and of a blood-mimicking fluid (BMF). The estimate is sufficiently accurate to be clinically useful in HD, without the many disadvantages of the state-of-the-art method.

C. Scope of this work and organization of the paper

This work describes a compact, low-cost system for the non-invasive estimation of plasma sodium concentration during HD. The rationale is that whole blood conductivity, measured by the C\(^4\)D cell, can be used for accurate estimation of plasma sodium. The system is shown to be sufficiently accurate for clinical relevance, and suitable for integration into an HD machine. This paper describes the hardware design of the electronic system that can replace the professional impedance analyzer, as well as the measurement process which estimates the plasma concentration from the impedance data. The hardware and the measurement procedure are described in Section II; experimental results are reported and commented on in Section III. Final discussions are developed in Section IV.

![Fig. 2. Simplified representation of our non-invasive C\(^4\)D cell for hemodialysis.](image)

![Fig. 3. Steps of the proposed [Na]\(_{Pl}\) estimation method.](image)
II. METHODS

In Fig. 3, a diagram of the proposed [Na]⁺ estimation methodology is shown. In Step #1, Electrical Impedance Spectroscopy (EIS) is performed on the C⁴D-based sensing cell. A compact and low-cost hardware solution, fit for integration into an HD machine, was developed for this purpose. Subsection II.A gives the details of our EIS hardware architecture together with the mathematical and software operations required to obtain valid results. In Step #2, the resistance Rᵢ of the liquid contained into the cell is determined (starting from the EIS data) by means of mathematical modelling. This procedure is described in Subsection II.B. In Step #3, the conductivity σᵢ of the liquid (in this case, whole blood) is estimated from Rᵢ by means of linear regression. This step is described in Subsection II.C. Step #3 serves primarily as a comparison with the previous work [24], since σᵢ despite being part of the theoretical process for estimation of [Na]ᵢ is not part of the final equation. Step #4 compensates for the effect on Rᵢ of the presence of red blood cells (RBCs) in whole blood by estimating the hemoglobin concentration in blood ([Hgb]) with an optical sensor commonly present on HD machines. This process is reported in Subsection II.D. In Step #5, [Na]ᵢ is estimated.

A. Hardware Architecture and EIS Measurement

A compact, low-cost electronic system, capable of being combined with an HD machine, was developed to perform EIS. The system’s goal was the non-trivial task of measuring complex impedances in the order of tens of kΩ in the MHz range. A conceptual diagram of the EIS system, and an image of the implemented prototype, which is ≈20x10x10 cm in size, are shown in Fig. 4.

The system operates by applying a sinusoidal voltage Vₛₚᵣ to the impedance under analysis (i.e. the C⁴D cell), and picking up a sensing current Iₛₑₙₛ (which is converted to voltage Vₛₑₙₛ). A high-speed data acquisition board digitizes both Vₛₚᵣ and Vₛₑₙₛ, and a 3-parameter sine-fitting procedure is performed to estimate their amplitude, phase, and DC offset. The complex impedance is then computed from the amplitude ratio and phase difference for the two signals.

A custom-designed printed circuit board (PCB) generates and processes the analog signals. Vₛₚᵣ is generated by a discrete digital synthesis (DDS) module based on the AD9850 (Analog Devices, Norwood, USA). This signal is preprocessed to increase the amplitude and remove DC offset by means of operational amplifier-based filter and gain stages. The nominal Vₛₚᵣ amplitude is 2 V. The current Iₛₑₙₛ is picked up from the ring electrodes, filtered, and amplified by a current-to-voltage converter, resulting in the Vₛₑₙₛ signal. For all the analog stages, the AD8066 operational amplifier was chosen due to its high bandwidth and input impedance.

An Arduino Uno microcontroller-based prototyping board is used to program the DDS module in order to output different frequencies. For each frequency, the Arduino system programs the DDS through a serial protocol (Frequency Programming in Fig. 4a) and commands the recording of sine wave data by means of a digital pin used as flag, which is raised when all the transients are concluded (Frequency Information in Fig. 4a).

A frequency range of 1–1.5 MHz was chosen. The minimum frequency allows significant coupling of current through the capacitive electrodes; that is, the series impedances are sufficiently low to allow the detection of impedance variations in blood. A maximum frequency of 1.5 MHz provides a sufficiently wide frequency span for robust regression of EIS data, while maintaining a low enough frequency that part of the current is still confined to plasma. EIS measurements were performed at six frequencies, covering the 1–1.5 MHz range in 100-kHz steps.

A ProLogic16 FPGA-based data acquisition board (Salae, San Francisco, USA) was chosen to record Vₛₚᵣ and Vₛₑₙₛ. The recording process starts on the rising edge of the flag pin; thus, it is asynchronous with respect to the generation of the stimulus signal. The two sine waves Vₛₚᵣ and Vₛₑₙₛ are sampled at 50 MHz, with a channel-to-channel skew of less than 1 sample. Each recording session lasts 20 ms (limited by the memory of the ProLogic board), leading to the recording of more than 20000 sine periods per signal.

A compact power converter (TML20205C, Traco Power, Baar, Switzerland) supplies dual ±5 V voltage to the PCB and 5 V to the Arduino system. A custom 3D-printed housing holds all the electronics modules together. The entire
prototype (Fig. 4b) was placed inside a grounded aluminum box (not shown) for electromagnetic shielding.

Data recorded from the ProLogic board were exported and processed using Matlab for the sake of simplicity, but future data processing could be performed directly on the microcontroller unit. For each frequency \( f_i \), \( V_{\text{Stim}} \) and \( V_{\text{Sens}} \) were fitted to the following equations:

\[
V_{\text{Stim},i}(t) = C_{\alpha,i} + A_{\alpha,i} \cdot \sin(2\pi f_i t + \phi_{\alpha,i}), \quad i = 1 \ldots 6 \quad (1)
\]

\[
V_{\text{Sens},i}(t) = C_{\lambda,i} + A_{\lambda,i} \cdot \sin(2\pi f_i t + \phi_{\lambda,i}), \quad i = 1 \ldots 6 \quad (2)
\]

A set of three parameters (\( C \), \( A \), \( \phi \)) was obtained for each of the two signals and each of the six frequencies by sine fitting, according to the IEEE-1057 standard [31]. Despite not performing any proper averaging, the application of the sine fitting algorithm over the very large number of recorded sine periods considerably reduces the effect of additive random noise on the parameter estimation. Afterwards, the magnitude and phase of the C4D cell’s impedance \( Z_{\text{Cell},i} \) were computed:

\[
|Z_{\text{Cell},i}| = \frac{A_{\lambda,i}}{A_{\alpha,i}} \cdot \frac{1}{\delta_{\text{Comp}}(f_i)}
\]

\[
\text{arg}(Z_{\text{Cell},i}) = \phi_{\lambda,i} - \phi_{\alpha,i} - \phi_{\text{Comp}}(f_i) \quad (4)
\]

The compensation factors \( \delta_{\text{Comp}} \) and \( \phi_{\text{Comp}} \) were applied to correct for the (previously characterized) gain and phase responses of the custom PCB board, and for the channel-to-channel skew of the ProLogic data acquisition board. Real (R) and imaginary (X) parts of the impedance were then computed:

\[
R_i = |Z_{\text{Cell},i}| \cdot \cos(\text{arg}(Z_{\text{Cell},i})) \quad (5)
\]

\[
X_i = |Z_{\text{Cell},i}| \cdot \sin(\text{arg}(Z_{\text{Cell},i})) \quad (6)
\]

**B. Impedance modeling**

As discussed in the previous work [24], the CPE is a good model of the electrical coupling between the electrodes and the bloodline’s polymer. Our group recently confirmed the presence of the CPE effect in electrode-polymer coupling for bloodlines from several different manufacturers [32], showing it is a common feature of the bloodlines. When a liquid is far away from the electrode-liquid interface, it is usually modelled as a resistance. Thus, the lumped parameters electrical model of the C4D cell at frequency \( f_i \) is composed of the series connection of a CPE element and \( R_L \), the resistance of the liquid which fills the segment of bloodstream between the electrodes. This model is shown in Eq. (7), where \( K_{\text{CPE}} \) and \( \alpha_{\text{CPE}} \) are the CPE element parameters.

\[
Z_{\text{Cell},i} = R_L + \frac{K_{\text{CPE}}}{(j2\pi f_i)^{\alpha_{\text{CPE}}}} \quad (7)
\]

To estimate \( R_L \), the EIS data from Subsection II.A could be fitted to Eq. (7); however, that would be an iterative process. For this specific electrical model, it is much easier to estimate \( R_L \) by considering that for \( f \rightarrow 0 \), \( Z_{\text{Cell}} \rightarrow R_L \), meaning that \( Z_{\text{Cell}} \) will cross the real axis of the complex plane exactly at \( R_L \). The intercept for \( Z_{\text{Cell}}(f \rightarrow \infty) \) on the real axis is easily found by performing a linear regression on the EIS data in the complex plane. This least-squares fitting process is faster than the iterative method.

**C. Conductivity Estimation**

According to Ohm’s second law, the conductivity of the liquid, \( \sigma_L \), is directly proportional to the reciprocal of the liquid’s resistance \( R_L \), i.e. its admittance \( G_L \). Specifically, \( \sigma_L \) and \( G_L \) are related by a parameter representing the geometrical shape factor of the current path. In our case, this constant is related to the length and lumen area of the bloodstream segment between the cell’s electrodes.

**D. Plasma Sodium Estimation**

The resistance \( R_L \) of whole blood is related to its conductivity \( \sigma_{Bl} \):

\[
R_L = \frac{1}{\sigma_{Bl} \cdot \frac{l}{S}} \quad (8)
\]

where \( l \) and \( S \) are the length and internal section area of the bloodstream segment inside the C4D cell, respectively. As explained in I.A, \([Na]_{Bl}\) strongly correlates with plasma conductivity \( \sigma_{Pl} \) [16]. For the purpose of this work, a direct linear relationship between \( \sigma_{Pl} \) and \([Na]_{Pl}\) was assumed, without an offset term but with a fixed proportionality coefficient, \( C_{Na} \), expressed in \([\text{S} \cdot \text{m}^2 \cdot \text{mol}^{-1}]\):

\[
\sigma_{Pl} = C_{Na} \cdot [Na]_{Pl} \quad (9)
\]

To relate \( \sigma_{Bl} \) to \( \sigma_{Pl} \), the mathematical model needs to account for the effect of RBCs on conductivity. Fortunately, the relationship between the composition of whole blood and its electrical properties has been extensively studied in the last few decades [33]-[38]: briefly, at sufficiently low frequencies, the \( \beta \) dispersion (the electrical coupling across the RBC membranes [38][39]) is negligible, and the electrical current only passes through the plasma. In this case, \( \sigma_{Bl} \) can be modeled as a fraction of \( \sigma_{Pl} \):

\[
\sigma_{Bl} = \sigma_{Pl} \cdot f([Hgb]) \quad (10)
\]

with an attenuation factor to model the occluding effect of the RBCs. Although this factor is usually a function of hematocrit (Hct) [35]-[37], \([Hgb]\) was chosen instead, since this information is readily available in HD from optical sensors [5]. For \( f([Hgb]) \) an exponential model was chosen:

\[
f([Hgb]) = e^{-\frac{[Hgb]}{\tau_{Hgb}}} \quad (11)
\]

The model is physically sound, since for \([Hgb]=0\) it gives \( \sigma_{Bl} = \sigma_{Pl} \) (current flows freely), and for \([Hgb] \rightarrow \infty, \sigma_{Bl} = 0 \) (current is completely blocked). A more detailed analysis of the behaviour of this model as it approaches asymptotical values of \([Hgb]\) has no practical meaning, since \([Hgb]\) is
regulated by pathophysiology and extreme values are incompatible with life.

Eqs. (8–11) can be put together and all the fixed parameters except for \( \tau_{\text{Hgb}} \) can be grouped into a single parameter \( C_{\text{Tot}} \), as shown in Eq. (12), which is used in Step #5 of the estimation process.

\[
[\text{Na}]_{\text{pl}} = \frac{1}{R_L} \cdot \frac{1}{f(\text{Hgb})} \cdot \left( \frac{1}{S} \cdot \frac{1}{\text{C}_{\text{Na}}} \right) = \frac{1}{R_L} \cdot \frac{1}{f(\text{Hgb})} \cdot C_{\text{Tot}} \tag{12}
\]

Although conductivity is conceptually part of the estimation process, practically speaking only \( R_L \) and \( [\text{Hgb}] \) are needed to estimate \([\text{Na}]_{\text{pl}}\). Values of \( C_{\text{Tot}} \) and \( \tau_{\text{Hgb}} \) were fitted from experimental data.

III. EXPERIMENTAL RESULTS

A. EIS Measurements and estimation of BMF conductivity

Preliminary experimental validation of our system was performed on blood-mimicking fluid (BMF), which is considered as a simple yet representative fluid. Fig. 5 shows an example of sine-fitting results from BMF data at \( f=1 \text{ MHz} \) for both stimulation and sensing signals. Typical root-mean-square-errors (RMSE) of the fitting process are 39 \( \text{mv} \) \((R^2 = 0.9996)\) for the stimulation signal, which has a nominal amplitude of 2 V (see Fig. 5a), and 5.5 \( \mu\text{A} \) \((R^2 = 0.9947)\) for the sensing signal, which is in the order of magnitude of 80 \( \mu\text{A} \) (see Fig 5b).

Five samples of BMF composed of 20% Intralipid (Fresenius Kabi Italia Srl, Isola della Scala, Italy) and different amounts of NaCl were prepared. Conductivities of the BMF samples were set to whole blood physiological levels (5-10 mS/cm) [33][34][40]. The presence of lipid corpuscles in Intralipid mimic the presence of RBCs in the blood. Reference conductivities \( \sigma_{\text{BMF,Ref}} \) were measured before the experiments using a lab conductivity meter (EDGE, Hanna Instruments, Padova, Italy; accuracy class ±1 %). EIS measurements were performed at room temperature by injecting the fluid samples into a piece of HD polymeric line placed in the measurement cell.

Samples were injected in order of increasing and then decreasing conductivity, for a total of ten measurements. In between measurements, the line was washed with ultrapure water. Fig. 6 illustrates the EIS data collected. For a cleaner representation, only data from the first five EIS measurements are shown (that is, corresponding to ascending conductivity).

Reference conductivity values of the five samples were 5.16, 6.14, 7.27, 8.38, 9.95 mS/cm. It is clear from Fig. 6 that EIS measurements on BMF show the same CPE coupling effect reported previously [24]. The figure’s dashed lines show the linear regressions that allow the estimations of \( R_{\text{BMF}} \) and, consequently, \( \sigma_{\text{BMF}} \).

Fig. 7 shows the correlation between \( \sigma_{\text{BMF,Ref}} \) and \( \sigma_{\text{BMF,Est}} \), the latter computed from admittance \( G_{\text{BMF}} \) by linear regression through eq. (8) \((R^2 = 0.98)\). The RMSE between estimated and reference conductivity was 0.24 mS/cm.

B. Estimation of plasma sodium in whole blood

The second stage of validation was performed on whole blood. Experiments were performed in compliance with all national regulations, using fresh anticoagulated bovine blood. During each experimental session, the blood was magnetically stirred in a glass container at room temperature. The blood’s relevant physiological parameters ([Hgb], Hct, \([\text{Na}]) and osmolarity) were varied by means of dilution with ultrapure water, dilution with sodium chloride (NaCl) solutions at various concentrations, and direct dissolution of NaCl in blood. All the sample points are within pathophysiological ranges: 134-169 mol/m³ for \([\text{Na}]) and 5.5–15.1 g/dL for

\[
\begin{array}{ll}
\text{Fig. 6. EIS experimental data (black dots) for each of the five BMF samples. Linear regression for each EIS spectrum is shown in dashed line.} \\
\text{Fig. 7. Comparison of reference and estimated conductivity of blood mimicking fluid, shown in black squared. Dashed line shows identity i.e. } \\
\sigma_{\text{BMF,Est}} = \sigma_{\text{BMF,Ref}}.
\end{array}
\]
A total of N=27 sample points were collected from five experimental sessions. Fig. 8 illustrates the distribution of the collected sample points in the [Na]/[Hgb] space and shows that our dataset samples cover a relevant and meaningful subset of the pathophysiological [Na]/[Hgb] space. After applying each modification to blood composition, a wait time was imposed to allow mixing and the reference [Hgb] was measured with an optical instrument (Hb301, HemoCue, Ängelholm, Sweden, uncertainty assessed at 0.7 g/dL [41]). The Hct, [Na]$_{pl}$ and osmolarity were measured using an emergency-room-grade blood-gas analyzer (i15, Edan Instruments, Shenzhen, China, sodium concentration uncertainty assessed to 1.6 mol/m$^3$). The EIS measurements were performed at the same time as these reference measurements. A segment of HD bloodline (ArtiSet blood tubing system, Gambro Spa, now part of Baxter, USA) had been placed inside the C$^4$D sensing cell before the start of the experiment. The cell was filled with blood, clamped at the ends and the EIS measurement was performed within seconds. The bloodline was washed after each measurement to avoid contamination.

For the whole dataset, the correlations for [Hgb]/Hct and [Na]/osmolarity were high ($R^2$=0.94 and $R^2$=0.98, respectively). These results demonstrate that no significant error was introduced by: i) choosing [Hgb] over Hct or ii) modeling the relationship between sodium and osmolarity as linear.

The fitting of experimental data for estimation of parameters $C_{tot}$ and $\tau_{Hgb}$ (and subsequently estimation of [Na]$_{pl}$) were first estimated by performing a fitting process on the whole dataset (best case). The process was then repeated using a leave-one-out procedure to get a more realistic error quantification.

For the whole dataset, the fitting process returned parametric values of $C_{tot}$=7.02e$^3$±0.11e$^5$ mol·m$^{-3}$·S$^{-1}$ and $\tau_{Hgb}$=36.4±1.8 g/dL. A visual representation of the best fit is shown in Fig. 9.

The estimation of [Na]$_{pl}$ using parameters $C_{tot}$ and $\tau_{Hgb}$ computed from the whole dataset returned an RMSE of 3.0 mol/m$^3$. The correlation factor between [Na]$_{pl,Est}$ and [Na]$_{pl,Ref}$ was $R^2$=0.90. Estimation using a leave-one-out procedure returned an RMSE of 3.3 mol/m$^3$ ($R^2$=0.88). In Fig. 10, the relationship between estimated and experimental [Na]$_{pl}$ values is shown.

IV. DISCUSSION

A. Results

The authors’ work established that estimation of BMF conductivity is possible using a C$^4$D cell and a professional impedance analyzer, and also quantified the estimation RMSE as 0.06 mS/cm with respect to reference data. In the present work, BMF conductivity was again estimated, using the same cell, but the impedance analyzer was replaced with a compact, low-cost device. The estimation returned an RMSE of 0.24 mS/cm, a 4-fold increment. However, the proposed device could be as much as 100 times cheaper than the commercial instrument. This advantage, particularly when considered together with the fact that 0.24 mS/cm is still a clinically acceptable accuracy level for conductivity, constitutes an excellent intermediate result for our system.

A major novelty of the present work is the estimation of plasma sodium. The validation of the device plus the estimation model on whole blood returned an RMSE of 3.0 mol/m$^3$. This amount of scatter is in line with the accuracy of blood gas analyzers [42], indicating that this new system is almost as accurate as the reference instrument and that the estimation model is theoretically correct. Moreover, although the most important source of uncertainty, the presence of other ions, cannot be eliminated with the proposed method, it can be assessed to a few percentage points. Clearly, the final accuracy
is sufficient for HD systems, since cost and physical dimension also play important roles.

An additional source of uncertainty is the lab bench instrument providing the optical measurement which quantified the effect of [Hgb]; its accuracy was quantified as 0.7 g/dl. In future developments, this instrument will be replaced with less-accurate integrated optical sensors embedded in HD machines, like the Hemoscan [5].

The estimation error computed using a leave-one-out procedure on the data was only slightly larger than that computed with parameters estimated on the whole dataset, indicating that the parametric values are robust and that the system is feasible for real applications.

Thus, results indicate that the developed system is a valid solution for the non-invasive estimation of plasma sodium concentration of whole blood in HD bloodlines. A practical and potentially very useful application the system could be the implementation of a real isontric dialysis therapy, that has been recently shown to improve the blood pressure control in HD patients [43].

B. Technical aspects

Regarding the geometrical parameters of the previously developed C4D cell, modification of such parameters could allow for improved sensitivity. For example, increasing the length of the electrodes would increase coupling surface and thus lower coupling impedance; increasing distance of the electrodes would increase the weight of the liquid’s resistance on the total measured impedance, thus increasing sensitivity. Thus, larger and more distant electrodes could help increase sensitivity; however, such modifications would make the cell too large for real-life applications. The current cell was designed with a choice of geometry which allows satisfying measurements while keeping the volume compatible with practical use on an HD machine. Another factor of influence is the bloodline: thickness and material will influence the magnitude and phase of the CPE coupling effect similarly to how thickness and dielectric constant affect the capacitance in a cylindrical capacitor. However due to de-facto standards, most bloodlines will have similar thickness and composition; electrical properties of bloodlines from different brands are analyzed in [32].

The system was built using a relatively simple hardware architecture: a commercial data acquisition board, a microcontroller, and a small custom PCB. However, volume and cost could be reduced even further. A single dedicated PCB, approximately 20x10cm, would be quite economical and could contain all the necessary components. The board could also work in real time, and the number of frequencies and sine periods recorded for the estimate could be reduced for faster sampling.

In order to estimate [Hgb], the system requires information from an optical sensor. Although this technically means relying on an external source of data, optical [Hgb] sensors are commonly embedded in HD machines and thus they will be part of the final application for our method.

In Section II.D, the electrical behavior of blood is modeled as purely resistive, meaning that all current is assumed to flow in the plasma. This assumption is valid up to the occurrence of β dispersion, reported to be in the range of 1–100 MHz [38]. Due to the constraints mentioned above, the operational frequency range chosen for this work (1–1.5MHz) falls right at the onset of this phenomenon. However, our frequency span is only bordering on the β dispersion region, and the current flowing inside RBCs can still be assumed to be negligible. The satisfactory results obtained in fitting experimental data and estimating sodium concentration demonstrate the validity of this assumption, and, consequently, of the impedance model.

C. Limitations and Future Developments

In order to test the developed system in a tightly controlled experimental setup, measurements were performed on segments of bloodline with both ends isolated by mechanical clamps, without fluid flow. Further, [Hgb] data were obtained from an optical sensor other than the one embedded in an HD machine, although it is very similar in architecture. The blood gas analyzer used for reference sodium concentration measurements was not particularly accurate, but it was appropriate in this preliminary phase for its fast response time.

Although the proposed technique shows promising results for determining plasma sodium concentration into a bloodline, further work is required to provide evidence that this system is validated for application during HD, when blood flows through the bloodline.

In the future, the system will be tested on an experimental setup which includes a state-of-the-art HD machine and a complete hydraulic circuit with flowing blood. The optical [Hgb] measurements will be performed by the HD machine, and the resulting data will be plugged into the estimation algorithm. More accurate reference blood sodium concentration measurements will also be performed by means of chemical lab analyses.

V. CONCLUSION

The use of electrical impedance spectroscopy with a sensing cell based on non-invasive signal coupling is a promising method for the estimation of plasma sodium concentration during HD. Additional data (e.g. from an optical sensor) is required to correct for the effect of the erythrocytes on the total conductivity of blood. Significantly, the proof-of-concept hardware presented in this work can be easily converted to a cheap and compact printed circuit board ready for integration into an HD machine. The method described here, though requiring validation in clinical conditions, has the potential for very fast, almost continuous, sodium estimation, which would be a novel and important improvement on current HD machines. The ability to monitor plasma sodium concentration in real time throughout the HD session would allow for better biofeedback algorithms, and, as a consequence, will also improve patient health.
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