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Abstract. In this paper, we investigate single and double layer potentials mapping boundary data to interior functions of a domain at high frequency $\lambda^2 \to \infty$. For single layer potentials, we find that the $L^2(\partial\Omega) \to L^2(\Omega)$ norms decay in $\lambda$. The rate of decay depends on the curvature of $\partial\Omega$: The norm is $\lambda^{-3/4}$ in general domains and $\lambda^{-5/6}$ if the boundary $\partial\Omega$ is curved. The double layer potential, however, displays uniform $L^2(\partial\Omega) \to L^2(\Omega)$ bounds independent of curvature. By various examples, we show that all our estimates on layer potentials are sharp.

The appendix by Galkowski gives bounds $L^2(\partial\Omega) \to L^2(\partial\Omega)$ for the single and double layer operators at high frequency that are sharp modulo $\log \lambda$. In this case, both the single and double layer operator bounds depend upon the curvature of the boundary.

1. Introduction

Denote $\Delta = \sum_{i=1}^{n} \partial_i^2$ as the Laplacian operator in $\mathbb{R}^n$. Given a piecewise smooth and bounded domain $\Omega \subset \mathbb{R}^n$, Green’s formula yields that the solution to the Helmholtz equation in $\Omega$

$$-\Delta u = \lambda^2 u$$

has the form

$$u(x) = \int_{\partial\Omega} K_\lambda(x-y) \partial_\nu_y u(y) d\sigma_y - \int_{\partial\Omega} \partial_\nu_y K_\lambda(x-y) u(y) d\sigma_y,$$

where $\partial_\nu_y$ is the outward normal derivative at $y \in \partial\Omega$, $d\sigma$ is the surface measure on $\partial\Omega$, and $K_\lambda$ is a fundamental solution to $(-\Delta - \lambda^2)$, that is

$$(-\Delta - \lambda^2) K_\lambda(x) = \delta(x).$$

In fact, we can write $K_\lambda$ explicitly as

$$K_\lambda^+(x) = \frac{i}{4} \left( \frac{\lambda}{2\pi|x|} \right)^{\frac{n-2}{2}} H^{(1)}_{n-2}(\lambda|x|),$$

where $H^{(1)}_{n-2}$ is the Hankel function of the first kind and order $\frac{n-2}{2}$. It is the kernel of the outgoing resolvent $R^+_\lambda = [-\Delta - (\lambda + i0)^2]^{-1}$.

Let us therefore define the semiclassical single layer potential $S^+_\lambda$ as

$$S^+_\lambda(f) = R^+_\lambda(f d\sigma) = K^+_\lambda * (f d\sigma),$$

and the semiclassical double layer potential $D^+_\lambda$ as

$$D^+_\lambda(f) = \partial_\nu K^+_\lambda * (f d\sigma).$$

Now (1.1) can be written

$$u = S^+_\lambda(\partial_\nu u) - D^+_\lambda(u|_{\partial\Omega}),$$

allowing us to construct interior eigenfunction from boundary data. In particular,

$$\begin{cases} u = S^+_\lambda(\partial_\nu u), & \text{for Dirichlet eigenfunction } u|_{\partial\Omega} = 0, \\ u = -D^+_\lambda(u|_{\partial\Omega}), & \text{for Neumann eigenfunction } \partial_\nu u = 0. \end{cases}$$
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Main results. In this paper we obtain sharp $L^2(\partial \Omega) \to L^2(\Omega)$ bounds on $S^+_\lambda$ and $D^+_\lambda$.

Theorem 1.1 (Boundedness and sharpness of semiclassical single layer potentials).

(i). In a general domain $\Omega$

$$\|S^+_\lambda(u)\|_{L^2(\Omega)} \leq c\lambda^{-\frac{5}{6}}\|u\|_{L^2(\partial \Omega)},$$

where $c$ depends only on $\Omega$. Furthermore, the exponent $-3/4$ is sharp if the boundary $\partial \Omega$ contains a flat piece.

(ii). If $\partial \Omega$ is curved, that is, the second fundamental form of $\partial \Omega$ is (positive or negative) definite, then

$$\|S^+_\lambda(u)\|_{L^2(\Omega)} \leq c\lambda^{-\frac{5}{6}}\|u\|_{L^2(\partial \Omega)},$$

where $c$ depends only on $\Omega$. Furthermore, the exponent $-5/6$ is sharp if $\Omega$ is an annulus.

In contrast to the case of single layer potentials, we obtain a uniform bound for double layer potentials in all domains. The sharp examples for the single layer potential all rely on concentration in the tangential direction (see Section 4). However the symbol of $D^+_\lambda$ is zero in such tangential directions.

Theorem 1.2 (Boundedness and sharpness of semiclassical double layer potentials).

$$\|D^+_\lambda(u)\|_{L^2(\Omega)} \leq c\|u\|_{L^2(\partial \Omega)},$$

where $c$ depends only on $\Omega$. Furthermore, the estimate is sharp if $\Omega$ is a disc.

The representation of eigenfunctions in (1.3) has applications in a variety of both theoretical and numerical studies. Hassell and Zelditch [18] use it to prove the quantum ergodicity of boundary values of eigenfunctions. In particular, they express boundary traces of Dirichlet, Neumann, and Robin eigenfunctions as eigenfunctions of integral operators produced by semiclassical layer potentials. In a similar vein Toth and Zelditch [32, 33] recently applied these potentials to prove quantum ergodic restriction (QER) theorems on interior hypersurfaces.

If the boundary $\partial \Omega$ is analytic, then there exist analytic continuations of $S^+_\lambda$ and $D^+_\lambda$ in the Grauert tube (a complex neighborhood of the real domain). Such complexification enables the study of zeros of eigenfunctions in the complex region (instead of in the real region), where it has a simpler characterization. For a detailed discussion on the nodal intersection estimates, see Toth and Zelditch [31], El-Hajj and Toth [9].

In star shaped domains Barnett and Hassell [2] develop a numerical technique for constructing Dirichlet eigenfunctions by solving a related eigenfunction problem on the boundary. They then use (1.3) to express boundary traces of Dirichlet, Neumann, and Robin eigenfunctions. In particular, they express boundary traces of Dirichlet, Neumann, and Robin eigenfunctions. In particular, they ask if

$$\|S^+_\lambda\|_{L^2(\partial \Omega) \to L^2(\Omega)} \lesssim \lambda^{-1/2}.$$

Such a bound would imply that boundary error controls interior error with no loss, which would be optimal for their numerical technique. In fact, some results were achieved previously. Feng and Sheen [11] showed that the norm is uniformly bounded independent of $\lambda$. Spence [26] improved this to $\lambda^{-1/2}$.

Theorem 1.4 answers Barnett and Hassell’s question in the negative for general (and even curved) domains. However, the estimate (1.4) might hold for strictly convex domains; see Conjecture 4.3.

Weaker estimates than those of Theorem 1.2 were obtained by Feng and Sheen [11] and Spence [26]. Precisely, Feng and Sheen [11] proved $\|D^+_\lambda\|_{L^2(\partial \Omega) \to L^2(\Omega)} \lesssim \lambda$; while Spence [26] improved to $\|D^+_\lambda\|_{L^2(\partial \Omega) \to L^2(\Omega)} \lesssim \lambda^{1/2}$. See also the survey article [6] for related results and their applications in numerical computations.

One may compare the high frequency ($\lambda \to \infty$) results of Theorems 1.1 and 1.2 with the case $\lambda = 0$. There (1.1) reduces to the construction of a harmonic function $u$ in $\Omega$ by its boundary data. $K^+_0 = K^-_0 = N$ is the fundamental solution of the Laplacian: $-\Delta N(x) = \delta(x)$. The two convolution-type operators $S(f)$ and $D(f)$ mapping $L^2(\partial \Omega)$ to $L^2(\Omega)$ with kernels $N$ and $\partial_v N$ are the classical single and double layer potentials at zero frequency. The mapping properties of these layer potentials from boundary data to interior functions and related boundary value problems have been studied extensively over the past century. See [10, 23, 35] and [7, 12] for a detailed discussion of this classical problem.

In the case of classical single and double layer potentials, it is the regularity of the boundary that determines mapping properties, with the case of smooth boundaries being rather trivial. By contrast, in the high frequency limit $\lambda \to \infty$, the interest is not the boundedness of $S^+_\lambda$ and $D^+_\lambda$ for a particular $\lambda$, but...
rather the rate of decay of the mapping norms as \( \lambda \to \infty \). In this limit, the problem is interesting even for smooth boundaries, as Theorem 1.1 shows, the rate of decay depends on the geometric properties of the boundaries.

The single and double layer operators \( S^+_{\lambda} \) and \( D^+_{\lambda} \) are restrictions of layer potentials \( S^+ \) and \( D^+ \) to the boundary, that is, \( D^+_{\lambda} : f \to D^+_{\lambda}(f)\vert_{\partial \Omega} \) and \( S^+_{\lambda} : f \to S^+_{\lambda}(f)\vert_{\partial \Omega} \). Galkowski’s appendix to this paper provides estimates for both \( D^+_{\lambda} \) and \( S^+_{\lambda} \). These operators have been studied by other mathematicians and some results were known prior to the above estimates. Please refer to the appendix for a brief discussion.

**Theorem A.1** (Boundedness and sharpness of semiclassical layer operators).

\[
\|S^+_{\lambda}\|_{L^2(\partial \Omega) \to L^2(\partial \Omega)} \leq \begin{cases} C\lambda^{-1/2} \log \lambda & \text{in general domains;} \\ C\lambda^{-2/3} \log \lambda & \text{if } \partial \Omega \text{ is curved,} \end{cases}
\]

and

\[
\|D^+_{\lambda}\|_{L^2(\partial \Omega) \to L^2(\partial \Omega)} \leq \begin{cases} C\lambda^{1/4} \log \lambda & \text{in general domains;} \\ C\lambda^{1/6} \log \lambda & \text{if } \partial \Omega \text{ is curved.} \end{cases}
\]

Moreover, these estimates are sharp modulo the log \( \lambda \).

**Connection with boundary estimates of eigenfunctions.** Because of (1.3), there is a close relation between semiclassical layer potentials and boundary estimates of eigenfunctions.

- Dirichlet eigenfunction: \( u \) satisfies \( u = S^+_{\lambda}(\partial, u) \). Bardos, Lebeau, and Rauch [11] and Hassell and Tao [16, 17] proved that
  \[
  \|u\|_{L^2(\Omega)} \approx \lambda^{-1/2} \|\partial, u\|_{L^2(\partial \Omega)},
  \]
  as \( u = S^+_{\lambda}(\partial, u) \) this implies that
  \[
  \|S^+_{\lambda}\|_{L^2(\partial \Omega) \to L^2(\partial \Omega)} \geq c\lambda^{-1}.
  \]
  Therefore the sharp examples for Theorem 1.1 that we produce in Section 4 are far from being normal derivatives of a Dirichlet eigenfunctions.

- Neumann eigenfunction: \( u \) satisfies \( u = D^+_{\lambda}(u)\vert_{\partial \Omega} \). Hence, as a corollary of Theorem 1.2 we have

**Corollary 1.3** (Boundary estimate of Neumann eigenfunctions). Let \( u \) be a Neumann eigenfunction of \( \Delta \) in \( \Omega \) with eigenvalue \( \lambda^2 \). Then

\[
\|u\|_{L^2(\Omega)} \leq c\|u\|_{L^2(\partial \Omega)},
\]

where \( C \) is independent of \( \lambda \).

Tataru [29] proved that

\[
\|u\|_{L^2(\partial \Omega)} \lesssim \lambda^{1/2} \|u\|_{L^2(\Omega)}.
\]

Putting the above results together gives both lower and upper bounds of the boundary estimates of Neumann eigenfunctions:

\[
\|u\|_{L^2(\Omega)} \lesssim \|u\|_{L^2(\partial \Omega)} \lesssim \lambda^{1/2} \|u\|_{L^2(\Omega)}.
\]

Furthermore, this suggests that the sharp examples for Tataru’s estimate are far from saturating the double layer potential estimates. We will discuss the sharpness of above inequalities in Section 4 and construct examples for which saturation is achieved.

**Connection with interior hypersurface restriction estimates of eigenfunctions.** One can similarly define the incoming resolvent

\[
R^+_{\lambda} = \left[ -\Delta - (\lambda - i0)^2 \right]^{-1}
\]

and \( K_{\lambda} \) as its kernel. Then the above theorem is also valid with the same norm for \( S^-_{\lambda} \). We will drop the \( \pm \) sign in the \( L^2 \) estimates without causing any confusion. If we write \( dE_{\lambda} \) as the spectral measure operator \( \delta(-\Delta - \lambda^2) \), then Stone’s formula (See e.g. [20, Chapter XIV].)

\[
dE_{\lambda} = \frac{R^+_{\lambda} - R^-_{\lambda}}{2\pi i}
\]

immediately implies the same norm bounds from \( L^2(\partial \Omega) \) to \( L^2(\Omega) \). Moreover, the sharp examples of these bounds on spectral measure operators automatically provides the sharpness for single layer potentials.

**Proposition 1.4** (Boundedness and sharpness of spectral measure operators).
(i). In a general domain $\Omega$, 
\[ \|dE_\lambda(ud\sigma)\|_{L^2(\Omega)} \leq c\lambda^{-\frac{3}{4}}\|u\|_{L^2(\partial\Omega)}, \]
and the norm is sharp if the boundary $\partial\Omega$ contains a flat piece.

(ii). If $\partial\Omega$ is curved, then 
\[ \|dE_\lambda(ud\sigma)\|_{L^2(\Omega)} \leq c\lambda^{-\frac{5}{8}}\|u\|_{L^2(\partial\Omega)}. \]
and the norms are sharp if $\Omega$ is an annulus.

Notice that the kernel of $dE_\lambda$
\[ \tilde{K}_\lambda = \frac{K_\lambda^+ - K_\lambda^-}{2\pi i} \]
satisfies $(-\Delta - \lambda^2)\tilde{K}_\lambda = 0$. To estimate the norm of
\[ dE_\lambda(\cdot \,d\sigma) : L^2(\partial\Omega) \to L^2(\Omega), \]
we consider the adjoint operator $(dE_\lambda)^*$ with the same norm. In particular, the estimates of $dE_\lambda$ in Proposition 1.4 is equivalent to
\[ \|(dE_\lambda)^*(u)\|_{L^2(\Omega)} \leq \begin{cases} c\lambda^{-\frac{3}{4}}\|u\|_{L^2(\Omega)} & \text{in general domains;} \\ c\lambda^{-\frac{5}{8}}\|u\|_{L^2(\Omega)} & \text{if $\partial\Omega$ is curved.} \end{cases} \]

We provide a proof of (1.7) here. It also motivates the strategy of the main proof of Theorem 1.1. Write $v = (dE_\lambda)^*(u)$, then $v$ is an eigenfunction in $\mathbb{R}^n$. In particular, if we choose a compact set $\Omega_1$ such that $\Omega \Subset \Omega_1 \Subset \mathbb{R}^n$, $v$ is an eigenfunction in $\Omega_1$, and $\partial\Omega$ can be regarded as an interior hypersurface in $\Omega_1$. It is a classical result in scattering theory that $(dE_\lambda)^*: L^2(\Omega) \to L^2(\Omega_1)$ is bounded. In fact, from the semiclassical Fourier integral operator theory, (See e.g. [25],) we have
\[ \|v\|_{L^2(\Omega_1)} \leq c\lambda^{-1}\|u\|_{L^2(\Omega)}. \]

Since $\partial\Omega \subset \Omega$, we can use the interior hypersurface restriction estimate for $v$ from [4, 22]:
\[ \|v\|_{L^2(\partial\Omega)} \leq c\lambda^{\frac{3}{4}}\|v\|_{L^2(\Omega)} \leq \lambda^{-\frac{3}{4}}\|u\|_{L^2(\Omega)} \]
on general $\partial\Omega$, and
\[ \|v\|_{L^2(\partial\Omega)} \leq c\lambda^{\frac{5}{8}}\|v\|_{L^2(\Omega)} \leq \lambda^{-\frac{5}{8}}\|u\|_{L^2(\Omega)} \]
if $\partial\Omega$ is curved.

**Connection with interior hypersurface estimates of quasimodes and strategy of the proofs.** Consider the adjoint operator
\[ (S^+_\lambda)^*: L^2(\Omega) \to L^2(\partial\Omega). \]
Unlike $(dE_\lambda)^* u$, $(S^+_\lambda)^* u$ is not an eigenfunction on the whole space $\mathbb{R}^n$. The failure of $(S^+_\lambda)^* u$ to be an eigenfunction arises from a singularity in its kernel at the diagonal. Our strategy is therefore to divide the kernel into near-diagonal and off-diagonal parts. The near-diagonal part admits better bound than required, and the off-diagonal part while not an exact eigenfunction is a good approximate eigenfunction (or quasimode) which can be treated within the semiclassical framework.

To use the the semiclassical framework we set $h = \lambda^{-1}$, then Laplacian eigenfunctions satisfy $p(x, hD)u = 0$ for
\[ p(x, hD) = (-h^2\Delta - 1). \]
For any function $v$ we may measure the quasimode error
\[ E[v] = (-h^2\Delta - 1)v \]
See [36] Section 7.4.1 for more details on quasimodes. Restrictions of quasimodes to hypersurfaces are studied in [27] and [15]. Therefore we are able to reduce the problem of operator norm estimates to that of estimating the quasimode error of the off-diagonal contribution.

A similar strategy applies to double layer potential $(D^+_\lambda)^*$, as the off-diagonal part on the boundary resembles the normal derivative of an $O_{L^2}(h)$ quasimode, and therefore we can use the result on Neumann data restriction estimates in [28].
**Semiclassical interpretation.** Here we provide a semiclassical description of the problem and our approach. While this description is not strictly necessary to prove Theorems 1.1 and 1.2, it allows us to develop a useful heuristic that gives us insight into the role of geometry in these estimates. In the semiclassical setting (with $h = \lambda^{-1}$) Laplacian eigenfunctions are solutions to

$$p(x, hD)u = (-h^2\Delta - 1)u = 0,$$

where $p(x, hD)$ has symbol $p(x, \xi) = |\xi|^2 - 1$. Similarly (1.2) can be written as

$$p(x, hD)K_{h^{-1}}(x) = h^2\delta(x).$$

Hörmander’s theory on propagation of singularities asserts that

$$WF_F(K) \setminus WF_F(g) \subset \{ (x, \xi) \in T^*\mathbb{R}^n : p(x, \xi) = 0 \} = \{ (x, \xi) \in T^*\mathbb{R}^n : |\xi| = 1 \} = S^*\mathbb{R}^n,$$

which means that $WF_F(K) \setminus WF_F(g)$ is in the bicharacteristic variety of $p$, and furthermore it is invariant under the Hamiltonian flow $\Phi^t$ of $p$. Here, $WF_F$ is the semiclassical wavefront set, $T^*\mathbb{R}^n$ and $S^*\mathbb{R}^n$ are the cotangent and cosphere bundles of $\mathbb{R}^n$, and $\Phi^t$ of $p$ is the geodesic flow in $\mathbb{R}^n$. See [21, 30] for a complete discussion of the theory.

This framework provides an heuristic to understand the improvement in Theorem 1.1 for curved domains.

The dominating singularities of $S^\pm_\lambda$ and $D^\pm_\lambda$ propagate through the bicharacteristic flowout, i.e., the geodesic flow. Since $\dot{f}$ is supported on $\partial\Omega$, the dominating singularities propagate along the lines tangent to the boundary. Therefore it is natural to expect worse estimates in the flat case where tangent lines coincide with the boundary.

Next we consider the semiclassical description of the outgoing and incoming resolvents $R^\pm_\lambda$ and the spectral measure $dE_\lambda$. From the intersecting Lagrangian distribution theory introduced in [24] (for the semiclassical version see [13] Appendix A), $R^\pm_\lambda$ is an intersecting Lagrangian distribution associated to two Lagrangian submanifolds [13, Theorem 3]:

- The conormal bundle to the diagonal,

$$L_1 = \{ (x, \xi, y, \eta) \in T^*\mathbb{R}^n \times T^*\mathbb{R}^n : x = y, \xi = \eta \},$$

which is the lift of $WF_F(g)$ in (1.9) from in $T^*\mathbb{R}^n$ to in $T^*\mathbb{R}^n \times T^*\mathbb{R}^n$;

- The bicharacteristic flowout $\Phi^t$ in the positive direction from the intersection of $L_1$ and the bicharacteristic variety $S^*\mathbb{R}^n \times S^*\mathbb{R}^n$,

$$L_2 = \{ (x, \xi, y, \eta) \in T^*\mathbb{R}^n \times T^*\mathbb{R}^n : \xi = \eta, |\eta| = 1, x = y + t\eta, t \geq 0 \};$$

$R^-_\lambda$ is the same except it would be the bicharacteristic flowout in the negative direction. When we subtract them in (1.6), the diagonal part cancels and $dE_\lambda$ is associated to the flowout $L_0$ in both directions, from the intersection of $L_1$ and the characteristic variety:

$$L_0 = \{ (x, \xi, y, \eta) \in T^*\mathbb{R}^n \times T^*\mathbb{R}^n : \xi = \eta, |\eta| = 1, x = y + t\eta, t \in \mathbb{R} \}.$$

The above characterization can also been seen in the proof of Theorem 1.1 in Section 2, as we cut the kernel into near-diagonal and off-diagonal parts, which correspond to the two Lagrangian submanifolds.

**Organisation of the paper.** In Section 2 we prove Theorem 1.1 and in Section 3 we prove Theorem 1.2. In Section 4 we show that all of these estimates are essentially sharp, and then give some further remarks concerning the relation between these bounds and the convexity of the domain. In the appendix, we prove the mapping norms of semiclassical layer operators and show that the estimates are nearly sharp.

Throughout this paper, $A \lesssim B$ ($A \gtrsim B$) means $A \leq cB$ ($A \geq cB$) for some constant $c$ depending only on the domain, in particular, independent of $\lambda$; $A \approx B$ means $A \lesssim B$ and $B \lesssim A$; the constants $c$ and $C$ may vary from line to line.
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2. Boundedness of semiclassical single layer potentials

We aim to use previously know bounds for restriction of quasimode to hypersurfaces, both in the general and curved cases. We want mapping norm bounds for \( S^+_\lambda : L^2(\partial \Omega) \to L^2(\Omega) \). However to use prior results on restriction of quasimodes we actually study the adjoint operator \((S^-_\lambda)^* : L^2(\Omega) \to L^2(\partial \Omega)\). Now
\[
(S^-_\lambda)^* u(x) = \int_{\Omega} K^\lambda_{\lambda}(x-y) u(y) dy,
\]
where
\[
(-\Delta - \lambda^2)K^\lambda_{\lambda} = \delta(x).
\]
Therefore if \( R_{\partial \Omega} \) is the restriction operator to the boundary of \( \Omega \) we must prove \( L^2(\Omega) \to L^2(\partial \Omega) \) estimates for \( R_{\partial \Omega} S^+_\lambda \). We will do this by constructing an auxiliary quasimode \( v \) defined on \( \mathbb{R}^n \), for which we know the restriction bounds, then the problem reduces to finding the \( L^2 \) norm and the quasimode error of \( v \).

To begin we excise the diagonal of \((S^-_\lambda)^*\) that is let \( \zeta : \mathbb{R}^n \to \mathbb{R}^+ \) be a smooth cut off function equal to one in \(|x-y| \leq 1\) and supported in \(|x-y| \leq 2\). Then we decompose \((S^-_\lambda)^*\) as
\[
(S^-_\lambda)^* = S^0 + \tilde{S},
\]
where
\[
S^0 u(x) = \int_{\Omega} K^\lambda_{\lambda}(x-y) \zeta \left( M^{-1} \lambda(x-y) \right) u(y) dy,
\]
\[
\tilde{S} u(x) = \int_{\Omega} K^\lambda_{\lambda}(x-y) \left( 1 - \zeta \left( M^{-1} \lambda(x-y) \right) \right) u(y) dy.
\]

We first show that \( S^0 \) has a better \( L^2(\Omega) \to L^2(\partial \Omega) \) mapping norm than predicted by Theorem \ref{thm:main} and therefore we may focus on the mapping norm of \( \tilde{S} \).

**Proposition 2.1.** Let \( S^0 \) be as defined in \((2.3)\), then
\[
\| S^0 u \|_{L^2(\partial \Omega)} \lesssim \lambda^{-\frac{3}{2}} \| u \|_{L^2(\Omega)}.
\]

**Proof.** We use the explicit respresentation of \( K^\lambda_{\lambda} \) as a Hankel function. If \( n \geq 3 \), we have that the kernel of \( S^0, K^0(x,y) \) has the bounds
\[
|K^0(x,y)| \leq |x-y|^{-(n-2)},
\]
and is supported in \(|x-y| \leq M\lambda^{-1}\). Fixing \( x \) we have
\[
\| K^0(x, \cdot) \|_{L^1} \lesssim \int_0^{M\lambda^{-1}} r^{-(n-2)} r^{n-1} dr \lesssim C_M \lambda^{-2}.
\]
Conversely fixing \( y \) we have
\[
\| K^0(\cdot, y) \|_{L^1} \lesssim \int_0^{M\lambda^{-1}} r^{-(n-2)} r^{n-2} dr \lesssim C_M \lambda^{-1}.
\]
Therefore by Young’s inequality
\[
\| S^0 u \|_{L^2(\partial \Omega)} \lesssim C_M \lambda^{-3/2} \| u \|_{L^2(\Omega)}
\]
which is better than \((2.5)\).

In \( \mathbb{R}^2 \), if \(|x-y| \leq M\lambda^{-1}\)
\[
|K^0(x,y)| \leq \log (\lambda|x-y|) \leq C_\varepsilon (\lambda|x-y|)^{-\varepsilon}
\]
for any \( \varepsilon > 0 \). The same application of Young’s inequality implies
\[
\| S^0 u \|_{L^2(\partial \Omega)} \lesssim C_{M,\varepsilon} \lambda^{-3/2} \| u \|_{L^2(\Omega)}.
\]
\( \square \)
We now focus on the operator $\tilde{S}$. Let

$$v = \tilde{S}u.$$ 

We will treat $v$ as a quasimode of $(-h^2\Delta - 1)$. Accordingly let

$$E[v] = (-h^2\Delta - 1)v.$$ 

From [27] and [15], we know that

$$\|v\|_{L^2(\partial \Omega)} \lesssim h^{-\frac{1}{2}} \left[ \|v\|_{L^2(\mathbb{R}^n)} + h^{-1} \|E[v]\|_{L^2(\mathbb{R}^n)} \right]$$

in the general case and

$$\|v\|_{L^2(\partial \Omega)} \lesssim h^{-\frac{1}{2}} \left[ \|v\|_{L^2(\mathbb{R}^n)} + h^{-1} \|E[v]\|_{L^2(\mathbb{R}^n)} \right]$$

in the case where $\partial \Omega$ is curved. We can also obtain these bounds from [29] by considering the function $e^{\pi i v}$ which is an approximate solution to the wave equation. It is known that $(S^+)^*$ has mapping norm $\lambda^{-1}$ from $L^2(\Omega) \to L^2(\mathbb{R}^n)$, see for example [31]. By the arguments of Proposition 2.1, $S^0$ has mapping norm $\lambda^{-2}$ from $L^2(\Omega) \to L^2(\mathbb{R}^n)$ therefore as

$$\tilde{S} = (S^+)^* - S^0,$$

$$\|v\|_{L^2(\mathbb{R}^n)} = \|\tilde{S}u\|_{L^2(\mathbb{R}^n)} \lesssim \lambda^{-1}\|u\|_{L^2(\Omega)} = h\|u\|_{L^2(\Omega)}.$$ 

So to obtain Theorem 1.1 it is enough to show that

$$\|E[v]\|_{L^2(\mathbb{R}^n)} \lesssim h\|u\|_{L^2(\Omega)}.$$ 

Rescaling this to work in terms of $\lambda$ we require that

$$\|(-\Delta - \lambda^2)v\|_{L^2(\mathbb{R}^n)} \lesssim \|u\|_{L^2(\Omega)}.$$ 

Now

$$v(x) = \int_\Omega K^*_\lambda(x - y) \left( 1 - \zeta(M^{-1}\lambda(x - y)) \right) u(y) dy,$$

where

$$(-\Delta - \lambda^2)K^*_\lambda = \delta.$$ 

So applying the operator $(-\Delta - \lambda^2)$ we have

$$(-\Delta - \lambda^2)v = \int_\Omega (1 - \zeta(M^{-1}\lambda(x - y))) \left[ (-\Delta_x - \lambda^2)K^*_\lambda(x - y) \right] u(y) dy + \tilde{E}u,$$

and

$$\tilde{E}u = \int_\Omega |K^*_\lambda(x - y)| \Delta_x \left( 1 - \zeta(M^{-1}\lambda(x - y)) \right)$$

$$- 2\nabla_x \left( 1 - \zeta(M^{-1}\lambda(x - y)) \right) \cdot \nabla_x K^*_\lambda(x - y) u(y) dy.$$ 

The first term in (2.8) is zero as the support of $(1 - \zeta(M^{-1}\lambda(x - y)))$ is bounded away from the diagonal $x = y$. The second term is the error term and has kernel supported in $M\lambda^{-1} \leq |x - y| \leq 2M\lambda^{-1}$. It therefore suffices to show that

$$\|\tilde{E}u\|_{L^2(\mathbb{R}^n)} \lesssim \|u\|_{L^2(\Omega)}.$$ 

Proposition 2.2. If $\tilde{E}$ is given by (2.9), then

$$\|\tilde{E}u\|_{L^2(\mathbb{R}^n)} \lesssim \|u\|_{L^2(\Omega)}.$$ 

Proof. This is similar to the proof of Proposition 2.1. By choosing $M$ large enough we may assume that the argument of the Hankel function $|x - y|$ is large and therefore

$$|H^{(2)}_\beta(\lambda|x - y|)| \leq \lambda^{-\frac{1}{2}} |x - y|^{-\frac{1}{2}}$$

for any $\beta$. Therefore on the support of the kernel of $E$ we have

$$|K_\lambda(x - y)| \lesssim \lambda^{n-2},$$

$$|\nabla_x K_\lambda(x - y)| \lesssim \lambda^{n-1},$$

$$|\Delta_x \left( 1 - \zeta(M^{-1}\lambda(x - y)) \right)| \lesssim \lambda,$$

$$|\Delta_x \left( 1 - \zeta(M^{-1}\lambda(x - y)) \right)| \lesssim \lambda^2.$$ 

Therefore we may write

$$\tilde{E}u = \int K(x - y)u(y) dy,$$
where \( |K(x - y)| \lesssim \lambda^n \) and is supported on \( M\lambda^{-1} \leq |x - y| \leq 2M\lambda^{-1} \). Now
\[
\|K(\cdot)\|_{L^1} \lesssim \lambda^n \int_0^{2M\lambda^{-1}} r^{n-1} dr \lesssim 1.
\]
Therefore by Young’s inequality
\[
\|\tilde{E}u\|_{L^2(\mathbb{R}^n)} \lesssim \|u\|_{L^2(\Omega)}
\]
and therefore as claimed.

\[\Box\]

3. BOUNDEDNESS OF SEMICALSCLASSICAL DOUBLE LAYER POTENTIALS

We now address the mapping norms of the double layer potential
\[
(3.1) \quad D_+^x u = \int_{\partial \Omega} \partial_{\nu_y} K_+(x - y)u(y) d\sigma_y.
\]
We proceed in a similar fashion as the proof for the single layer potential working instead with the adjoint operator \((D_+^x)^*\). Let \( \zeta : \mathbb{R}^n \to \mathbb{R} \) be a smooth cut off function equal to one in \( |x| \leq 1 \) and supported in \( |x| \leq 2 \). Then we decompose \( D_+^x \) as
\[
(3.2) \quad (D_+^x)^* = D_0 + \tilde{D}
\]
where
\[
D_0 u = \int_{\Omega} \partial_{\nu_y} K_+(x - y) \zeta \left( M^{-1}(x - y) \right) u(y) dy
\]
and
\[
(3.4) \quad \tilde{D} u = \int_{\Omega} \partial_{\nu_y} K_+(x - y) \left[ 1 - \zeta \left( M^{-1}(x - y) \right) \right] u(y) dy.
\]
Similar to the single layer potential case we will treat \( D_0 \) by Young’s inequality and \( \tilde{D} \) by quasimode methods.

**Proposition 3.1.** Let \( D_0 \) be as defined in (3.3) then
\[
\|D_0 u\|_{L^2(\partial \Omega)} \lesssim \lambda^{-1/2} \|u\|_{L^2(\Omega)}
\]

**Proof.** We have that
\[
\partial_{\nu_y} K_+(x - y) = \frac{i}{4} \left( \frac{x - y}{|x - y|} \cdot \nu_x \right) \left[ - M^{-1}(x - y) - \frac{n-2}{2|x - y|} M^{-2}(\lambda|x - y|) \right] - \frac{n-2}{2|x - y|} \left( \frac{\lambda}{2\pi|x - y|} \right)^{\frac{n-2}{2}} H^{(2)}_{\frac{n-2}{2}} (\lambda|x - y|) - \lambda^{-1} \left( \frac{\lambda}{2\pi|x - y|} \right)^{\frac{n}{2}} H^{(2)}_{\frac{n}{2}} (\lambda|x - y|)
\]
Therefore on the support of the kernel of \( D_0 \) we have that
\[
|\partial_{\nu_y} K_+(x - y)| \lesssim |x - y|^{-(n-1)}
\]
We cannot directly apply Young’s inequality as \( \|K(\cdot, y)\|_{L^1} \) is not bounded. However if we decompose dyadically we may use Young’s inequality on each piece and, since \( \|K(x, \cdot)\|_{L^1} \) is much better than \( O(1) \), recover something summable. Accordingly we write
\[
D_0 = \sum_{j=0}^{\infty} D_0^j
\]
where
\[
(3.5) \quad D_0^j u = \int_{\Omega_j} \partial_{\nu_y} K_+(x - y) \zeta \left( M^{-1}(x - y) \right) u(y) dy
\]
\( \Omega_j = \Omega \cap \{ y \mid 2^{-j}M\lambda^{-1} \leq |x - y| \leq 2^{-j+1}M\lambda^{-1} \} \).
Now applying Young’s inequality to each \( D_0^j \) we have
\[
\|D_0^j u\|_{L^2(\partial \Omega)} \lesssim (2^j \lambda)^{n-1} \cdot (2^{-j}M\lambda^{-1})^2 (2^{-j} \lambda^{-1})^{\frac{n-1}{2}} \|u\|_{L^2(\Omega)} \lesssim \lambda^{-1/2} 2^{-j/2} \|u\|_{L^2(\Omega)}
\]
and therefore
\[
\|D_0 u\|_{L^2(\partial \Omega)} \lesssim \lambda^{-1/2} \|u\|_{L^2(\Omega)}
\]
as claimed.
Proposition 3.2. Let $\tilde{D}$ be given by (3.4) then
\[ \|\tilde{D}u\|_{L^2(\partial\Omega)} \lesssim \|u\|_{L^2(\Omega)} \]

Proof. We note that if we define the auxiliary function $w$ by
\[ w = \tilde{D}u \]
then
\[ w = \partial_\nu v + \tilde{E}u \]
where
\[ \tilde{E}u = \frac{\lambda}{M} \int_{\Omega} K_\lambda^*(x-y)\partial_\nu \zeta \left(M^{-1}\lambda(x-y)\right)u(y)dy \]
and $v$ is the quasimode
\[ v = \tilde{S}u \]
introduced in the proof of Theorem 1.1.

From [28] and [29] we know that normal derivatives of quasimodes enjoy the hypersurface restriction bound
\[ \|\partial_\nu v\|_{L^2(\partial\Omega)} \lesssim \lambda \|v\|_{L^2(\Omega)} \]
therefore by the $L^2(\Omega) \rightarrow L^2(\mathbb{R}^n)$ mapping properties of the single layer potential
\[ \|\partial_\nu v\|_{L^2(\partial\Omega)} \lesssim \|u\|_{L^2(\Omega)} \]
So we can restrict our attention to $\tilde{E}u$. We write
\[ \tilde{E}u = \int_{\Omega} \tilde{E}(x,y)\hat{u}(y)dy \]
and note by Young’s inequality
\[ \|\tilde{E}u\|_{L^2(\partial\Omega)} \lesssim \sup_{x,y} \|\tilde{E}(x,\cdot)\|_{L^2}^{1/2} \|\tilde{E}(\cdot,y)\|_{L^2}^{1/2} \|\hat{u}\|_{L^2(\Omega)}. \]

On the support of $\tilde{E}(x,y)$ we have that
\[ |K_\lambda^*(x-y)| \lesssim \lambda^{n-2} \quad n \neq 2 \]
\[ |K_\lambda^*(x-y)| \lesssim \log \lambda \quad n = 2 \]
Therefore for $n \neq 2$ we have
\[ \sup_x \|\tilde{E}(x,\cdot)\| \lesssim \lambda^{n-1} \cdot \lambda^{-n} \lesssim \lambda^{-1} \]
and
\[ \sup_y \|\tilde{E}(\cdot,y)\| \lesssim \lambda^{n-1} \cdot \lambda^{-(n-1)} \lesssim 1. \]
For $n = 2$
\[ \sup_x \|\tilde{E}(x,\cdot)\| \lesssim \lambda \log \lambda \cdot \lambda^{-2} \lesssim \lambda^{-1} \log \lambda \]
and
\[ \sup_y \|\tilde{E}(\cdot,y)\| \lesssim \lambda \log \lambda \cdot \lambda^{-1} \lesssim \log \lambda \]
so for any $\epsilon > 0$
\[ \|\tilde{E}u\|_{L^2(\partial\Omega)} \lesssim \lambda^{\frac{1+\epsilon}{2}} \lambda^{\frac{n+\epsilon}{2}} \|u\|_{L^2(\Omega)} \]
and therefore setting $\epsilon < 1/2$
\[ \|\tilde{E}u\|_{L^2(\partial\Omega)} \lesssim \|u\|_{L^2(\Omega)} \]
as required.

4. Sharp examples and further remarks

In this section, we construct examples to show that the estimates in Theorems 1.1 and 1.2 are in fact sharp. That is, we prove that lower bounds hold in some domains for some sequences of functions. Furthermore, we make some remarks on single layer potentials and spectral measure operators in strictly convex domains.
4.1. Sharpness of Theorem 1.1. Semiclassical single layer potentials in general domains. In the view of the Stone’s formula (1.6) and Proposition 1.4, we only need to prove the sharpness of $dE_\lambda$, and then the sharpness of $S_\lambda$ follows immediately. In fact, we construct functions $\{f_\lambda\}$ on the square $[-1, 1]^{n-1}$ such that

$$
\frac{\|dE_\lambda(f_\lambda d\sigma)\|_{L^2([-1, 1]^{n-1} \times [0, 1])}}{\|f_\lambda\|_{L^2([-1, 1]^{n-1})}} \geq c\lambda^{-\frac{3}{4}}.
$$

Throughout this subsection, we denote $x = (x', x_n) \in \mathbb{R}^n$ where $x' \in \mathbb{R}^{n-1}$ and $x_n \in \mathbb{R}$. We develop our sharp example through a series of lemmas. First we observe the following fact.

**Lemma 4.1.** Write $\Omega = [-1, 1] \times \cdots \times [-1, 1] \subset \mathbb{R}^{n-1}$, for $\lambda \geq 0$ there exists an $L^2$ normalized function $f_\lambda$ such that

1. $\text{supp} f_\lambda \subset \Omega'$,
2. $\hat{f}_\lambda \geq 0$,
3. $\hat{f}_\lambda(\xi') \geq c_1$ if $|\xi' - \eta_0'| \leq 1$ for $\eta_0' = (\lambda, 0, \ldots, 0)$ and some positive constant $c_1$ depending only on the dimension.

**Proof of Lemma 4.1.** Fix a Schwartz function $\varphi$ such that $\hat{\varphi} \geq 0$ and $\hat{\varphi} = 1$ in $\Omega'$. Let $f_0 = \varphi\chi_\Omega/\|\varphi\chi_\Omega\|_{L^2(\mathbb{R}^{n-1})}$, obviously $\text{supp} f_0 \subset \Omega'$, and we verify that $f_0$ also satisfies $(2)$ and $(3)$ above. Since $\chi_\Omega$ is even, and

$$
\hat{\chi}_\Omega(\xi') = \prod_{i=1}^{n-1} \frac{2\sin(\xi_i)}{\xi_i},
$$

we obtain $f_0 = c\hat{\varphi} \ast \hat{\chi}_\Omega \geq 0$. Now we compute

$$
\hat{f}_0(\xi') = c \int_{\mathbb{R}^{n-1}} \hat{\varphi}(\eta') \hat{\chi}_\Omega(\xi' - \eta')d\eta' \geq c \int_{|\eta'| \leq 1} \hat{\chi}_\Omega(\xi' - \eta')d\eta' \geq c_1,
$$

if $|\xi' - \eta_0'| \leq 1$. Therefore if we set $f_\lambda(x') = e^{ix' \cdot \eta_0'} f_0(x')$, we have constructed of function that satisfies all the required conditions. \(\square\)

Now denote $\Omega = \Omega' \times [0, 1] \subset \mathbb{R}^n$, and let $\text{supp} f_\lambda \subset \Omega' \times \{x_n = 0\}$. We claim that $f_\lambda$ is our desired sharp example. That is

$$
\|dE_\lambda(f_\lambda d\sigma)\|_{L^2(\Omega)} = \|dE_\lambda(f_\lambda d\sigma)\chi_\Omega\|_{L^2(\mathbb{R}^n)} \geq c\lambda^{-\frac{3}{4}}.
$$

To facilitate our calculation we will replace $\chi_\Omega$ with a function $g$ designed to make calculation on the Fourier transform side easy. We need the following lemma.

**Lemma 4.2.** There exists a function $g$ such that

1. $\text{supp} g \subset \Omega$,
2. $0 \leq g \leq c_2$ for some constant $c_2 > 0$ depending only on the dimension,
3. $\hat{g}(\xi) \geq c_3$ in $\{\xi \leq c_4\}$ for some positive constants $c_3$ and $c_4 \leq \frac{1}{2}$ depending only on the dimension.

**Proof of Lemma 4.2.** Fix $z = (0, \ldots, 0, \frac{1}{2}) \in \Omega$, and write $\varphi = \chi_{[|x - z| \leq \frac{1}{2}]}$. Let $g = \varphi \ast \varphi$, then both $(1)$ and $(2)$ above are satisfied, and

$$
g(0) = [\varphi(0)]^2 = \left[\int_{\mathbb{R}^n} \varphi(x)dx\right] > 0.
$$

Thus, $\hat{g}(\xi) \geq c_3$ in $\{\xi \leq c_4\}$ because $\hat{g}$ is continuous. \(\square\)

In order to evaluate $\|dE_\lambda(f_\lambda d\sigma)\|_{L^2(\Omega)}$, notice that $\hat{f_\lambda d\sigma}(\xi) = \hat{f}_\lambda(\xi')$ and

$$
|dE_\lambda(f_\lambda d\sigma)|^\wedge(\xi) = \delta(|\xi|^2 - \lambda^2)\hat{f_\lambda}(\xi')d\mu(\xi) = \frac{\hat{f_\lambda}(\xi')d\mu}{2\lambda},
$$

where $d\mu$ is the surface measure on $\{||\xi|| = \lambda\}$. Using the function $g$ constructed in Lemma 4.2 for any $\xi$ such that

$$
\xi \in \left\{0 \leq \lambda - |\xi| \leq \frac{c_4}{2} \text{ and } |\xi' - \eta_0'| \leq \frac{1}{2}\right\} := G_\lambda,
$$

we have

$$
|dE_\lambda(f_\lambda d\sigma)|^\wedge \hat{g}(\xi) \geq \frac{2c_3}{\lambda} \int_{||\eta|| = \lambda \cap \{||\eta' - \xi|| \leq c_4\}} \hat{f}_\lambda(\eta')d\mu \geq \frac{c \cdot c_1 \cdot c_3 \cdot c_4^{n-1}}{\lambda},
$$

where $\hat{g}(\xi) \geq c_3$ in $\{\xi \leq c_4\}$ because $\hat{g}$ is continuous. \(\square\)
in which we use the geometric fact that the area measure \(|\{|\eta| = \lambda\} \cap |\eta - \xi| \leq c_4\}| \sim c_6^{n-1}\) if \(\xi\) is a fixed point near the sphere with \(0 \leq \lambda - |\xi| \leq \frac{\lambda}{2} < \frac{1}{4}\). Recall that \(\eta'_\lambda = (\lambda, 0, \ldots, 0)\), then the volume measure of \(G_\lambda\) has

\[
|G_\lambda| = \left\{ \begin{array}{l}
0 \leq \lambda - |\xi| \leq \frac{c_4}{2} \text{ and } |\xi' - \eta'_\lambda| \leq \frac{1}{2} \end{array} \right\} \sim \sqrt{\lambda}.
\]

Therefore,

\[
\|dE_\lambda(f,d\sigma)g\|_{L^2(\mathbb{R}^n)} = c\|dE_\lambda(f,d\sigma)\|_{L^2(\mathbb{R}^n)} \leq c\lambda^{-1/2} \geq c\lambda^{-3/4}.
\]

Now, since \(g\) is supported in \(\Omega\) and bounded from above,

\[
\|dE_\lambda(f,d\sigma)\|_{L^2(\Omega)} = \|dE_\lambda(f,d\sigma)\chi_{\Omega}\|_{L^2(\mathbb{R}^n)} \geq c_2^{-1}\|dE_\lambda(f,d\sigma)g\|_{L^2(\mathbb{R}^n)} \geq c\lambda^{-3/4},
\]

and we have obtained (4.1).

### 4.2. Sharpness of Theorem 1.1

**Semiclassical single layer potentials in curved domains.** As in Section 4.1, we only need to prove the sharpness of \(dE_\lambda\). We construct functions \(\{f_\lambda\}\) such that

\[
\frac{\|dE_\lambda(f,d\sigma)\|_{L^2(\Omega)}}{\|f\|_{L^2(\partial\Omega)}} \geq c\lambda^{-3/4}.
\]

where \(\Omega\) is annulus.

Let \(B_1 = \{x \in \mathbb{R}^2, |x| < 1\}\), \(B_2 = \{x \in \mathbb{R}^2, |x| < 2\}\), and \(\Omega = \{x \in \mathbb{R}^2, 1 < |x| < 2\}\). We work in polar coordinates \((r, \theta)\) and set

\[
f_k(x) = e^{ik\theta} \in L^2(\partial\Omega).
\]

Then

\[
u(x) = dE_\lambda(f,d\sigma)(x) = aJ_k(\lambda r)e^{ik\theta},
\]

in which \(J_k\) is the Bessel function of the first kind and order \(k\). We pick \(\lambda = j_{k,1}\) as the first positive zero of \(J_k\). Then \(u\) solves the Dirichlet boundary value problem

\[
\begin{cases}
-\Delta u = \lambda^2 u & \text{in } B_1, \\
u = 0, \ \partial_r u = e^{ik\theta} & \text{on } \partial B_1.
\end{cases}
\]

We need to show that

\[
\|u\|_{L^2(\Omega)} \geq c\lambda^{-3/4}.
\]

From \(\lbrack 3\rbrack\) Section 10.21.40, \(J'_k(\lambda) = O(k^{-\frac{3}{2}})\). Thus

\[
a = \frac{1}{\lambda J'_k(\lambda)} = O(k^{-\frac{1}{2}}).
\]

We also have

\[
\lambda = k + c_5 k^{\frac{3}{4}} + O(k^{-\frac{1}{2}}),
\]

where \(c_5 = 1.86...\) is an independent constant. Since \((\lambda^2 + \lambda^2)u = 0\),

\[
\begin{bmatrix}
\partial_r^2 + \frac{1}{r} \partial_r + \left( \lambda^2 - \frac{k^2}{r^2} \right)
\end{bmatrix} u = 0.
\]

Furthermore, \(\partial_r u(x) = a\lambda J'_k(\lambda r)e^{ik\theta}\) and \(\partial_r^2 u(x) = a\lambda^2 J''_k(\lambda r)e^{ik\theta}\). To evaluate \(\|u\|_{L^2(\Omega)}\), notice that in \(\mathbb{R}^n\),

\[
\Delta = \partial_r^2 + \frac{n-1}{r} \partial_r + \frac{1}{r^2} \Delta_{S^{n-1}}
\]

in which \(\Delta_{S^{n-1}}\) is the Laplacian on the sphere \(S^{n-1}\). Then the commutator

\[
[\Delta, r\partial_r] = \begin{bmatrix}
\partial_r^2 + \frac{n-1}{r} \partial_r + \frac{1}{r^2} \Delta_{S^{n-1}}, r\partial_r \\
\partial_r^2, r\partial_r + \left[ \frac{n-1}{r} \partial_r, r\partial_r \right] + \frac{1}{r^2} \Delta_{S^{n-1}}, r\partial_r
\end{bmatrix}
\]

\[
= 2\partial_r^2 + \frac{2(n-1)}{r} \partial_r + \frac{2}{r^2} \Delta_{S^{n-1}}
\]

Using the above facts and Green’s formula, we have

\[
-2\lambda^2 \int_{|x| < R} |u|^2 = 2 \int_{|x| < R} \Delta u \cdot \bar{u} = \int_{|x| < R} [\Delta, r\partial_r] u \cdot \bar{u}
\]
semiclassical singularities of outside the disc. As discussed in the Introduction, this is because the estimates are dominated by the $L^2$ boundary, one may get worse

\[
\int_{|x|<R} \left| \frac{\Delta + \lambda^2}{r^2} u \cdot \tilde{u} \right|
\]

which implies

\[
\int_{|x|<R} |u|^2 = a^2 \pi R^2 \left[ 1 - \frac{k^2}{\lambda^2 R^2} \right] (J_k(\lambda R))^2 + (J'_k(\lambda R))^2 \].

If $R = 1$, then note that $\lambda$ is a zero of $J_k$. As [4.3] gives $|a| \sim \lambda^{-\frac{1}{2}}$ and $J'_k(\lambda) = J'_k(j_{k,1}) \sim \lambda^{-\frac{3}{2}}$ in [8 Section 10.21.40],

\[
\|u\|_{L^2(B_1)} = \left( \int_{|x|<1} |u|^2 \right)^{\frac{1}{2}} = |a| \sqrt{\pi} |J'_k(\lambda)| = c\lambda^{-1}.
\]

If $R = 2$, then

\[
\|u\|_{L^2(B_2)} = 2|a| \sqrt{\pi} \left[ 1 - \frac{k^2}{4\lambda^2} \right] (J_k(2\lambda))^2 + (J'_k(2\lambda))^2 \right]^{\frac{1}{2}} \geq c\lambda^{-\frac{3}{2}}.
\]

Here, we use the asymptotic expansions of Bessel functions for large orders in [8]

\[
J_k(k \sec \beta) \sim \left( \frac{1}{k \tan \beta} \right)^{\frac{1}{2}} \cos \left( k \tan \beta - k \beta - \frac{1}{4} \pi \right),
\]

and

\[
J'_k(k \sec \beta) \sim \left( \frac{\sin(2\beta)}{k} \right)^{\frac{1}{2}} \sin \left( k \tan \beta - k \beta - \frac{1}{4} \pi \right),
\]

in which $\sec \beta = 2\lambda/k \to 2$ in the view of [4.4], and thus $\beta \sim \frac{\pi}{3}$. Therefore,

\[
\|u\|_{L^2(\Omega)} = \|u\|_{L^2(B_2)} - \|u\|_{L^2(B_1)} \geq c\lambda^{-\frac{3}{2}},
\]
as required.

4.3. Further remark: Semiclassical single layer potentials in strictly convex domains. If we choose $R = 1 + \varepsilon$ in [4.5] for any fixed $\varepsilon > 0$, then

\[
\int_{|x|<R} |u|^2 = a^2 \pi R^2 \left[ 1 - \frac{k^2}{\lambda^2 R^2} \right] (J_k(\lambda R))^2 + (J'_k(\lambda R))^2 \].
\]
is valid when $k$, and therefore $\lambda$, is large. (We can argue similarly by setting $\beta$ asymptotically fixed depending only on $\varepsilon$.) Comparing (4.6) and (4.7), we see that the $L^2$ norm of $u$ is essentially concentrated outside the disc. As discussed in the Introduction, this is because the estimates are dominated by the semiclassical singularities of $u$, which propagate along the tangent lines of the circle. All such lines lie outside of $B_1$. Therefore, $\|u\|_{L^2(B_1)} \sim \lambda^{-1}$ is smaller than $\|u\|_{L^2(B_1) \setminus B_1} \sim \lambda^{-\frac{3}{2}}$.

However, in the case when the domain is flat as in Section [4.1] the tangent lines coincide with the boundary, one may get worse $L^2$ bound for $u$ ($\sim \lambda^{-\frac{3}{2}}$).

The above observation motivates us to consider the problem in strictly convex domains, in which case all the tangent lines lie outside the domain. Analogously to the unit disc, we make the following conjecture.

**Conjecture 4.3.** If $\Omega$ is strictly convex, then

\[
\|S_\lambda(f)\|_{L^2(\Omega)} \leq c\lambda^{-1}\|f\|_{L^2(\partial\Omega)},
\]

and

\[
\|dE_\lambda(fd\sigma)\|_{L^2(\Omega)} \leq c\lambda^{-1}\|f\|_{L^2(\partial\Omega)}.
\]
Appendix A. The Single and Double Layer Operators

By Jeffrey Galkowski

In this appendix, we give high frequency estimate for the double and single layer operators. We do this by adapting the methods of [14] to the double layer operator. The estimates on single layer operators appear in [14] Theorem 1.2, but we repeat them below for the convenience of the reader.

We use the same notation as in the prequel. In addition, let \( \gamma : H^s(\mathbb{R}^d) \to H^{s-1/2}(\partial \Omega) \), \( s > 1/2 \) denote restriction to \( \partial \Omega \). Then, define the single layer operator,

\[
S_\lambda^+ := \gamma S_\lambda^+ : L^2(\partial \Omega) \to L^2(\partial \Omega)
\]

The computation in Section 4.2 already gave the sharp example in this case once one observes (4.6), which says

\[
\|dE_\lambda(f_\lambda d\sigma)\|_{L^2(\Omega)} \leq c\lambda^{-1}
\]
is valid in the unit ball for some constant \( c \) and functions \( \{f_\lambda\} \).

In fact, the estimates in Conjecture 4.3 are sharp in any strictly convex domain: From [11, 16, 17],

\[
\|u\|_{L^2(\Omega)} \approx \lambda^{-1/2} \|\partial_\nu u\|_{L^2(\partial \Omega)},
\]

where \( u \) is a Dirichlet eigenfunction in \( \Omega \), therefore \( u = S_\lambda(\partial_\nu u) \), and (4.8) and (4.9) are sharp in all strictly convex domains.

4.4. Sharpness of Theorem 1.2: Semiclassical double layer potentials. We show the sharpness in the unit ball:

\[
\|D_\lambda(f_\lambda d\sigma)\|_{L^2(\Omega)} \geq c
\]
for some constant \( c \) and functions \( \{f_\lambda\} \).

Consider the Neumann eigenfunctions:

\[
\begin{align*}
-\Delta u &= \lambda^2 u & \text{in } B_1, \\
\partial_\nu u &= 0, & u = e^{ik\theta} & \text{on } \partial B_1.
\end{align*}
\]

Then, adopting the same notations as in Section 4.2, we have

\[
u(x) = D_\lambda(f_\lambda d\sigma)(x) = aJ_k(\lambda r)e^{ik\theta},
\]
in which \( \lambda = j_{k,l}^\prime \) is the \( l \)-th zero of \( J_k^\prime \), and \( a = 1/J_k(\lambda) \).

We use identity (4.5) with \( R = 1 \) and \( J_k^\prime(\lambda) = 0 \) to obtain

\[
\|u\|_{L^2(B_1)} = \left( \int_{|x|<1} |u|^2 \right)^{1/2} = \sqrt{\pi} \left( 1 - \frac{k^2}{\lambda^2} \right) \geq c,
\]
by picking \( \lambda \approx 2k \). In fact, \( \lambda = j_{k,l}^\prime \to \infty \) as \( l \gg k \to \infty \).

On the other hand, to saturate the inequality (1.5):

\[
\|u\|_{L^2(\partial B_1)} \lesssim \lambda^{1/2} \|u\|_{L^2(B_1)},
\]
we pick \( \lambda = j_{k,1}^\prime \) as the first zero of \( J_k^\prime \). From [8] Section 10.21.40, we have

\[
\lambda = j_{k,1}^\prime = k + O(k^{1/2}),
\]
then

\[
\|u\|_{L^2(B_1)} = \sqrt{\pi} \left( 1 - \frac{k^2}{(j_{k,1}^\prime)^2} \right) = O(k^{-1/2}) = O(\lambda^{-1/2}).
\]
As \( \|u\|_{L^2(\partial B_1)} \sim 1 \) this implies that

\[
\|u\|_{L^2(\partial B_1)} \geq c\lambda^{1/2} \|u\|_{L^2(B_1)}.
\]
See also [16] Example 7 on the boundary estimates of Neumann eigenfunctions.
and the double layer operator
\[ D^+_\lambda : L^2(\partial \Omega) \rightarrow L^2(\partial \Omega) \]
where
\[ D^+_\lambda f(x) = \int_{\partial \Omega} \partial_\nu K_\lambda(x-y) f(y) dy. \]

**Theorem A.1.** Let \( \partial \Omega \subset \mathbb{R}^d \) be a finite union of compact embedded \( C^\infty \) hypersurfaces. Then there exists \( \lambda_0 \) such that for \( \lambda > \lambda_0 \),

\[ \|S^+_\lambda\|_{L^2(\partial \Omega) \rightarrow L^2(\partial \Omega)} \leq C \lambda^{-\frac{1}{2}} \log \lambda, \quad \|D^+_\lambda\|_{L^2(\partial \Omega) \rightarrow L^2(\partial \Omega)} \leq C \lambda^{\frac{1}{2}} \log \lambda. \]

Moreover, if \( \partial \Omega \) is a finite union of compact subsets of curved \( C^\infty \) hypersurfaces, then

\[ \|S^+_\lambda\|_{L^2(\partial \Omega) \rightarrow L^2(\partial \Omega)} \leq C \lambda^{-\frac{1}{2}} \log \lambda, \quad \|D^+_\lambda\|_{L^2(\partial \Omega) \rightarrow L^2(\partial \Omega)} \leq C \lambda^{\frac{1}{2}} \log \lambda. \]

**Remark:** For some choice of normal \( \nu \) on \( \Gamma_1 \) and \( \psi \in C^0_0(\mathbb{R}) \) with \( \psi \equiv 1 \) in neighborhood of 0. Then define for \( f \in L^2(\Gamma_1), g \in L^2(\Gamma_2) \)

\[ Q^0_{\lambda, \Gamma_1, \Gamma_2}(f, g) := \int R^+_\lambda (\psi(\lambda^{-1}D)f \delta_{\Gamma_1}) g d\delta_{\Gamma_2}, \quad Q^1_{\lambda, \Gamma_1, \Gamma_2}(f, g) := \int R^+_\lambda (\psi(\lambda^{-1}D)L^*(f \delta_{\Gamma_1})) g d\delta_{\Gamma_2}. \]

Then for \( \text{Im} \lambda > 0, |\lambda| \geq c > 0 \),

\[ |Q^0_{\lambda, \Gamma_1, \Gamma_2}(f, g)| \leq C_{\Gamma_1, \Gamma_2}(\lambda)^{2\alpha - 1} \log(\lambda) \|f\|_{L^2(\Gamma_1)} \|g\|_{L^2(\Gamma_2)}, \]

\[ |Q^1_{\lambda, \Gamma_1, \Gamma_2}(f, g)| \leq C_{\Gamma_1, \Gamma_2, \psi}(\lambda)^{\alpha + \beta - 1} \log(\lambda) \|f\|_{L^2(\Gamma_1)} \|g\|_{L^2(\Gamma_2)}. \]
Proof. We follow [14] to prove the lemma. First, observe that due to the compact support of $f\delta_{\Gamma}$, (A.3) and (A.4) imply that for $\Gamma \Subset \mathbb{R}^d$,
\begin{align}
\int \left| \nabla_\xi (\hat{f}\delta_{\Gamma}(\xi)) \right|^2 \delta(|\xi| - r) &\leq C \langle r \rangle^{2\alpha} \|f\|_{L^2(\Gamma)}^2, \\
\int \left| \nabla_\xi (\hat{f}\delta_{\Gamma}(\xi)) \right|^2 \delta(|\xi| - r) &\leq C \langle r \rangle^{2\beta} \|f\|_{L^2(\Gamma)}^2.
\end{align}

Now, $g\delta_{\Gamma_2} \in H^{-\frac{1}{2}}(-\mathbb{R}^d)$, and
\begin{align}
R_\Gamma^+(\psi(\lambda^{-1}|D|)f\delta_{\Gamma_1}) &\in C^\infty(\mathbb{R}^d), \quad R_\Gamma^+(\psi(\lambda^{-1}|D|)f\delta_{\Gamma_1}) \in C^\infty(\mathbb{R}^d).
\end{align}

We only consider $|\lambda| \geq c > 0$ to avoid considering the low frequency divergence in low dimensions. However, this can be handled as in [14].

By Plancherel’s theorem,
\begin{align}
Q^1_{\lambda,\Gamma_1,\Gamma_2}(f, g) &= \int \psi(\lambda^{-1}|\xi|) \frac{\hat{L} \hat{f}\delta_{\Gamma}(\xi) \hat{g}\delta_{\Gamma_2}(\xi)}{|\xi|^2 - \lambda^2}, \\
Q^0_{\lambda,\Gamma_1,\Gamma_2}(f, g) &= \int \psi(\lambda^{-1}|\xi|) \frac{\hat{f}\delta_{\Gamma}(\xi) \hat{g}\delta_{\Gamma_2}(\xi)}{|\xi|^2 - \lambda^2}.
\end{align}

Thus, to prove the lemma, we only need estimate
\begin{align}
\int \psi(\lambda^{-1}|\xi|) \frac{F(\xi) G(\xi)}{|\xi|^2 - \lambda^2}
\end{align}

where by (A.3), (A.4), (A.7), and (A.8)
\begin{align}
\|F\|_{L^2(S^{d-1})} + \|\nabla_\xi F\|_{L^2(S^{d-1})} &\leq C \langle r \rangle^{\delta_1} \|f\|_{L^2(\Gamma)} \quad \text{and} \quad \|G\|_{L^2(S^{d-1})} + \|\nabla_\xi G\|_{L^2(S^{d-1})} \leq C \langle r \rangle^{\delta_2} \|g\|_{L^2(\Gamma)}.
\end{align}

Consider first the integral in (A.10) over $|\xi| - |\lambda| \geq 1$. Since $|\xi|^2 - \lambda^2 \geq |\xi|^2 - |\lambda|^2$, by the Schwartz inequality, (A.3) and (A.4) this piece of the integral is bounded by
\begin{align}
\int_{|\xi| - |\lambda| \geq 1} \left| \psi(\lambda^{-1}|\xi|) \frac{F(\xi) G(\xi)}{|\xi|^2 - \lambda^2} \right| \leq \int_{M|\xi| - |\lambda| \geq 1} \frac{1}{r^2 - |\lambda|^2} \int_{S^{d-1}} F(r\theta) G(r\theta) dS(\theta) dr \\
&\leq C \|f\|_{L^2(\Gamma)} \|g\|_{L^2(\Gamma)} \int_{M|\xi| - |\lambda| \geq 1} \langle r \rangle^{\delta_1 + \delta_1} |r^2 - |\lambda|^2|^{-1} dr \\
&\leq C \|f\|_{L^2(\Gamma)} \|g\|_{L^2(\Gamma)} \int_{M|\xi| - |\lambda| \geq 1} |r - |\lambda||^{-1} dr \\
&\leq C \langle \lambda \rangle^{\delta_1 + \delta_2 - 1} \log |\lambda| \|f\|_{L^2(\Gamma)} \|g\|_{L^2(\Gamma)}.
\end{align}

Remark: The estimate (A.11) is the only term where the log appears.

Next, if $\text{Im}\lambda \geq 1$, then $|\xi|^2 - \lambda^2 \geq |\lambda|$, and by (A.3), (A.4)
\begin{align}
\int_{|\xi| - |\lambda| \leq 1} \frac{F(\xi) G(\xi)}{|\xi|^2 - \lambda^2} d\xi \leq C \langle \lambda \rangle^{\delta_1 + \delta_2 - 1} \|f\|_{L^2(\Gamma)} \|g\|_{L^2(\Gamma)}.
\end{align}

Thus, we may restrict our attention to $0 \leq \text{Im}\lambda \leq 1$ and $|\xi| - |\lambda| \leq 1$.

We consider $\text{Re}\lambda \geq 0$, the other case following similarly, and write
\begin{align}
\frac{1}{|\xi|^2 - \lambda^2} = \frac{1}{|\xi| + \lambda} \frac{\xi}{|\xi|} \nabla_\xi \log(|\xi| - \lambda),
\end{align}

where the logarithm is well defined since $\text{Im}(|\xi| - \lambda) < 0$. Let $\chi(r) = 1$ for $|r| \leq 1$ and vanish for $|r| \geq \frac{3}{2}$.

We then use integration by parts, together with (A.3), (A.4), (A.7), and (A.8) to bound
\begin{align}
\int \chi(|\xi| - |\lambda|) \frac{1}{|\xi| + \lambda} F(\xi) G(\xi) \frac{\xi}{|\xi|} \nabla_\xi \log(|\xi| - \lambda) d\xi \leq C \langle \lambda \rangle^{\delta_1 + \delta_2 - 1} \|f\|_{L^2(\Gamma)} \|g\|_{L^2(\Gamma)}.
\end{align}

Now, taking $\delta_1 = \delta_2 = \alpha$ gives (A.5), and taking $\delta_1 = \alpha$ and $\delta_2 = \beta$ gives (A.6).

We now prove the estimates (A.3) and (A.4).

Lemma A.3. Let $\Gamma \Subset \mathbb{R}^d$ be a compact $C^\infty$ embedded hypersurface. For $L = \partial_\nu$ on $\Gamma$, estimate (A.3) holds with $\alpha = 1$. Estimate (A.4) holds with $\beta = 1/4$. Moreover, if $\Gamma$ is curved, then (A.4) holds with $\beta = 1/6$. \qed
Proof. Let $A : H^s(\mathbb{R}^d) \rightarrow H^{s-1}(\mathbb{R}^d)$. To estimate

$$
\int |A^*(f \delta_T)(\xi)|^2 \delta(|\xi| - r),
$$

write

$$(A^*(f \delta_T)(\xi)\delta(|\xi| - r), \phi(\xi)) = \int \int A^*(f(x)\delta_T)\delta(|\xi| - r)\phi(\xi)e^{i(x,\xi)}d\xi dx = \int_G fAT_r\phi dx
$$

where

(A.12)

$$
T_r\phi = \int \delta(|\xi| - r)\phi(\xi)e^{i(x,\xi)} d\xi.
$$

For $\chi \in C_0^\infty(\mathbb{R}^d)$, $\chi T\phi$ is a quasimode of the Laplacian with eigenvalue $\lambda = r$ in the sense of \cite{27}. Thus, we can use the restriction bounds for eigenfunctions found in \cite{4}, \cite{15}, \cite{28}, and \cite{27}, to obtain estimates on $T\phi$.

To prove (A.4), let $A = I$. Then, by \cite{4} Theorem 3, \cite{27} Theorem 1.7

(A.13)

$$
\|\chi T_r\phi\|_{L^2(\Gamma)} \leq r^{1/2}\|\chi T\phi\|_{L^2(\mathbb{R}^d)},
$$

and if $\Gamma$ is curved, then by \cite{13} Theorem 1.3

(A.14)

$$
\|\chi T_r\phi\|_{L^2(\Gamma)} \leq r^{1/2}\|\chi T\phi\|_{L^2(\mathbb{R}^d)}.
$$

Remark: Estimates (A.13) and (A.14) continue to hold on $C^{1,1}$ and $C^{2,1}$ curved hypersurfaces respectively (\cite{33} \cite{13}).

Next, we take $A = L$ to obtain (A.3). Observe that

$$
\chi LT_r\phi = L\chi T_r\phi + [\chi, L]T_r\phi
$$

with $[\chi, L] \in C_0^\infty(\mathbb{R}^d)$. Therefore, $[\chi, L]T_r\phi$ is a quasimode of the Laplacian with eigenvalue $r$.

Hence, using the fact that $L = \partial_\nu$ on $\Gamma$ together with \cite{28} Theorem 0.3, we can estimate $LT\phi$.

(A.15)

$$
\|\chi LT_r\phi\|_{L^2(\Gamma)} \leq \|L\chi T_r\phi\|_{L^2(\Gamma)} + \|[\chi, L]T_r\phi\|_{L^2(\Gamma)} \leq Cr\|\chi T_r\phi\|_{L^2(\mathbb{R}^d)}.
$$

To complete the proof of the Lemma, we estimate $\|\chi T\phi\|_{L^2(\mathbb{R}^d)}$. We have that

$$
\|\chi T_r\phi\|_{L^2(\mathbb{R}^d)} = \|\hat{\chi} \ast g\delta(|\xi| - r)\|_{L^2(\mathbb{R}^d)}.
$$

Therefore,

$$
\|\hat{\chi} \ast g\delta(|\xi| - r)\|_{L^2(\mathbb{R}^d)}^2 = \int \left| \int_{S^{d-1}} \hat{\chi}(\xi - \eta)g(\eta) d\eta \right|^2 d\xi
$$

$$
\leq \|g\|_{L^2(S^{d-1})}^2 \int \int_{S^{d-1}} |\hat{\chi}(\xi - \eta)|^2 d\eta d\xi
$$

$$
\leq \|g\|_{L^2(S^{d-1})}^2 \int \int_{S^{d-1}} C_\lambda \langle |\xi| - r\rangle^{-N} d\eta d\xi \leq C\|g\|_{L^2(S^{d-1})}^2.
$$

Combining this with (A.13), (A.14) and (A.15) completes the proof of the Lemma. \qed

To complete the proof of Theorem A.1 we need an estimate on the high frequency component of $S^+_\lambda$ and $D^+_\lambda$. Let $\gamma^\pm : H^s(\Omega^\pm) \rightarrow H^{s-1/2}(\partial \Omega)$, $s > 1/2$ denote the restriction map where $\Omega^+ = \Omega$ and $\Omega^- = \mathbb{R}^d \setminus \Omega$. Then we have

Lemma A.4. Let $M > 1$ and $\psi \in C_0^\infty(\mathbb{R})$ with $\psi \equiv 1$ for $|\xi| < M$. Suppose that $\partial \Omega$ is a finite union of compact embedded $C^\infty$ hypersurfaces. Then

(A.16)

$$
\gamma R^+_\lambda (1 - \psi(\lambda^{-1}|D|)) \gamma^* = O_{L^2(\partial \Omega) \rightarrow L^2(\partial \Omega)}(\lambda^{-1}),
$$

(A.17)

$$
\gamma^* R^+_\lambda (1 - \psi(\lambda^{-1}|D|)) L^* \gamma^* = O_{L^2(\partial \Omega) \rightarrow L^2(\partial \Omega)}(1).
$$

Proof. Let $h^{-1} = \lambda$. Then $R^+_h(1 - \psi(hD)) \in h^2\Psi^{-2}$ (see, for example, \cite{13} Theorem 3) where $\Psi^k$ denotes the class of semiclassical pseudodifferential operators of order $k$ (see \cite{36} for a detailed account of the theory of semiclassical analysis).

Now, let $\Gamma_1, \Gamma_2 \in \mathbb{R}^d$ be embedded $C^\infty$ hypersurfaces and denote by $\gamma_i : H^s(\mathbb{R}^d) \rightarrow H^{s-1/2}(\Gamma_i)$, $s > 1/2$ and by $\gamma_i^*$ its adjoint. Then

(A.18)

$$
\gamma_i = O_{H^s(\mathbb{R}^d) \rightarrow H^{s-1/2}(\Gamma_i)}(h^{-1/2}).
$$

Hence, we have

$$
\gamma_i R^+_h(1 - \psi(hD)) \gamma_i^* = O_{L^2 \rightarrow L^2}(h).
$$
Since $\gamma = \sum \gamma_i$, we have proven estimate (A.16).

The strategy for obtaining the bound (A.17) will be to compare $D^\perp$ at high frequency with the corresponding operators for $\lambda = 0$. First, observe that $R_{h_0}^+(1 - \psi(|hD|)) \in \mathcal{H}_2\Psi^{-2}$.

We consider
$$A_{h-1} := (R_{h_0}^+ - R_{h_0}^-)(1 - \psi(|hD|)) = h^{-2}R_{h_0}^+(1 - \psi(|hD|)),$$

Hence, $A_{h-1} \in \mathcal{H}_2\Psi^{-4}$. We will bound
$$B_h := \gamma_i A_{h-1}(1 - \psi(|hD|))L^* \gamma^*.$$

To do so, consider the adjoint
$$B^*_h = \gamma_j L(1 - \psi(|hD|))A_{h-1} \gamma^*_i.$$

Then, observe that since $\Gamma_j$ is smooth, we may extend $L$ off of $\Gamma_j$ to a smooth vector field, $\tilde{L}$, without changing $B^*_h$. Hence, using (A.18), and the fact that $\tilde{L} = O_{H^s} \rightarrow H^{-1}$, we have that $B_h = O_{L^2 \rightarrow L^2}(1)$.

Now, by [19, Section 5]
$$\gamma^\pm R_{h_0}^+(1 - \psi(|hD|))L^* \gamma : L^2(\partial \Omega) \rightarrow L^2(\partial \Omega)$$

for $\partial \Omega$ a finite union of compact embedded $C^\infty$ hypersurfaces. Hence,
$$\gamma^\pm R_{h_0}^+(1 - \psi(|hD|))L^* \gamma = \gamma^\pm R_{h_0}^+(1 - \psi(|hD|))L^* \gamma + \gamma A_{h-1} L^* \gamma^* = O_{L^2(\partial \Omega) \rightarrow L^2(\partial \Omega)}(1)$$

and we have proven (A.17) $\square$

Taking $\partial \Omega = \bigcup_i \Gamma_i$ and applying Lemmas A.2 and Lemma A.4 finishes the proof of Theorem A.1.

A.2. Sharpness of the single layer operator estimates. We now show that the estimates on $S^+_\lambda$ in Theorem A.1 are sharp modulo the log losses. We use a different approach from that in [5, Theorem 4.2] where the authors construct examples giving the same lower bounds. These examples rely on the concentration of semiclassical singularities in small neighborhoods of glancing rays.

First, recall as above that the spectral measure operator is denoted by $dE_\lambda$ (see (1.6)). Then,

(A.19)
$$\gamma dE_\lambda \gamma^* = \frac{S^+_\lambda - S^-_\lambda}{2\pi i}.$$

But, $dE_\lambda$ has kernel
$$\frac{1}{2\lambda} \frac{(2\pi)^{-d}}{\mathcal{S}^{-1}_\lambda} e^{i(x-y, \xi)} d\xi.$$

Thus,
$$\gamma dE_\lambda \gamma^* = C_d \lambda^{-1} T_x ^{\mathcal{S}^-_\lambda \mathcal{S}^+_\lambda} \gamma^*$$

where $T_x$ is the operator in (A.12). By [4, 15], the estimates (A.13) and (A.14) are sharp and hence for $\lambda \geq \lambda_0$,
$$\| \gamma dE_\lambda \gamma^* \|_{L^2(\Gamma) \rightarrow L^2(\Gamma)} \geq \begin{cases} C\lambda^{-\frac{1}{4}} & \text{general} \\
C\lambda^{-\frac{5}{8}} & \text{curved} \end{cases}.$$

Putting this together with (A.19) gives that
$$\| S^+_\lambda \|_{L^2(\Gamma) \rightarrow L^2(\Gamma)} \geq \begin{cases} C\lambda^{-\frac{1}{4}} & \text{general} \\
C\lambda^{-\frac{5}{8}} & \text{curved} \end{cases}$$
as desired.

A.3. Sharpness of the double layer operator estimates. We will show that there exist smooth embedded hypersurfaces $\Gamma$ such that for $\lambda \geq \lambda_0$,

(A.20)
$$\| D^\perp_\lambda \|_{L^2(\Gamma) \rightarrow L^2(\Gamma)} \geq \begin{cases} C\lambda^{1/4} & \text{general} \\
C\lambda^{1/6} & \text{curved} \end{cases}.$$

In the flat case, our examples are adaptations of those given in [5, Theorems 4.6] to higher dimensions. However, in the curved case, the example we provide is more subtle and improves the lower bound $\| D^\perp_\lambda \|_{L^2(\Gamma)} \geq C\lambda^{1/8}$ given in [5, Theorem 4.7].

The idea will be to use a family functions which is microlocalized at a point $((x', 0), \xi') \in T^* \Gamma$ such that $|\xi'| < 1$ and the geodesic
$$\{(x', 0) + t(\xi', \sqrt{1 - |\xi'|^2}) : t \in \mathbb{R}\}$$
is tangent to $\Gamma$ at some point away from $(x', 0)$.
A.3.1. Flat case. Let
\[ \Gamma_1 := \{(x_1, x_2, x') \in \mathbb{R}^d : 1/2 < x_1 < 3/2, x_2 = 0, |x'| < 1\} \]
\[ \Gamma_2 := \{(x_1, x_2, x') \in \mathbb{R}^d : x_1 = 0, x_2^2 + |x'|^2 < 1\}. \]
Let \( \chi \in C_0^\infty(\mathbb{R}^{d-1}) \) have \( \chi \geq 0, \|\chi\|_{L^2} = 1, \) and \( \chi(0) \geq 1/2. \) That is
\[ \int (x_2, x') dx_2 dx' \geq 1/2. \]

Then, denote by \( \chi_\lambda := \chi(M\lambda^\gamma(x_2, x')) \) and observe that
\[ \|\chi_\lambda\|_{L^2} = C_M \lambda^{-(d-1)\gamma/2}, \quad \int \chi_\lambda dx_2 dx' \geq C_M \lambda^{-(d-1)\gamma} \]
where \( M > 0 \) will be chosen later and \( \gamma \geq 1/2. \)

Now, let \( \Gamma \subset \mathbb{R}^d \) be a smooth embedded hypersurface such that \( \Gamma_1 \cup \Gamma_2 \subset \Gamma. \) Suppose also that \( f \in L^2(\Gamma) \) is supported on \( \Gamma_2. \) Then,
\[ D_\lambda^+ f|\Gamma_1 = \int_{\Gamma_2} (\partial_\nu \chi_\lambda(x-y)) f(y) dy \]

Now, for \( |x-y| > \epsilon, \)
\begin{equation}
(\partial_\nu \chi_\lambda(x-y)) = C_d \lambda^{d-1} \frac{(x-y \cdot \nu_x)}{|x-y|} e^{i\lambda |x-y|} \left( \lambda^{-(d-1)/2} |x-y|^{(d-1)/2} + O((\lambda |x-y|)^{-(d+1)/2}) \right).
\end{equation}

We will consider \( \chi_\lambda \) as a function in \( L^2(\Gamma_2). \) Thus, since for \( x \in \Gamma_1 \) and \( y \in \Gamma_2, \) \( |x-y| \geq \epsilon, \) we consider
\[ \lambda^{(d-1)/2} \int_{\Gamma_2} \frac{e^{i\lambda |x-y|} \langle x-y, \nu_y \rangle}{|x-y|^{(d+1)/2}} \chi_\lambda(y) dy. \]

We are interested in obtaining lower bounds for the \( L^2 \) norm on \( \Gamma_1. \) In particular, let \( \psi \in C_0^\infty(\mathbb{R}) \) with \( \psi(z) = 1 \) for \( |z| \leq 1. \) Then, let \( \psi_{\lambda,1}(z) = \psi(M\lambda^\gamma|z|) \) and \( \psi_{\lambda,2}(z) = \psi(M\lambda^\gamma|z|). \)

We estimate
\[ u = \psi_{\lambda,2}(x_1 - 1) \psi_{\lambda,1}(x') \lambda^{(d-1)/2} \int_{\Gamma_2} \frac{e^{i\lambda |x-y|} \langle x-y, \nu_y \rangle}{|x-y|^{(d+1)/2}} \chi_\lambda(y) dy \]
on \( \Gamma_1. \) For \( x \in \Gamma_1 \cap \text{supp} \psi_{\lambda,1}(x') \psi_{\lambda,2}(x_1 - 1) \) and \( y \in \text{supp} \chi_\lambda \)
\begin{equation}
\frac{\langle x-y, \nu_y \rangle}{|x-y|} = 1 + O(\lambda^{-2\gamma}), \quad |x-y| = x_1(1 + O(\lambda^{-2\gamma}))
\end{equation}

Hence, we have
\[ u|\Gamma_1 = C_d \psi_{\lambda,2}(x_1 - 1) \psi_{\lambda,1}(x') \lambda^{(d-1)/2} \frac{e^{i\lambda x_1}}{x_1^{(d-1)/2}} \int (1 + O((\lambda^{1-2\gamma})M^{-2}) + O((M^{-2}\lambda^{-2\gamma})) \chi_\lambda dy \]
on \( |x'| < M^{-1} \lambda^{-\gamma}, \)
\[ u|\Gamma_1(x_1, x') \geq C \psi_{\lambda,2}(x_1 - 1) \lambda^{(d-1)/2} \int \chi_\lambda dy \geq C \lambda^{(d-1)/2 - (d-1)\gamma}. \]

So,
\[ \|u\|_{L^2(\Gamma_1)}^2 \geq C \int_{\Gamma_1 \cap |x'| < C\lambda^{-\gamma}} \psi_{\lambda,2}^2(x_1 - 1) \lambda^{d-1-2(d-1)\gamma} M^{-\gamma - \gamma_2}. \]

Thus, using elementary estimates on the remainder terms
\[ \|D_\lambda^+ \chi_\lambda\| \geq C \|u\| \geq C \lambda^{-d-1-(3d-4)\gamma-\gamma_2}. \]

Hence,
\[ \frac{\|D_\lambda^+ \chi_\lambda\|}{\|\chi_\lambda\|} \geq C \lambda^{(d-1)(1-2\gamma)+\gamma-\gamma_2}. \]

Thus, choosing \( \gamma = 1/2, \gamma_2 = 0 \) and \( M \) large enough,
\[ \|D_\lambda^+ \chi_\lambda\| \geq C \lambda^{1/4} \|\chi_\lambda\| \]
as desired.
A.3.2. Curved case. In order to obtain the lower bound in the curved case, we will need to arrange to hypersurfaces, \( \Gamma_1 \) and \( \Gamma_2 \) parametrized respectively by \( \gamma, \sigma : B(0, \epsilon) \subset \mathbb{R}^{d-1} \to \mathbb{R}^d \) such that

\[
|\gamma(x) - \sigma(y)| = |\gamma(0) - \sigma(0)| + O(|x_1 - y_1|^3) + O(|x' - y'|^2)
\]

where \( x = (x_1, x') \in \mathbb{R}^{d-1} \). To do this, let \( \tilde{\gamma} : (-\epsilon, \epsilon) \to \mathbb{R}^2 \) be a smooth unit speed curve with curvature \( \kappa(t) = \|\gamma''(t)\| \) and normal vector \( n(t) = \gamma''(t)/\kappa(t) \). We assume \( \kappa(0) \neq 0 \) and \( \kappa'(0) \neq 0 \). Then, let \( \sigma(t) \) be the loci of the osculating circle for \( \tilde{\gamma}(t) \). That is,

\[
\tilde{\gamma}(t) = \gamma(t) + \frac{n(t)}{\kappa(t)}
\]

Finally, define

\[
\gamma(x) := (\tilde{\gamma}(x_1) + n(x_1)|x'|^2, x'), \quad \sigma(x) := (\tilde{\sigma}(x_1) + \gamma'(x_1)|x'|^2, x').
\]

Then we have

\[
|\gamma(y) - \sigma(x)|^2 = |\tilde{\gamma}(y_1) - \tilde{\sigma}(x_1)|^2 + O(|x'|^2 + |y'|^2) + |x' - y'|^2.
\]

Let \( d(x_1, y_1) = |\tilde{\gamma}(y_1) - \tilde{\sigma}(x_1)| \). Then,

\[
\partial_{x_1} d(x_1, x_1) = \partial_{x_1}^2 d(x_1, x_1) = 0.
\]

Hence,

\[
d(x_1, y_1) = d(x_1, x_1) + O(|x_1 - y_1|^3)
\]

and we have near \( x = y = 0 \),

\[
|\gamma(y) - \sigma(x)| = |\gamma(0) - \sigma(0)| + O(|x_1 - y_1|^3) + O(|x'|^2 + |y'|^2).
\]

Moreover,

\[
\frac{\langle \sigma(x) - \gamma(y), v_\gamma \rangle}{|\gamma(y) - \sigma(x)|} = 1 + O(|x - y|).
\]

Now, with \( \chi \in C^\infty_0(\mathbb{R}^{d-1}) \), let

\[
\chi_\lambda = \chi(M(\lambda\gamma_1 x_1, \lambda\gamma_2 x'))
\]

Then,

\[
\|\chi_\lambda\|_{L^2(\mathbb{R}^{d-1})} = C_M \lambda^{-\frac{d-2}{2} - \frac{\gamma_1}{2}}, \quad \int_{B(0, \epsilon)} \chi_\lambda dx_1 dx' \geq C_M \lambda^{-(d-2)\gamma_2 - \gamma_1}.
\]

Next, define \( \chi_{\lambda, 1} \in L^2(\Gamma_1) \) by \( \chi_{\lambda, 1}(\gamma(y)) := \chi_\lambda(y) \) and \( \chi_{\lambda, 2} \in L^2(\Gamma_2) \) by \( \chi_{\lambda, 2}(\sigma(x)) := \chi_\lambda(x) \).

Then

\[
\|\chi_{\lambda, 1}\|_{L^2(\Gamma_1)} \leq C\|\chi_{\lambda}\|_{L^2(\mathbb{R}^{d-1})}, \quad \int_{\Gamma_1} \chi_{\lambda, 1} \geq C \int_{B(0, \epsilon)} \chi_{\lambda}.
\]

Moreover, for \( x, y \in \text{supp} \chi_\lambda \)

\[
\|\chi_{\lambda, 2}(x)D^\gamma_+ \chi_{\lambda, 1}\|_{L^2(\Gamma_2)} \geq C\lambda^{\frac{d-1}{2} - \frac{\gamma_2}{2} - \frac{\gamma_1}{2} - \frac{\delta}{6}}
\]

Figure 1. We show an example of a curve \( \tilde{\gamma} \) and its loci of osculating circles, \( \tilde{\sigma} \).
which implies
\[ \|D_2^+ \chi_{\lambda, 1}\|_{L^2(\Gamma_2)} \geq C \lambda^5 \|\chi_{\lambda, 1}\|_{L^2(\Gamma_1)}. \]

All that remains to show is that \( \Gamma_2 \) and \( \Gamma_1 \) can be chosen so that they are curved. To see this, let \( \tilde{\gamma} \) be a unit speed reparametrization of \( t \mapsto (t + 1, (t + 1)^2) \). (This example is shown in Figure 11.) Then, a parametrization of \( \Gamma_1 \) is given by
\[
(t, x') \mapsto \left( (t + 1, (t + 1)^2) + \frac{(-2(t + 1), 1)}{\sqrt{1 + 4(t + 1)^2}} |x'|^2, x' \right)
\]
and a parametrization of \( \Gamma_2 \) is given by
\[
(t, x') \mapsto \left( \left(-4(t + 1)^3, 3(t + 1)^2 + \frac{1}{2}\right) + \frac{(1, 2(t + 1))}{\sqrt{1 + 4(t + 1)^2}} |x'|^2, x' \right).
\]

Then, a simple calculation verifies that near \((0, 0)\) these surfaces are curved. Hence, letting \( \Gamma \) be a curved hypersurface containing \( \Gamma_1 \) and \( \Gamma_2 \) completes the proof of the estimate (A.20).
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