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Abstract

Recent advances in ultrafast liquid quenching and deposition of thin films on cold sub-

strates make growing amorphous (a)-ZnO films increasingly feasible. We predict the electronic

structure and electron and hole trapping properties of amorphous ZnO using Density Func-

tional Theory (DFT) simulations with a hybrid density functional (h-DFT). An ensemble of

fifty 324-atom structures is employed to obtain the distribution of structural and electronic

properties of a-ZnO. The results demonstrate that electrons do not localize in a-ZnO but

holes form deep localized states with average trapping energy of about 0.9 eV. We also show

that dispersion at the conduction band minimum (CBM) is not affected upon amorphization,

suggesting that high electron mobility should be retained. An average value of a-ZnO band

gap of 3.36 eV is calculated with no states splitting into the band gap, which accounts for no

substantial detrimental effect on the optical transparency upon amorphization. These findings

may have important implications for future applications of a-ZnO as a transparent conductor

and photo-catalyst.
∗david.fonz.11@ucl.ac.uk
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1 Introduction

Transparent conducting oxides (TCOs) combine optical transparency with high electrical conduc-

tivity. They are essential components in modern optoelectronic devices, such as liquid-crystal

displays (LCDs), solar cells, and electrochromic windows. [1–4] Growing customer demand for flex-

ible displays and wearable computers, [5] require development of flexible TCOs. In this regard,

amorphous TCOs (a-TCOs) provide several advantages over their crystalline (c) counterparts,

such as flexibility, lower production cost, and smooth surfaces, while maintaining high levels of

electrical conductivity and transparency. Nevertheless, some of the most studied and used a-

TCOs, amorphous InSnO (a-ITO) and InGaZnO (a-IGZO) include the expensive elements In and

Ga. Following the a-TCO requirements, uniform and stable a-ZnO thin films would provide an

excellent and much cheaper alternative for a-TCO applications.

To date, growing stable a-ZnO films remains a challenge. Samples are often (poly)crystalline, [6]

which affects the device performance since any repeated bending causes film fragmentation. [7]

Furthermore, even thermodynamically stable phases, e.g. zincblende or rocksalt, are only grown

under very specific conditions of substrates and/or at high pressure (see, for example, refs. 8–

12). Although successful growth of thin a-ZnO films with thicknesses ranging from 5 to 100 nm

using different techniques and on different substrates has been reported, [13–18] the morphology of

these films remains controversial due to the lack of high intensity X-ray diffraction or grazing

incidence X-ray and neutron diffraction characterization. Many of such films are reported to

contain nanocrystalline inclusions. [13,16,18–20]

Amid largely unsuccessful attempts to grow good quality a-ZnO films, theoretical predictions

of a-ZnO have been more optimistic. Stable a-ZnO structures have been produced using mainly

ab initio molecular dynamics (MD) melt and quench (MQ) methods. [21–26] These computation-

ally demanding calculations use small periodic cells, very high cooling rates and provide limited

statistics of structural characteristics. The sampling of the a-ZnO configurational space has been,

therefore, poor and a distribution of electronic properties has not been provided yet.

Recently, we investigated the ability of bulk ZnO to form glass structures using interatomic

potentials (IPs) and a MQ procedure within isothermal-isobaric (NPT) ensemble. [27] This allowed
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us to use large (up to 768000 atoms) periodic cells and improve the statistics of the distribution

of a-ZnO structural characteristics. These calculations have demonstrated that cooling rates in a

MQ procedure equal or exceeding 100 K ps−1 lead to formation of stable and uniform amorphous

structures. ZnO samples show, however, different degrees of crystallinity at lower cooling rates.

The average density of a-ZnO samples produced using IPs is about 5.04 g cm−3 and the coordination

numbers of Zn and O atoms are around 3.9, reflecting the strong propensity to crystallization.

Still, the stability tests carried out using the Activation-Relaxation Technique (ART) [28–32] and

simulated annealing demonstrated that the obtained amorphous structures are stable. [27]

Advances in ultrafast liquid quenching and deposition of thin films on cold substrates [33–36]

make achieving growth of amorphous ZnO films a tangible prospect. Their potential use in

(photo)electronic devices will expose these films to electrons and holes. Therefore, questions arise

whether a-ZnO films will retain good electron mobility and whether there is any possibility for

electron or hole localization due to disorder. Such localization in deep states has been predicted

theoretically and supported experimentally in other amorphous oxides, such as a-SiO2, HfO2,

Al2O3, TiO2 and others, [37–39] where there is either no or very shallow polaron formation in the

crystalline phase.

Localized charged traps and polarons play a crucial role in many materials chemistry appli-

cations, including photovoltaics, photochemistry, optoelectronics [40] and photoconductivity. [41] In

photo-catalysis, for example, electron-hole recombination is highly undesirable leading to short

exciton lifetime and a poor photocatalyst. Evidence exists that holes can be trapped in polaronic

states in ZnO. Recently, the existence of photogenerated intermediate radius hole polaron in (101̄0)

oriented ZnO single-crystal substrates has been suggested in ref. 42. Photogenerated ZnO holes are

also important in hybrid systems, such as polyaniline-ZnO, where the polymer is used to enhance

the oxide’s photoactivity and to inhibit photocorrosion. [43] Moreover, due to their photocatalycic

activity, ZnO nanoparticles have been synthesized as anticancer and antibacterial agents. [44–48]

In photochemistry, ZnO excitons can produce reactive oxygen species, including hydroxyl radicals

(OH– ) and hydrogen peroxide (H2O2) from water and oxygen, which effectively decompose organic

compounds. [49] In the case of photoconductivity processes, it has been reported that the presence
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of hole traps in ZnO nanowires prevents carrier recombination, extending the photocarrier lifetime

and, therefore, improving its photoconductivity performance. [41] Furthermore, it has also been

suggested that hole traps in ZnO may play a role in conductivity of ZnO varistors. [50]

In spite of their importance, understanding of electron and hole trapping states in a-ZnO is still

lacking. In this work, we study the electronic structure and electron and hole trapping properties

of crystalline and amorphous ZnO using DFT with a hybrid functional, which reproduces the

experimental ZnO:LiZn defect. An ensemble of fifty 324-atom structures is employed to obtain

the distribution of structural and electronic properties of a-ZnO. The results demonstrate that

electrons do not localize in a-ZnO but holes form deep localized states with average trapping energy

of about 0.9 eV –a feature not observed in c-ZnO. Localized holes prefer to remain separated rather

than forming a bipolaronic state. We also show that dispersion at the CBM is not affected upon

amorphization, suggesting that high electron mobility should be retained. An average a-ZnO wide

band gap of 3.36 eV is calculated with no states splitting into the band gap, which accounts for

no substantial detrimental effect on the optical transparency upon amorphization. The theoretical

findings reported here may have important implications for applications of a-ZnO as a TCO and

for understanding photo-induced processes in a-ZnO.

2 Computational Details

Fifty a-ZnO structures were generated using highly accurate IPs. [51] These structures are quasiperi-

odic with a periodic cell containing 324 atoms in a cubic 3D-periodic arrangement. Every structure

was fully reoptimized, using both generalized gradient approximation (GGA) and hybrid function-

als, and tested for charge localization, as discussed in more detail below.

2.1 Amorphous Structures

Amorphous structures were generated using an MD MQ approach with the LAMMPS code [52]

and a Born-Mayer-type IPs developed in ref. 51. These IPs reproduces a wide range of physical

and structural properties of c-ZnO, such as lattice parameters, thermal expansion coefficients,
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vibrational spectra, surface energies, dielectric response, elastic and piezoelectric constants, and

formation energies of point defects in a good agreement with experimental data. [12,53–55] We note

that the original IPs uses a polarizable shell model, whereas in this work the computational cost

was reduced by using a rigid ion model, with ionic charges of +2 and -2 on Zn and O, respectively.

Every a-ZnO structure was generated, within an NPT ensemble with a Nosé-Hoover thermostat

and barostat, using the following procedure: (i) equilibration of the system for 50 ps at 300 K; (ii)

temperature was linearly increased to 5000 K for 50 ps; (iii) the system was stabilized for 500 ps at

5000 K; (iv) structures were cooled down to 300 K with a cooling rate of 100 K ps−1; (v) the system

was equilibrated for 50 ps at 300 K. Cubic periodic cells were used in all cases. Coordination

numbers, radial and bond angle distribution functions were calculated with the R.I.N.G.S. code [56]

using a cutoff of 2.45Å. The radial cutoff was chosen at the tail of the first peak of the radial

distribution function graph (see Figure 1).

Further, we have used the ART method [28–32] to explore the energy landscape of every a-ZnO

structure produced. A Metropolis temperature of 0.25 eV has been used as a criterion to ac-

cept/reject new events (minima). A local distortion was used within the ART code with a cutoff

radius of 3.5Å. The atomic structure and stability of a-ZnO produced in this way are discussed

in detail in ref. 27.

2.2 Periodic DFT calculations

All electronic structure calculations were performed using the Gaussian and plane-wave CP2K

code. [57] The GGA Perdew-Burke-Ernzerhof (PBE) functional [58] was employed for initial geometry

optimizations. A kinetic energy cutoff of 600 Ry (8163 eV) was sufficient to converge the bulk lattice

energy (four atoms unit cell) to less than 1 meV. The DZVP-MOLOPT-SR-GTH basis sets [59] were

employed for all atomic species with the GTH pseudopotentials. [60] When an atomic relaxation

was performed, forces on all ions were converged to less than 0.02 eVÅ−1. A 300-atom unit cell

was used for the crystalline phase.

For a more accurate description of electronic structure, the hybrid PBE0-TC-LRC functional [61]

with an exchange cutoff radius (R) of 3.0Å was employed (this method is called h-DFT in further
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Figure 1: Average radial distribution function from 50 a-ZnO structures. The steps to generate
the amorphous structures is given in Section 2.1. Every structure was fully reoptimized by the
PBE0-TC-LRC functional and their average and distribution is shown in green and grey. The
calculated IP and PBE profiles [27] are also shown as a comparison. Vertical yellow lines represent
the wurtzite bulk ZnO values.
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discussion). The form of this functional is similar to the hybrid HSE (Heyd-Scuzeria-Ernzerhoff)

functional. [62] The 37.5% of the Hartree-Fock (HF) exchange were used to reproduce the exper-

imental c-ZnO band gap within 2%. This amount of exact exchange is commonly used with

HSE06 [63–65] to study defects in ZnO as it reproduces the experimental c-ZnO band gap and the

position of its band edges and reliably predicts formation energies and charge transition levels

of defects in ZnO. [66–68] We use the PBE0-TC-LRC functional in conjunction with the auxiliary

density matrix method (ADMM) [69] to reduce the computational cost of the h-DFT calculations.

2.3 Modeling of polaronic states

The deficiency of (hybrid) DFT methods in describing electron localization and polaron states

is widely recognized. [70–73] The polaron trapping energies in crystals are usually small (< 0.3 eV)

and, therefore, even qualitative predictions of polaron states can be inaccurate. Since polaron

localization is particularly affected by the self-interaction error inherent in DFT, satisfying the

Koopmans’ condition [74] is often considered as a prerequisite for accurate prediction of polaron

stability. [75] The PBE0-TC-LRC functional has two parameters which can be varied to satisfy the

Koopmans’ condition - the truncation radius and the amount of HF exchange. Here, we used the

approach described in refs. 38,76–78. The truncation radius R was varied to satisfy the Koopmans’

condition at two values of Hartree-Fock (HF) exchange of 25% and 37.5% so that the following

function is minimized: [38]

J(R) =[εHOMO(Nelect) + Egs(Nelect − 1)

− Egs(Nelect)]
2 + [εHOMO(Nelect + 1)

+ Egs(Nelect) − Egs(Nelect + 1)]2,

(1)

where Egs(Nelect) is the total energy of a ground state (gs) system with Nelect electrons in the

perfect neutral system. εHOMO(Nelect) is the highest occupied molecular orbital (HOMO) of a

neutral cell with Nelect electrons. In both cases the minimum of J(R) is at R = 3Å. We note

that the linearity condition is satisfied better when a standard value of 25% of HF exchange is

used. However, at this value the bulk band gap of c-ZnO is underestimated by 26% (2.54 eV).
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When using 37.5% of HF exchange, the band gap is in good agreement with experiment but the

Koopmans’ condition is satisfied much worse. Both the underestimation of the c-ZnO bulk band

gap and the overcorrection of the the linearity condition have been previously reported for the HSE

hybrid functional using the same values of HF exchange. [75,79] The dilemma one is facing when

trying to satisfy both the band gap and the Koopmans’ condition when modeling polaron states

has been discussed recently in ref. 80.

In most of the calculations reported in this paper, the amount of HF exchange was fixed at

37.5% to match the experimental c-ZnO band gap of 3.44 eV. [81,82] Nevertheless, as we show below,

using the standard amount of HF exchange (25%) does not change our qualitative conclusions.

To test how the h-DFT functional is reproducing the known polaronic states, we calculated

the properties of ZnO:LiZn center, which has been studied experimentally and theoretically. [83–88]

The thermodynamic charge transition level for the LiZn defect, (Li–O)−/0, was calculated using

the usual expression:

Ef =Edefect
tot − Ebulk

tot +
∑
i

niµi

+ q(EV BM + ∆EF ),

(2)

where Edefect
tot and Ebulk

tot are the total energies of the defective and non-defective cells. The change in

the number of atoms (positive for additions and negative for removals) and the chemical potential

of the removed/added i species are given by ni and µi. EV BM , q, and ∆EF are the position of the

valence band minimum (VBM), the charge of the defect and a free parameter which accounts for

the shifts of the Fermi level, respectively.

The stability of a hole/electron polaron is characterized by its trapping energy, Etrap. It is

commonly defined (see e.g. refs. 38,89,90) as a difference between the total energies of the system

with an extra electron or hole in a perfect geometry state (e.g. perfect crystal) and after the

full geometry relaxation. If the fully relaxed state corresponds to a localized charge and is lower

in energy than the delocalized state, Etrap corresponds to the thermal ionization energy of the

polaron. This definition works well for crystals but is slightly ambiguous for amorphous solids as

electronic states of extra electrons or holes in initial unrelaxed state in amorphous structure may

be partially localized. Finally, to investigate whether two localized hole states can combine to form
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a bipolaron, we have calculated the interaction of two localized holes in over 20 a-ZnO structures.

To aid the analysis of electronic states we used an inverse participation ratio (IPR). This

parameter is often used to characterize the degree of localization of vibrational and electronic

states in amorphous solids. [38,91–96]. It is particularly convenient when an atom centered basis set

is used, as is the case in CP2K. The IPR is calculated as:

IPR(ψn) =

∑N
i=1 c

4
ni

(
∑N

i=1 c
2
ni

)2
, (3)

where

ψn(r) =
N∑
i=1

cni
φi(r) (4)

is a linear combination of atom-centered basis functions, N is the total number of atomic orbitals

and φi are the basis functions. Using this representation, IPR ranges from 0 to 1, with a higher

IPR values corresponding to localized states, and smaller IPR values corresponding to delocalized

states.

Finally, we note that any amorphous structure obtained by freezing a melt may be locally un-

stable meaning that some local perturbation can cause local structural relaxation. Since electron

or hole localization is accompanied by significant distortions in the surrounding amorphous net-

work, they may induce such a perturbation. This is manifested in the fact that, when a charge is

removed and the system is allowed to relax, it does not return into its initial state and remains in

another (usually lower) energy minimum of neutral amorphous structure. This has been observed,

for example, in the case of hole trapping in hydrogenated amorphous silicon. [97] If this occurs, such

a state drops out of distribution of trapping energies caused solely by disorder of local environment.

To distinguish such situations we used the following procedure for trapped holes in all 50 a-ZnO

samples: (i) a hole was introduced into the amorphous structure and the system was fully relaxed;

(ii) the structure was then made neutral and fully relaxed again; (iii) if the new structure was

different from the original one, step (i) was repeated again; (iv) this process is repeated until the

neutral structures from two consequent steps are the same. All considered a-ZnO structures were

reversible with respect to hole trapping/de-trapping after maximum of two cycles.
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3 Results and Discussion

3.1 Properties of c-ZnO

The structural characteristics of wurtzite ZnO as well as the band gap are compared with ex-

perimental values in Table 1. The IP calculations reproduce the geometric characteristics better

than DFT, but generally the agreement with experiment is quite good. Not unexpectedly, PBE

significantly underestimates the band gap.

The left-hand panel of Figure 2 shows the density of states (DoS) of c-ZnO calculated using

h-DFT and the super-imposed IPR spectrum. The latter demonstrates that the electronic states

are fully delocalized and the bottom of the conduction band has large dispersion. We tried to

localize electrons and holes in c-ZnO by e.g. inducing precursor lattice deformation and allowing

the charged system to relax, but both extra electron and hole remained delocalized. This is in

agreement with previous calculations. [90,98]

Table 1: Bulk properties of the wurtzite structure of ZnO. Deviations from experiment are shown
in parenthesis.

Experiment [81,82,99] IP PBE PBE0-TC-LRC

a (Å) 3.2417 3.2525 (+0.33%) 3.2943 (+1.62%) 3.2120 (-0.91%)
c (Å) 5.1876 5.1979 (+0.20%) 5.3010 (+2.18%) 5.1827(-0.09%)
u 0.3819 0.3806 (-0.34%) 0.3802 (-0.45%) 0.3791 (-0.73%)
ρ (g/cm3) 5.73 5.68 (-0.87%) 5.42 (-5.41%) 5.83 (+1.75%)
Band gap (eV) 3.44 0.72 3.51 (+2.03%)

3.2 LiZn Defect

To test the h-DFT further, we calculated the experimentally and theoretically well-known LiZn

defect in wurtzite ZnO. [75,84,85] In this structure, the Zn cations are four-coordinated with a Zn–O

distance dZn-O = 1.97Å. Upon substitution of Zn for Li ion, there is a strong local atomic relaxation

and a localized hole state is formed on one of the neighboring O ions (see Figure 3). The created

LiZn defect shows two different stable configurations: the axial and the nonaxial (Figure 3), where

a hole is localized on the axial O ion or on one of the three equivalent O ions in the hexagonal
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a ) c-ZnO b ) a-ZnO

Figure 2: DoS for neutrally charged a) wurtzite and b) a-ZnO structures using the PBE0-TC-LRC
functional and a Gaussian smearing of 0.20 eV. The top of the valence band (VB) was set to 0.0 eV.
States in the conduction band (CB) were amplified by a factor of 5 to improve visualization. IPR
spectra is shown in red. Higher IPR values denote stronger localization. The a-ZnO DoS and
IPR plots were averaged from the 50 different amorphous structures. Inset: CBM amplification of
c-ZnO (*) and a-ZnO (+) with Gaussian smearing of 0.20 and 0.001 eV. The profiles in the inset
were shifted to help comparison.

sheet, respectively. Both Li and O ions undergo strong atomic relaxation, increasing their initial

bond distance by ≈ 34%. For the axial LiZn defect, d‖ = 2.64Å ( +34%) and d⊥ = 1.87Å, whereas

for the nonaxial defect, d‖ = 1.87Å and d⊥ = 2.61Å ( +34%). Nonaxial oxygen with no localized

hole have the same dLi-O as d‖ of 1.87Å. These structural parameters for the ZnO:LiZn defect are

in excellent agreement with previous theoretical reports by Lany and Zunger [75] and analysis of the

anisotropic Li hfs interaction by Schirmer. [84]. Within the h-DFT accuracy, both configurations

are equally stable and are in a good agreement with experiment [85] where the axial defect was

observed to be more stable by only 15(4) meV. We note that the PBE functional fails to reproduce

this hole polaron, upon Li substitution on Zn site, the hole wavefunction delocalizes across the

whole lattice.

Experimentally, the optical absorption of the ZnO:LiZn defect shows a wide band peak at

≈ 1.5 eV, which has been correlated with the Li+–O– charge state, monitored by electron param-

agnetic resonance (EPR). From this peak, using theory for tetrahedral polarons (peak at 8/3Ep ≈
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Figure 3: The calculated spin density (blue) and atomic structure of the LiZn defect, before and
after atomic relaxation. Isosurface is not shown for the unrelaxed and delocalized defect. After
relaxation, the hole is localized either axially or nonaxially, as shown in the figure. The direction
of the atomic Li-O relaxation is shown by arrows. Energies with respect to the unrelaxed structure
are shown below the figures. Green and red are reserved for Li and O atoms, respectively.

1.5 eV), a polaron stabilization energy (Ep) of ≈ 0.6 eV has been deduced. [86]

In this work, trapping energies of 0.70 and 0.71 eV have been calculated for the axial and

nonaxial structures. These values are in good agreement with those reported by Schirmer (polaron

stabilization energy, Ep) and Sokol. [100]

This defect acts as a deep acceptor with a thermodynamic transition level, (Li–O)−/0, of 0.67 eV

above of the VBM, which is in agreement with previous studies (0.5 eV to 0.8 eV [101]).

We conclude that the hybrid PBE0-TC-LRC functional accurately models the electronic struc-

ture of non-defective c-ZnO and the hole polaron formed in the ZnO:LiZn defect. Therefore, we

have chosen this functional to study electron and hole localization in amorphous ZnO.

3.3 Atomic Structure and Stability of a-ZnO

The geometries of fifty a-ZnO structures obtained using IPs and the MQ MD procedure described

above were further optimized using DFT with the PBE and the PBE0-TC-LRC functionals. The

average structural characteristics are summarized in Table 2. In general, there is an excellent

agreement between IP and DFT structures, with a topology well defined by IP and preserved after
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the DFT reoptimization. The radial distribution functions are shown in Figure 1. The average

a-ZnO CN is ca. 3.9, which is very close to that in c-ZnO. Most of the Zn and O species (85%)

keep a 4-coordinated environment. The remaining ions are 3-coordinated (11%) and 5-coordinated

(4%). The bond angle distribution (Figure 4) is wide among all a-ZnO structures with a IP (DFT,

h-DFT) mean of 109.3◦ (109.1◦, 109.2◦) and two peaks at ca. 89◦ (rock-salt) and 112◦ (wurtzite).

There is a density reduction of 11.27, 8.3 and 8.2% for IP, DFT and h-DFT, respectively, relative

to their c-ZnO values —the density distribution with a Gaussian smearing is shown in Figure 5.

The distribution of excess energy, ∆E (the energy difference per ZnO unit of the amorphous

structure with respect to the wurtzite structure) among the 50 different a-ZnO structures is within

0.01 eV for both DFT functionals with an average of 0.32 and 0.38 eV for the PBE and the PBE0-

TC-LRC functionals, respectively. Similar excess energies have been published for Zn-based oxides

(In2O3(ZnO), InGaZnO4, InAlZnO4). [102]

The energy landscape of every a-ZnO structure was explored using the activation-relaxation

technique. In general, the MQ-generated a-ZnO amorphous structures have high structural sta-

bility and low propensity for crystallization. We found all structures except one to be stable

with respect to local structural re-arrangements generated by the ART algorithm. In one struc-

ture, well-defined crystal motifs appeared as a result of structural rearrangements following the

ART procedure. In agreement with our previous work, [27] these results suggest that stable a-ZnO

samples could be produced by fast cooling of a melt.

3.4 Electronic Structure of a-ZnO

The electronic structure calculations were carried out for fully h-DFT optimized simulation cells.

Figure 2b shows the a-ZnO DoS and the IPR spectrum averaged over 50 structures. The top

of the VB is mostly composed of O 2p orbitals with some Zn 3d contributions; whereas Zn 4s

states dominate at the CBM. When compared to the crystalline phase, amorphous structures

show broader peaks, which can be attributed to mixing of the molecular orbitals. The character

of the band edges remains the same as in c-ZnO.

We note that several peaks above 2 eV in Figure 2 for both c-ZnO and a-ZnO are part of the
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Figure 4: The Zn-O-Zn bond angle distribution, from 50 a-ZnO structures, calculated with the
PBE0-TC-LRC functional is shown in grey. Average profiles for fully optimized IP, PBE [27] and
PBE0-TC-LRC structures are also displayed. Vertical green lines represent the wurtzite bulk ZnO
values: ≈ 108◦ for two Zn in different hexagonal planes and ≈ 110◦ for two Zn in the same
hexagonal sheet.
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Figure 5: Density distribution (with a Gaussian smearing of σ = 0.01 g cm−3), from 50 structures, of
the PBE0-TC-LRC a-ZnO structures. IP and DFT distributions [27] are also shown for comparison.
The wurtzite bulk value at 298 K is 5.6 g cm−3. [103]

15



Table 2: The average numbers of 3, 4 and 5-coordinated atoms (in percentage) and density (ρ,
in g/cm3) for 324-atom a-ZnO structures calculated using IPs and two density functionals. The
number of samples is 50 for each column. The average excess energy, ∆E in eV, and its standard
deviation is also shown. The average CN for Zn and O species is given by nZn and nO. Calculated
averages are after a full optimization.

Type CN IP PBE PBE0-TC-LRC

Zn 3 11.9 12.1 12.1
4 85.0 84.6 85.8
5 3.0 3.2 2.1

O 3 12.6 12.5 11.6
4 83.7 83.9 86.8
5 3.7 3.6 1.6

∆E 0.50 0.32 0.38
∆E std dev 0.02 0.01 0.01
nZn 3.91 3.91 3.90
nO 3.91 3.91 3.90
ρ 5.05 4.97 5.35

CB. The apparent discontinuity of the DoS results from the fact that our Γ-point calculations in

300 atom cell of c-ZnO do not account for enough k points. The c-ZnO DoS calculations [53] using

a dense k-mesh of 9 × 9 × 7 and a hybrid PBEsol0 functional show a continuous DoS. A test,

using cell sizes 8 times bigger (2400 and 2592 atoms for c-ZnO and a-ZnO) than the ones shown in

Figure 2 and the GGA PBE functional, showed no splitting at the CBM and a similar behaviour

of c-ZnO and a-ZnO around the bottom of the CB. The DoS characteristics across all 50 a-ZnO

samples are similar with no states splitting into the gap due to disorder. Therefore, no substantial

detrimental effect on the optical transparency of a-ZnO is expected.

In a semiconductor, the effective mass, which is directly related to band dispersion, can be cal-

culated from the shape of the DoS near to VB and CB edges (see, e.g., Section 4.6 and Eq. 4.33 in

ref 104). Therefore, the small differences between the c-ZnO and a-ZnO close to the CBM suggest

that dispersion is not severely affected upon amorphization (see inset in Figure 2a). In contrast,

the a-ZnO VB is much less disperse than in c-ZnO. We note that similar effects upon amorphiza-

tion on the effective mass have been reported for other Zn-based semiconductors. [102,105,106] The

high dispersion on the a-ZnO CB is consistent with the IPR spectra in Figure 2b and the de-

localized nature of the lowest unoccupied molecular orbital (LUMO) illustrated in Figure 6. It
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is characteristic to other materials with a s-band CB character (see refs. 105,107 and references

therein).

For a-ZnO, the IPR spectrum exhibits well localized states at the VBM and no localization at

the CBM (Figure 2b). Upon amorphization, the intrinsic n-type conductivity in ZnO will not be

substantially affected by the presence of “heavy” electrons at the CB. On the other hand, some

degree of localization of VBM states suggests that disorder can lead to hole localization upon struc-

tural relaxation. Similar asymmetry in the character of localization of the a-ZnO VBM and CBM

states has also been seen in other amorphous oxides, such as In2O3, IGZO, Al2O3. [21,38,105,106,108–110]

The average a-ZnO band gap is ca. 3.36 eV, e.g. 0.15 eV lower than that in the crystalline

phase, with a standard deviation of 0.08 eV. The latter is in line with experiments, [111] where oxides

with large cations (ri & 0.7Å) show no significant band gap difference between the crystalline and

amorphous phase, whereas gap widening is observed for more compact cations. For instance, in

Al2O3, hybrid DFT band gap goes from 5.5 to 8.6 eV as a result of oxide crystallization. [38,111]

3.5 Electron and hole trapping in a-ZnO

To the best of our knowledge, no electron or hole polaron formation has been observed in c-ZnO.

This is corroborated by the IPR spectrum of c-ZnO in Figure 2a, which shows that all states in the

valence and conduction bands are delocalized. However, the IPR spectrum of a-ZnO in Figure 2b

exhibits several states with different degree of localization near VBM whereas the conduction band

states remain delocalized. The character of one-electron wavefunctions of these a-ZnO states is

illustrated in Figure 6. Extra electrons indeed remain delocalized in a-ZnO. In contrast, extra holes

added into a-ZnO cells localize spontaneously in every structure upon the geometry optimization.

3.5.1 Structure of localized holes

Holes in a-ZnO localize in two different configurations: i) on O 2p orbitals of one or two O ions;

and ii) on Zn 3d and O 2p orbitals; both configurations are shown in Figure 7. From fifty 324-atom

a-ZnO structures, 70% (16%, 2%) of the holes sit in p orbitals of 3-coordinated (4-coordinated,

2-coordinated) oxygen ions, the remaining 12% holes are shared by 5 ions: one Zn (3d orbitals) and
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a ) HOMO b ) LUMO

Figure 6: The wavefunctions of the HOMO and LUMO of a-ZnO. Grey is reserved for Zn atoms.
Blue and yellow indicate positive and negative isosurfaces.

its 4 adjacent O atoms. In the case of hole localization on O ions, in 92% of cases it is localized on

one O ion and in 8% delocalized by two O ions. As discussed earlier, the VBM of c-ZnO and a-ZnO

is mainly comprised from O 2p states with some contribution from Zn 3d states. This explains

why the hole localization involves Zn atoms in 12% of the structures. The geometry of these hole

states is planar-like in every structure, as seen in Figure 7. An example of the structural changes

upon full geometry relaxation of the most common a-ZnO hole polaron is shown in Figure 9.

3.5.2 Trapping energies of localized holes

Hole trapping energies range from 0.59 to 1.30 eV, with an average of 0.87 eV and a standard

deviation of 0.17 eV. The distribution of trapping energies shown in Figure 8 spans over 0.7 eV.

On average, the deeper traps correspond to 2-coordinated O ions (1.3 eV) < 3-coordinated O-

ions (0.9 eV) < 4-coordinated O-ions (0.71 eV) < configurations involving Zn ions (0.7 eV). The

a-ZnO IPR spectrum in Figure 2b shows four states at VBM with higher degree of localization.

Correspondingly, on average, there are 3-4 precursor sites in each 324-atom cell (9.78 × 1020 cm−3).

This concentration is of the same order as in a-Al2O3
[38] but the traps for a-ZnO are, on average,

70% shallower.

We note that the calculated trapping energies are affected by several factors with respect to
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similar calculations in the crystal phase. Since they are calculated as total energy differences

between the initial hole state in the a-ZnO structure and the fully relaxed state, they are affected

by the fact that the initial hole states are already partially localized, as illustrated in Figures 6a

and 9a, but the degree of localization differs in different a-ZnO samples. The greater difference

in the degree of localization between an unrelaxed and relaxed charged state results in a higher

kinetic energetic cost upon localization. Measuring the trapping energies with respect to the hole

mobility edge, which is located about 0.5 eV deeper with respect to the VBM (see Figure 2b),

would reduce the trapping energies.

The second significant factor is the amount of HF exchange. As discussed earlier, the 37.5%

of the HF exchange selected to reproduce the experimental c-ZnO band gap overcorrects the

functional’s linearity, whereas the standard 25% of HF exchange satisfies the Koopmans’ condition

but underestimates the c-ZnO band gap. Therefore, we have recalculated the hole trapping energies

for every a-ZnO structure using the standard 25% HF exchange, with the distribution of trapping

energies shown in Figure 8. Qualitatively, the results remain the same but the trapping energies

are on average lower when less HF exchange is used. Hole trapping energies using 37.5% (25%)

exchange are, on average, 0.87 eV (0.52 eV). The standard deviation of trapping energies are,

nevertheless, similar reflecting the distribution of local environments of structural precursor sites.

The fact that holes remain localized in a-ZnO at two significantly different values of the HF

exchange provides additional confidence that a-ZnO structures can trap holes.

Yet another factor affecting the distribution of hole trapping energies concerns the fact that

simulation cells have different PBE0-TC-LRC densities ranging from 5.20 to 5.44 g/cm3. The

physical meaning of distribution of densities in a-ZnO structures has been discussed earlier. [27]

The ensemble of relatively small 324-atom simulation cells reflects the local density variations in

different regions of a macroscopic sample, as shown in ref. 27 using a 768000-atom cell. From this

point of view, the distribution of trapping energies accounts for traps located in different regions

of an a-ZnO sample. There is no correlation between the charge trapping energies and the density

of the simulation cell.

Finally we note that the so-called “reversibility" also affects the values and distribution of
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a ) Hole localized on an O p orbital b ) Hole localized on Zn d and O p orbitals

Figure 7: The spin density of the hole polarons (blue) in a-ZnO. a) The hole is centered in an
undercoordinate O ion. b) The hole is centered in a 4-coordinated Zn d orbital and its adjacent O
ions.

trapping energies shown in Figure 8. In a crystal, hole trapping/detrapping can be repeated

without inducing any structural changes. Our calculations show that hole configurations with high

trapping energies in a-ZnO lead to significant changes in the amorphous structure. In some cases,

when the missing electron is injected into such structures, the a-ZnO structure does not return into

its previous state but remains in a different minimum of the energy landscape. Adding a hole back

typically leads to smaller trapping energies. This means that the original high trapping energy

includes the gain in energy due to the structural rearrangement. From the 50 a-ZnO structures,

16 samples were found to be irreversible after the first cycle (shown in Figure 8 with arrows),

with only 1 showing strong atomic distortions between the two local minima. After the first cycle,

most of the irreversible cases (12) find a shallower hole trap, whereas the rest have deeper traps

in the second cycle. In our a-ZnO simulation cells, there are more than one precursor sites that

can localize a hole, in 9 out of the 16 irreversible cases, the hole polaron in the second cycle sits in

a different site. All structures were found to be reversible after the second cycle. Similar results

have been obtained for hole traps in hydrogenated amorphous silicon. [97]
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Figure 8: Calculated hole trapping energies for 50 structures using 37.5% and 25% of the exact HF
exchange and 324-atom simulation boxes. The 16 irreversible cases are shown with arrows. The
Gaussian smeared charge trapping energy distribution is shown on the right with a σ = 0.05 eV.

a ) Spin density before optimization b ) Spin density after optimization

Figure 9: An example of the the spin density of the most common hole polaron in a-ZnO. a)
Before structural optimization, and b) after the full geometry relaxation.

3.5.3 Interaction between localized holes

Binding of localized holes and formation of bipolarons has been suggested in several metal oxides,

such as HfO2, Al2O3, anatase TiO2, V2O5, MoO3, InGaZnO, etc. [110,112–114] In all cases hole bipo-

larons are stabilized by forming a bond between the two adjacent O ions each carrying a hole.

The energy gain due to this bond formation has to exceed both the hole-hole Coulomb repulsion
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and the cost of large distortion of the surrounding amorphous network. We note that, the oxides

mentioned above all share relatively short O–O distances, which facilitates the O–O bond forma-

tion upon hole trapping. However, in a-ZnO the O–O separation is, on average, about 30% larger

than in those oxides, which implies a much higher energetic penalty for O–O binding and the ac-

companying structural distortions. This is the most likely reason why no pairing of localized holes

was observed in a-ZnO. Two localized holes prefer to remain separated in all a-ZnO structures

considered.

4 Summary and Conclusions

To summarize, the results of h-DFT calculations predict hole localization in a-ZnO structures, but

no electron localization. A total of 50 a-ZnO structures, consisting of 324 atoms, were created

using a MD MQ technique with the potential energy landscape described by accurate IPs. Both

atomic positions and lattice parameters were fully optimized using the PBE and PBE0-TC-LRC

density functionals. The hybrid PBE0-TC-LRC functional was tested for compliance with the

generalized Koopmans’ condition and was used with both 37.5% and 25% HF exchange. This

functional reproduces the localized hole states in the well-known LiZn defect in c-ZnO and its

thermodynamic (0/-) transition level. The character of the band edges of a-ZnO remains the same

as in c-ZnO: VB consists of O 2p orbitals and some Zn 3d contributions, whereas Zn 4s states are

predominant at the CBM. The a-ZnO VB is less disperse than that in c-ZnO and IPR spectrum

exhibits localized states at the band edge. The dispersion in the a-ZnO CB remains similar to that

in c-ZnO and no localized states were predicted by the IPR analysis. Calculations of extra electron

and holes in c-ZnO demonstrate no localization. However, h-DFT calculations predict stable hole

trapping in a-ZnO for both values of HF exchange employed. Holes localize predominantly on low-

coordinated oxygen ions with trapping energies ranging from 0.57 to 1.30 eV averaging at 0.87 eV.

The trapping energy is larger for lowest coordinated O sites in a-ZnO. No pairing of two localized

holes was found in a-ZnO.

The average a-ZnO band gap is larger than 3 eV with no defect states in the middle of the band

gap, which accounts for a good transparency. Electron conductivity of a-ZnO can be controlled
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by doping, as in c-ZnO. High dispersion of the CB maintained upon amorphization (see inset

in Figure 2a) should provide high mobility of electrons in the CB. Therefore, a-ZnO is expected

to remain a good n-type TCO. The presence of hole traps in a-ZnO could, however, improve

the performance of this material in other applications, such as photo-catalysis, where exciton

recombination is highly undesirable.
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by a factor of 5 to improve visualization. IPR spectra is shown in red. Higher IPR

values denote stronger localization. The a-ZnO DoS and IPR plots were averaged

from the 50 different amorphous structures. Inset: CBM amplification of c-ZnO (*)

and a-ZnO (+) with Gaussian smearing of 0.20 and 0.001 eV. The profiles in the

inset were shifted to help comparison. . . . . . . . . . . . . . . . . . . . . . . . . . 11

3 The calculated spin density (blue) and atomic structure of the LiZn defect, before and

after atomic relaxation. Isosurface is not shown for the unrelaxed and delocalized

defect. After relaxation, the hole is localized either axially or nonaxially, as shown in

the figure. The direction of the atomic Li-O relaxation is shown by arrows. Energies

with respect to the unrelaxed structure are shown below the figures. Green and red

are reserved for Li and O atoms, respectively. . . . . . . . . . . . . . . . . . . . . . 12

4 The Zn-O-Zn bond angle distribution, from 50 a-ZnO structures, calculated with

the PBE0-TC-LRC functional is shown in grey. Average profiles for fully optimized

IP, PBE [27] and PBE0-TC-LRC structures are also displayed. Vertical green lines

represent the wurtzite bulk ZnO values: ≈ 108◦ for two Zn in different hexagonal

planes and ≈ 110◦ for two Zn in the same hexagonal sheet. . . . . . . . . . . . . . 14

5 Density distribution (with a Gaussian smearing of σ = 0.01 g cm−3), from 50 struc-

tures, of the PBE0-TC-LRC a-ZnO structures. IP and DFT distributions [27] are

also shown for comparison. The wurtzite bulk value at 298 K is 5.6 g cm−3. [103] . . . 15

6 The wavefunctions of the HOMO and LUMO of a-ZnO. Grey is reserved for Zn

atoms. Blue and yellow indicate positive and negative isosurfaces. . . . . . . . . . 18

7 The spin density of the hole polarons (blue) in a-ZnO. a) The hole is centered in

an undercoordinate O ion. b) The hole is centered in a 4-coordinated Zn d orbital

and its adjacent O ions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
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8 Calculated hole trapping energies for 50 structures using 37.5% and 25% of the exact

HF exchange and 324-atom simulation boxes. The 16 irreversible cases are shown

with arrows. The Gaussian smeared charge trapping energy distribution is shown

on the right with a σ = 0.05 eV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

9 An example of the the spin density of the most common hole polaron in a-ZnO. a)

Before structural optimization, and b) after the full geometry relaxation. . . . . . . 21
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