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We have developed a broadband time-resolved multi-channel near-infrared spectroscopy system that can monitor
the physiological responses of the adult human brain. This system is composed of a supercontinuum laser for the
source part and of an intensified charge-coupled device camera coupled with an imaging spectrometer for the de-
tection part. It allows the detection of the spectral, from 600 to 900 nm, and spatial dimensions as well as
the arrival time of photon information simultaneously. We describe the setup and its characterization in terms
of temporal instrument response function, wavelength sensitivity, and stability. The ability of the system to detect
the hemodynamic response is then demonstrated. First, an in vivo experiment on an adult volunteer was performed
tomonitor the response in the arm during a cuff occlusion. Second, the response in the brain during a cognitive task
was monitored on a group of five healthy volunteers. Moreover, looking at the response at different time windows,
we could monitor the hemodynamic response in depth, enhancing the detection of the cortical activation. Those
first results demonstrate the ability of our system to discriminate between the responses of superficial and deep
tissues, addressing an important issue in functional near-infrared spectroscopy. © 2018 Optical Society of America

OCIS codes: (120.3890) Medical optics instrumentation; (120.4825) Optical time domain reflectometry; (120.6200) Spectrometers

and spectroscopic instrumentation; (170.1470) Blood or tissue constituent monitoring; (170.2655) Functional monitoring and

imaging; (170.6920) Time-resolved imaging.
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1. INTRODUCTION

Functional near-infrared spectroscopy (fNIRS) is now a rel-
evant neuroimaging tool to monitor the brain activation of
adults or infants [1–3]. Although NIRS is increasingly used,
functional magnetic resonance imaging (fMRI) is still consid-
ered to be the gold standard of imaging the brain’s function
[4–6]. However, even though this technique is non-invasive,
some populations cannot be scanned. Indeed, the use of the
strong magnetic field is a contraindication in patients with im-
planted electronic devices, like pacemakers or brain stimulators.
There are also some difficulties in scanning a range of popu-
lations, such as claustrophobic people or people who have dif-
ficulties staying still for a long period of time, like children,
infants, or the elderly. Finally, it requires a heavy instrument
and a dedicated room. Contrary to fMRI, fNIRS provides a
simple way to monitor all populations, including the ones
incompatible with fMRI scans [7–9], without the movement
restriction constraint. Thus, fNIRS enables the monitoring

of new tasks, in a daily life or ecological environment, that need
free movement, like sports [10] or the monitoring of social
interactions [11]. It can also operate in extreme conditions
of acquisition, like for the monitoring of cerebral oxygenation
during parabolic flight [12].

Besides those possibilities, one of the great advantages of
fNIRS is the richness of the optical contrast of the cerebral
activity. fMRI can access in an indirect manner the cerebral
hemodynamics, from the deoxygenated hemoglobin concentra-
tion change (Δ�HHb�) due to the blood-oxygenation-level-
dependent (BOLD) effect [13]. Contrary to fMRI, fNIRS
has the potential to directly access the cerebral hemodynamics
due to the oxygenated and deoxygenated hemoglobin concen-
tration changes, Δ�HHb� and Δ�HbO2�.

One of the main difficulties in fNIRS is to separate the sys-
temic response due to the extracerebral layers from the response
of the brain due to the activation itself [14]. Indeed,most groups
are using continuous-wave (CW) systems [15] that are largely
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influenced by the contribution of the superficial layers (skin,
skull) [16,17]. Because of the wide use of CW systems, some
methods using those systems have been developed to overcome
this limitation. One of them uses short source-detector separa-
tion (SDS) [18,19]. This is based on the fact that in CWNIRS,
the distance between the source and the detector determines the
penetration depth of the light in the tissue [20]. Therefore, using
a short SDS concurrently with a long SDS, one can regress the
short signal, which is supposed to only probe the skin, from
the long signal, which has probed both skin and brain. However,
this technique still has some limitations. Indeed, it has been re-
ported that the skin blood flow distribution varies a lot depend-
ing on the location [21]. So, using only a small region of the skin
that is probed by the short SDS may not fully correct the skin
response. There is also the issue of sweating that is not uniform
across all of the skin. This issue is particularly important in sports
applications. Moreover, it is worth noting that this technique
uses the temporal domain to regress the short from the long
channel. Thus, as it has been shown by Kirilina et al. [22], this
could lead to an accidental removal of the cerebral signal itself
because of the high correlation between the systemic artifact
and the task-related cerebral response. A more recent work
has shown that using a principal component analysis (PCA)
Gaussian filter with a sufficient number of optodes can help
to compensate for global systemic artifacts [23], overcoming
the time correlation issue. However, those kinds of analysis re-
quire a large number of optodes, which is not always available.

Besides the CW systems, other techniques like time-resolved
(TR) systems can be used [24–26]. TR systems provide more
information than CW systems, which is a great benefit to im-
prove the accuracy of NIRS, at the cost of a more complicated
and expensive instrument [27]. These systems record the time
of flight of photons, which indirectly codes the depth of pen-
etration of the photons; by distinguishing the early from late
photons, one can separate deep from superficial tissues.
Thus, this technique can separate the superficial from deep
layers with only one SDS, including all the tissues probed.
This solves the issue of the contamination of the signal coming
from the brain by the skin, which is an impediment to the ex-
pansion of NIRS because it questions its reliability, especially
during exercise conditions [28,29].

However, even if TR systems are able to distinguish between
those deep and superficial tissues with this technique, no direct
correspondence can be made between the time of flight of pho-
tons and the real penetration depth. Thus, it could be good to
consider another dimension in order to help to discriminate
tissues, reinforcing the accuracy of this technique. In fact, it
has been showed that the TR dimension coupled to the spectro-
scopic dimension could lead to an improvement of the accuracy
[30,31]. In [30], Mottin and colleagues have shown that they
could retrieve the variation of [HHb] and �HbO2� in zebra
finches using those two dimensions, even if the detection is
extremely difficult due to the very weak contrast in those ani-
mals. In the context of human adult brain functional imaging,
spectral signatures of the tissue’s chromophores for all arrival
times of photons can help to give a better knowledge of the
photons’ path in tissues. It is also helpful for determining
the spectral signature of the physiological response.

The main goal of our work is to develop a NIRS system that
is able to detect the richness of the cerebral activity more
accurately by addressing the issue of skin contamination in
the fNIRS signal [32].

Due to the benefits of TR systems to separate superficial
from deep layers and the strength of a broadband system to
resolve multiple chromophores, we have chosen to couple these
two techniques.

We previously reported the first developments of the system
[33]. In this paper, we first describe the instrumental setup.
Then in Section 3, we describe the characterization of the
system in terms of instrument response function (IRF), wave-
length sensitivity, and stability. Finally, in Section 4, we report
our first in vivo experiments during both a muscular cuff
occlusion on the arm and during a cognitive task on the brain.
This will demonstrate the ability of the system to retrieve
hemodynamic changes and to discriminate between superficial
and deep tissues. Finally, we discuss the possibilities of improve-
ment of our approach both from a hardware and data process-
ing point of view and explain how we could take advantage of
all the information contained in our data.

2. SYSTEM SETUP

A. Overview
Figure 1 reports a schematic of the novel system developed at
the CREATIS laboratory. The system is composed of a super-
continuum laser (WhiteLase micro, Fianium UK) that provides
picosecond pulses in the spectral range of 400–2200 nm. First
the output beam of the laser is filtered in order to adapt the
emitted bandwidth to the transmission window of tissue and
to the detection bandwidth. We developed a low-pass filter
with a cutting wavelength at 1000 nm. This filter is composed
of a dichroic filter (DMSP1000, Thorlabs) that is followed by
broadband mirror (BB1-E02, Thorlabs) that reflects the input
light in the range 600–1000 nm. After the light has been re-
flected by this mirror, it passes through 2 mm of distilled water
to eliminate remaining infrared (IR) wavelengths, particularly
around 2 to 2.5 μm. We have not observed any thermal effects
or damage to the tissue in any of our studies. The filtered beam
is then injected into a homemade bundle by a FiberPort
Connector (Thorlabs). This FiberPort Connector is composed
of an achromatic lens, which couples the light with a FC/PC
fiber connector. The power delivered onto the tissue by this
emission fiber is about 12 mW for the 500–1000 nm band-
width. A photodiode is placed behind the mirrors to monitor
the power source stability. Homemade optical fiber bundles
and headgear were designed to connect the emission and de-
tection ports of the setup to the tissue. See Sections 2.B and
2.C for details about the bundles and headgear. It worth noting
that we have not used a classical bandpass filter for safety rea-
sons. Indeed, we could not find any filters that were character-
ized over such a large bandwidth. Therefore, we used water,
which has a well-defined absorption spectrum, in order to
be sure to block all the IR radiation.

The emergent light from the tissues is collected by the
detection part, which is composed of an objective that focuses
the light into an imaging spectrometer coupled with an inten-
sified charge-coupled device (ICCD) camera. Basically, the
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particularity of an ICCD camera is that an image intensifier is
positioned in front of the CCD chip. The camera is highly sen-
sitive and capable of high-speed gate operation (high-speed
shutter), which gives the TR capability of the system. The de-
tection optical fiber bundles are arranged vertically and fixed
into a homemade 3D-printed fiber holder to fit the entrance
slit of the spectrometer. To couple the light between the spec-
trometer and the optical bundles, an objective with unit mag-
nification has been designed. It consists of an afocal montage
composed of two achromatic lenses (49352INK, Edmund op-
tics). A lens anodized aluminium holder has been designed to
secure the lenses and fit into the C-mount entrance of the spec-
trometer. The spectrometer is an Imspector V10E (Specim,
Finland). It covers a spectral range from 400 to 1000 nm
(�10 nm) with an entrance slit width of 150 μm and an ef-
fective slit length of 9.8 mm. It provides a spectral resolution of
approximatively 20 nm. The imaging spectrometer is mounted
onto the camera via a C-mount adapter. An order-blocking fil-
ter is also inserted between the phosphor screen and the back of
the spectrometer in order to prevent the second-order spectrum
from overlapping with the end of the first-order spectrum.
Then, the spectrally decomposed light enters the ICCD cam-
era. Our ICCD camera provides a theoretical minimal time
gate of 200 ps that can be delayed with a minimal time step

of 10 ps. It can be synchronized with the laser at a maximum of
2 Mhz and has a maximum acquisition frequency of 76 Hz.

The main advantage of this detection scheme (spec-
trometer + ICCD camera) is that we can simultaneously acquire
the spectral and spatial information within a single time gate.
Table 1 summarized the main system characteristics.

B. Optical Fiber Bundles
We have manufactured our own optical fiber bundles, which
allow more flexible possibilities. For each bundle, source, or de-
tector, we used graded index optical fibers with 100 μm core
diameter (SEDI fiber, 100/140/250 VISNIR). These optical
fibers with low modal dispersion reduce the broadening of the
IRF. The size of the core is only slightly inferior to the size of the
slit width of our spectrometer; this improves the optical coupling
between the two. Depending on the application, we can adapt
the length of the bundles, which could be useful in the future,
during dual MRI/NIRS recordings, or in sports applications
when the subject must be free and not restricted. For typical ap-
plications, we have developed 2 m long fibers. The source part
consists of a bundle of eight optical fibers, which can be split into
two (four in each distal point), if two sources are required. The
power delivered is approximately 6 mW (in the 500–1000 nm
range) per channel for the two-source configuration and 12mW

Fig. 1. Schematic of the system setup.
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for the single-source configuration. For the detection part, we
can adapt the number of optical fibers per bundle to adapt
the signal-to-noise ratio (SNR). For typical applications, we
use four optical fibers per bundle. Concerning the fiber connec-
tions, homemade 3D-printed connectors have been designed to
connect the fibers to the scalp. It allows a 90° bending of the
fibers in order to have a more secure and easy way to install
the optodes. The source optodes are connected to the emission
part of the setup with a typical FC/PC connector. The detection
optodes are connected to the detection part of the setup with a
homemade 3D-printed piece that allows a vertical arrangement
of all the detection points in front of the slit of the spectrometer.
To secure the fibers to the scalp, a special headgear has been de-
signed. These connectors and headgear can be seen in Fig. 2.

C. Headgear Design
One of the main practical issues of NIRS is the placement of
the optodes on the head. Indeed, the fiber contact is essential
for a good quality of data. Thus, a special headgear has been
designed. The main specifications that we wanted to achieve for
the headgear were that it: is light and comfortable for the sub-
ject, allows precise positioning of the probes, is easily posi-
tioned, fixes the probes so there is no motion during the
measurement, and allows an easy clearing of the hair. Thus,
we built a homemade helmet with those specifications. It is
made of a black caoutchouc (Ray Tech Magic Rubber). We
used liquid caoutchouc that we could mold to a specific shape.
We designed the mold and 3D-printed it. Finally, A 3D-printed
part was designed to secure the different strips, which allows it to
be adapted to different head sizes. This helmet applied to all our
conditions. It can be seen in Fig. 2(c). All subjects reported that it
is sufficiently light and comfortable. It provides a good fixation of
our optodes and provides a framework for placing the optodes in
a 1 × 1 cm grid anywhere on the head. It provides a way to have
reproducible optode positions between subjects using the
international 10/20 system [34].

D. Acquisition Sequence
One of the drawbacks of the ICCD camera is the dead time
when electronically delaying the time gate (approximately

300 ms). This is incompatible with a fast functional measure-
ment. So, we have developed two different strategies to tackle
this problem.

1. Static Condition
The static condition is used when the acquisition rate is not an
issue, for example, when characterizing the optical properties of
tissue before the functional measurement, or to acquire the IRF.
Thus, the long dead time is not an issue and a high SNR, fine
temporally resolved temporal point spread function (TPSF) can
be acquired. Here we chose the narrowest gate width (200 ps)
and delayed it with a time step of 50 ps. This gives a time of
flight resolution of 50 ps for this measurement. Figure 3
represents a typical image of the static condition.

2. Dynamic Condition
The dynamic condition is employed when performing the mea-
surement of the functional run. For this condition, the time of
flight resolution of the measurement is degraded as compared
to the static condition to avoid too long an experimental du-
ration. Typically, we take a maximum of eight points on the
TPSF. We can acquire those points of the TPSF with different
strategies. Here we describe the one used in the current work,
and we will suggest other possibilities in the discussion.

The strategy employed here to acquire those eight points is
to repeat the paradigm for each point in the TPSF. Thus, it
induces a dead time between two points in order to electroni-
cally delay the gate of the ICCD and save the data. For this
strategy, we assume that the response of the extra cerebral layers
can change only due to the task but that it stays stable during
the whole experiment. This is a reasonable hypothesis when the
task is not physically demanding. In Fig. 3, this first strategy is
illustrated with the placement of each gate.

E. Data Processing
In order to calculate the concentration changes during the
in vivo experiment, we have used a method proposed by
Montcel et al. [24]. This method is based on the modified
Beer–Lambert law [35], adapted to take into account the path
length for each arrival time of the photons. Moreover, we used
the path length measured for each wavelength. Hence, we
solved the equation

ΔAT −T 0
�g� � Γ · ΔCT −T 0

�g� · t�g� (1)

(b)

(a) (c)

Fig. 2. Fibers/system interface. (a) Photograph of the fiber holder
designed to hold the fibers on the head. (b) Photograph of the fiber
holder on the camera end. Labels: I—Fibers’ tips end arranged
vertically to be imaged by the spectrometer slit. II—Fiber holder.
III—Bundles of fibers coming from the head of the subject.
(c). Photograph of the designed headgear that hold five fibers on the
prefrontal cortex of the subject.
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Fig. 3. Typical image of the static condition. The horizontal axis
represents the time of flight of photons, the vertical axis, and the wave-
length axis. The shadow boxes (G1: Gate 1) represent the position of
the gates for the dynamic condition.
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using a least-squares method. All the analysis was conducted
with MATLAB (Mathworks, Natick, Massachusetts).

In Eq. (1), AT −T 0
�g� is the attenuation change between the

averaged signal of the rest period T 0 and the signal at time T
within the gate; g , Γ is the matrix of the extinction coefficients
of the chromophores at every wavelength, multiplied by the
speed of light in tissue; CT −T 0

�g� is the concentration change
matrix of the chromophores for each g; and t(g) is the mean
time of flight of photons at every wavelength, within g. The
fitting was done over the range 700–900 nm, using the specific
extinction coefficient spectra provided by Kolyva et al. [36]. It
is worth noting that we subtract from every raw image what we
call a dark image, which is an image acquired without any
source fiber on, in order to get rid of the environmental noise.
Moreover, the intensities’ data were low-pass filtered with a
moving average filter over a 2 s window to remove heartbeat
oscillations and high-frequency noise.

In addition to the concentration changes, we have calculated
the contrast and the contrast to noise ratio (CNR) for the brain
activation experiment. The contrast is calculated as follows:

C�λ, g ,T � � I�, g ,T � − I0�, g�
I 0�, g�

: (2)

Here, I�λ, g ,T � is the intensity at the time T of the experiment
for g and the wavelength, λ; and I 0�λ, g� is the mean intensity
along T during the rest condition for g and λ. The CNR for
every gate and wavelength is defined as

CNR�λ� � hC�λ, g�Acti
std�C�λ, g�Rst�

, (3)

where hC�λ, g�Acti is the mean contrast of the last 5 s of acti-
vation, and std�C�λ, g�Rst� is the standard deviation of the rest
period. These two metrics help to determine the best gates to
consider; see Section 4.B for details.

3. SYSTEM CHARACTERIZATION

A. Instrument Response Function
The TPSF acquired is the convolution between the intrinsic
response of the biological tissue probed and the IRF of the sys-
tem. Therefore, one has to measure the IRF of the instrument
in order to correct for it. The measurement of the IRF is re-
corded for each detector fiber prior to each measurement. This
measurement is done by placing the source just in front of the
detector with a neutral density filter and a sheet of white paper
between them. The neutral density filter is used to reduce the
light intensity and prevent damage to the camera. The sheet of
white paper is placed in order to fill all the modes of the fiber
[37]. A typical IRF can be seen in Fig. 4.

One can see the shift in the arrival time of the photons ac-
cording to the wavelength. This is characterized by the mean
arrival time of photons. The mean full width at half-maximum
(FWHM) of the IRF for all wavelengths is 660 ps. This is rather
large, taking into account the main theoretical contributions:
200 ps for the ICCD time gate, few tens of picoseconds (ps) for
the laser. Other contributions from the electronic jitter of the
trigger circuit and the modal dispersion into optical fibers have
been explored. However, we were able to determine that this
large IRF was due to the ICCD camera itself. Indeed, over a

month, the mean width of the IRF broadened from 280 to
660 ps. We are monitoring this value, but it appears stable
now. Nevertheless, even if this value is high, it is still in the
range of the values reported in the literature [27]. The IRF also
allows us to characterize the spectral sensitivity of our system.
This spectral sensitivity can be seen in Fig. 5, which shows the
SNR for two different integration times. One can see that the
maximum sensitivity of our system is located at 810 nm. For an
integration time of 200 ms, a SNR greater than 100 is obtained
from 710 to 900 nm, and a SNR greater than 10 is obtained
from 620 to 940 nm. These ranges can be extended by increas-
ing the integration time. Given the good SNR between 700
and 900 nm, we decided to use that spectral band for the cal-
culation in the in vivo experiments (see Section 4).

B. Warm-Up Time and Stability of the System
All parts of the setup require time to reach steady-state thermal
equilibrium. We have tested the warm-up time required by the
laser and the ICCD camera separately over 5 h. We determined
that the power of the laser stays within 1% of variation after
approximately 2 h. We also ensured that there was no wave-
length-dependent variation of the laser power by acquiring
the output spectrum for 5 h with an optical spectrometer
(MayaPro; data not shown here). No wavelength-dependent
effects were found, and the integrated output power was con-
sidered as a good metric of the laser power stability. It is worth

IRF
MTOF

900

850

800

750

700

Arrival time of photons (ns)
0

650

0.5 1 21.5 2.5 3 3.5 4

× 106

3.5

3

2.5

2

1.5

1

0.5

0

In
te

ns
it

y

(n
m

)

Fig. 4. Instrument response function (IRF) of the system. Typical
IRF of the system from 600 to 900 nm. The pink dots represent the
mean time of flight of photons (MTOF).

Fig. 5. SNR of the IRF as a function of wavelength for two different
integration times: 2 s (blue) and 200 ms (red).
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noting that the output power of the laser was continuously
monitored and recorded during all experiments. If any drift
had occurred, this power data would have been taken to nor-
malize the data.

To characterize the ICCD camera, a mean of a dark image
(front hand of the camera covered) has been taken as metric.
The mean intensity of the dark image varies by less than 1%
after about 1 h. So, we can conclude that the system needs
about 2 h in order to reach its thermal stability.

The dark images give a raw characterization of the stability of
the gate of the ICCD camera. Hence, to characterize the gate’s
stability more precisely, we recorded the IRF each hour for 8 h
after the 2 h of warm-up. We focused on two parameters: the
FWHM and the mean arrival time of the photons [38]. The
mean arrival time of the photons, which illustrates the position
of the gate, demonstrated a large variation of about 130 ps across
8 h. This would be problematic for a long acquisition time, as it
would induce a drift in the recorded data. However, for a shorter
time of less than an hour, the system is stable. The variation of
the mean time of flight and of the FWHM is less than 15 ps.
Since themeasurements that we want to achieve with this system
are not longer than 30 min, we consider this negligible.

C. Crosstalk and Dynamic Range
As all fibers are imaged in parallel on the same CCD array, cross-
talk could arise between the detectors. However, we used a small
number of detector fibers, which allowed us to greatly reduce the
crosstalk. We have measured the crosstalk to be less than 1%
between the time-independent signals of the detector bundles.
This has been done by comparing the time-independent signal
of the IRF at all the detectors when only one detector was illu-
minated. Moreover, we measured the dynamic range of our mea-
surement to be of 3 orders of magnitude, which is in the range of
previously reported systems [38]. Table 2 summarized the main
system characterization.

4. IN VIVO VALIDATION

In order to test our system, we have performed in vivomeasure-
ments based on well-established protocols that induce a change
in the hemodynamic parameters. First, we have performed a
muscular cuff occlusion, which induces large hemodynamic
changes.

Second, we have tested the ability of our system to retrieve
the brain activity, which induces smaller changes, during a
mathematical task. The present study followed the policies
of the Université Lyon 1 for the use of human healthy subjects
in research. Informed consent was obtained for all subjects.

A. Cuff Occlusion
We performed an arterial cuff occlusion (300 mm Hg) on the
left arm of a healthy male volunteer. We employed one source
and one detector, with a source detector distance of 2 cm,
located on the forearm. The protocol consisted of 5 min of
baseline, followed by 5 min of arterial occlusion and 5 min
of recovery. The measurement was performed in two steps.
First the data were acquired for the static condition. Then
we used this first measurement to properly position the gates
that we used. In this experiment, we have used a single gate
(3 ns width), equivalent to a CW measurement. This allows
us to test the basic behavior of the instrument. We also used
the static condition to be able to measure the path length of the
photons within the arm. In addition, a set of dark images (i.e.,
without any source fiber emitting) are acquired after the acquis-
ition sequence of the occlusion to get rid of the environmental
noise during post-processing.

Here we used the method described in Section 2.E to
calculate the concentration changes in �HbO2� and [HHb].
The measured path length was 6.7 cm at 800 nm, correspond-
ing to a differential pathlength factor of 3.35, which is in accor-
dance with the literature [39,40].

In Fig. 6 we can see the hemodynamic response for this
experiment. We retrieve the classical response to an arterial cuff
occlusion, with an increase in [HHb] and a decrease in �HbO2�.
During the recovery, we observe the typical hyperaemia peak
before the return to baseline. Moreover, the amplitudes match
the one already reported in the literature [40,41].

Table 1. Summary of the System Parameters

Specifications

Maximum number of sources 2
Maximum theoretical number of
single-detector fibers

70

Repetition rate 1.2 MHz
Maximum output power of the source ≈12 mW
Maximum theoretical bandwidth 500–1000 nm
Maximum acquisition frequency 76 Hz
Minimum theoretical gate width 200 ps
Minimum time step 10 ps
Dead time between 2 gates 300 ms
Physical dimensions (W × L ×H ) 30 × 60 × 60 cm

Table 2. Summary of the System Characterization

Main Characteristic of the System

IRF width 660 ps
IRF stability �15 ps
Crosstalk <1%
Spectral bandwidth 700–900 nm
Dynamic range 3 decades
Warm-up time 2 h

Fig. 6. Hemodynamic response to an arterial occlusion of the left
arm of a healthy subject.
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B. Brain Prefrontal Cortex Activation
We performed a measurement of a sequence of functional ac-
tivation involving the prefrontal cortex. Here we present the
results for a group of five healthy volunteers (four males, 25�
5 years), using one source and three detectors placed over the
prefrontal cortex of the left hemisphere. The placement of the
optodes can be seen on Fig. 8. The source detector distance is
2 cm for every channel. It covers the dorsolateral prefontal cor-
tex (DLPFC), which is involved in arithmetic tasks [40]. The
measurement was performed, like the cuff occlusion, in two
steps. First the data were acquired for the static condition when
the subject was asked to stand still. Then we fixed eight delay
times to sample the TPSF in the right time gate. Then we per-
formed the recording of the activation sequence. During this
sequence, the subject was asked to perform a simple calculation
task (example: 15� ? � 45). The sequence consisted of 10 s of
rest, followed by 15 s of activation and 15 s of recovery. This
condition was repeated eight times, once per gate. This lead to
an acquisition sequence time of 6 minutes per run, which is an
acceptable duration. We performed this sequence three times
with an acquisition sample rate of 2 Hz, which led to a total
time of about 18 min and to a number of 3 epochs per arrival
time of the photons. In addition, a set of dark images was ac-
quired before each condition in order to get rid of the environ-
mental noise during post-processing.

Figures 7(a) and 7(b) show examples of the typical signals ac-
quired on the forehead, with Fig. 7(a) showing a time-independent
spectrum acquired on forehead (normalized by the spectral re-
sponse of the IRF) and Fig. 7(b) showing a typical IRF and
TPSF at 800 nm. Figure 7(c) shows the mean contrast of the last
5 s of activation at 800 nm for each gate for the same subject. Also
shown on that figure is the CNR, defined in Section 2.E, at
800 nm. We can see that the contrast is increasing with the arrival
time of the photons. This result is consistent with the literature
[42–44] and stresses the ability of our system to differentiate super-
ficial from deep tissues. Indeed, the cortical activation is occurring

deep in the tissue, in the cortex, so we expect to have a contrast that
increases with the arrival time of the photons. A superficial acti-
vation would manifest as a maximum contrast in the first gates.
Moreover, we can see in this example that the CNR is peaking for
the fourth gate (time = 1.4 ns). This is explained by the high noise
present in the last gates because the number of photons is
extremely low in that region. After this contrast inspection, we
calculated the concentration changes in hemoglobin only.

We analyzed the data using the method described in
Section 2.E. To do so, we have considered two windows, by
summing the photons acquired in the first gates (between gate
1 and 3, depending on subjects) for an early window, and the
ones acquired in the last ones (between gate 4 and 8, depending
on subjects) for a late window. Then the mean arrival time of
the photons was calculated for each of the windows.

The choice of the inclusions of the different gates in those
windows followed a two-step process. First, we have simulated
the propagation of the photon in the tissue based on Monte
Carlo simulations of the propagation of the light within a real-
istic head model (subject 4 of BrainWeb, http://www.bic.mni.
mcgill.ca/brainweb), segmented in five tissue types [skin, skull,
cerebrospinal fluid (CSF), gray matter (GM), and white matter
(WM)]. We used the mesh-based Monte Carlo software to run
the simulations [45]. Using the path length in each tissue type
output by the simulation, we have calculated the sensitivity of
the arrival time of the photons to each tissue type for a source–
detector pair (2 cm) located on the prefrontal cortex. Figure 8
reports the histogram of the repartition of tissue types as a func-
tion of the arrival time of the photons. We can see that this
repartition does not change rapidly, with a smooth transition
between 0.5 and 1.5 ns regarding the main contribution of
the skin/brain.

Second, we have matched the results of that simulation with
the static condition acquired for all subjects. Depending on
subjects, the arrival time of the photons in each gate differed
slightly. In order to avoid the region between 0.5 and 1 ns,
where the origin of the contrast is mixed between the skin

Fig. 7. (a) Typical time-independent spectrum acquired on the
front head. The intensity has been normalized by the spectral response
of the IRF. (b) Typical IRF (gray line) and TPSF (black line) at
800 nm acquired on the front head at a SD of 2 cm. (c) Example
of contrast to noise ratio (black) and contrast (gray line) for all gates
at 800 nm for subject 2.

Fig. 8. Histogram of the repartition of tissue types (CSF, GM,
WM, scalp, skull) as function as the arrival time of photons, for a
detector positioned on the front head at 2 cm from the source.
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and the brain, we needed to avoid including the third or fourth
gate in some subjects.

Overall, in the case of the early window that we set, 69% of
the tissue probed is skin, 30% is the skull, and the rest is CSF,
white matter, and gray matter (less than 0.04 %). Therefore, we
will assume that the responses within that window represent the
skin’s response in the following. In the late gate, only 12.5% is
skin, but 15.6% is gray matter, the rest being mostly skull
(52%) and CSF (18%). As we consider that those tissues have
a negligible response during a functional paradigm, and that the
gray matter part is prominent, we will assume that the re-
sponses within that window represent the brain’s response in
the following. Moreover, we have calculated a CW-like window
by summing the signal acquired in all the gates and by using the
mean arrival time of photons calculated from the static signal.

In Table 3, we report the mean variations of [HHb] and
�HbO2� over the last 2.5 s of the activation of the three runs,
for all subjects and all channels and for the three windows: early,
late, and CW-like. To identify channels with significant
changes due to functional stimulation, the response of each
channel for each subject was defined as the difference between
the mean of the last 2.5 s window of activation and the mean of
the 2.5 s window just prior to the activation. Paired T -tests
were used to compare the responses of each channel for each
five subjects to zero (i.e., no response). To be considered as a
functional activation, the responses needed to present the typ-
ical activation pattern, defined as �HbO2�, being significantly
superior compared to the baseline, and the [HHb] being
significantly inferior to the baseline. p < 0.05 was considered
statistically significant. Channels presenting a significant
activation pattern are given in bold in the table.

If we focus on the late window, which has a higher sensi-
tivity to the brain, we can see that two out of five subjects pre-
senting a typical activation pattern in two channels. We report
in Fig. 9 a typical response of subject 4 for every window and
channel. We can see in Fig. 9 that the distribution and the
magnitude of the hemodynamic responses over the skin is very
different. This can be seen for optode 3, where the amplitude of
the skin hemodynamics is big compared to the other optodes.
The amplitude variation of the skin hemodynamics and the
different time course over all the channels demonstrate that
it is useful to monitor this response for each area probed.
Indeed, we retrieve the classical activation pattern that was pre-
sented in most studies in the literature [46,47]. However, some
studies reported a deactivation pattern [48,49] ([HHb] in-
creases and �HbO2� decreases) in the medial area of the anterior
prefontal cortex (APFC). This deactivation pattern is often re-
ported as an artefact [25], but there is still some debate as to
whether this is an actual neurophysiological process. As
Pfturtscheller discussed, it could be explained in the context
of “focal activation/surround deactivation.” On two subjects,
we could retrieve the decrease in �HbO2� in the CW window.
However, those responses were explained by the changes in the
early windows, which demonstrated the same responses, but
the late windows presented a classical increase in �HbO2�.
Those results are presented in Fig. 10. Those two examples
could call into question the fact that this pattern is due to brain
hemodynamics. However, to confirm that, we would need to
place the position of the gates more rigorously. This will be Ta
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Fig. 9. Example of responses for subject 4, for every window (early window, late window, and CW-like window), and for every optode. The red
thick line represents the �HbO2� concentration changes, and the blue thin line represents the [HHb] concentration changes. The shadow regions
represent the standard error of the mean across the 3 epochs. The red transparent boxes represent the activation period. The picture shows the
positioning of every optode (S is the source).

Fig. 10. Example of non-task-related cortical responses for subject 1 and 2. Upper and lower panel show the inverted �HbO2� responses for
subject 1 and 2, and in channel 1 and 2, respectively. It shows the decrease in �HbO2� in the early and CWwindows but an increase in �HbO2� in the
late window. The middle panel shows the response of channel 2 of subject 1. It shows a global response in all of the windows with an increase in both
�HbO2� and [HHb]. The red thick line represents the �HbO2� concentration changes, and the blue thin line represents the [HHb] concentration
changes. The shadow regions represent the standard error of the mean across the 3 epochs. The red transparent boxes represent the activation period.
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discussed in Section 5. Indeed, when the systemic response is
strong in the superficial layers, the late window can be still
highly contaminated by the early one, as can be seen in
Fig. 10. The middle part of that figure shows the response
of optode 2 for subject 1. Here we can see that the three win-
dows are showing the same response, with a large increase in
�HbO2� and [HHb], which corresponds to a systemic response.

5. DISCUSSION AND CONCLUSION

This work was aimed at reporting the first developments of a
broadband TR fNIRS system that can detect the cerebral activity
of human adults. This system is based on an ICCD camera
coupled with an imaging spectrometer and a supercontinuum
laser.

In this paper, we have described the instrumental setup and
its characterization in terms of instrument response function
(IRF), wavelength sensitivity, and stability. We have then re-
ported its ability to retrieve hemodynamic responses during
an arterial cuff occlusion in the arm, demonstrating its basic
functions. Finally, we have demonstrated the ability of the sys-
tem to detect the hemodynamic response during a cerebral
activity induced by a cognitive stimulus.

The measurement of the functional brain activation allowed
us to demonstrate the depth sensitivity of our system by show-
ing that the contrast increases with the arrival time of the pho-
tons, which is consistent with the literature [42,43]. Although
we retrieve the typical depth specificity of the TR instruments,
we can use the information provided by our system to increase
the accuracy of the depth determination. Indeed, using the gat-
ing capability of the system, we have been able to differentiate
skin and brain responses, addressing the issues of systemic con-
tamination and false positive and false negative responses [50].
In fact, the information retrieved by the TR systems gives us
access to a more direct way to separate superficial and brain-
related responses without using many optodes or risking blur-
ring the brain response by the data processing technique used.

The separation of the different contributions of the hemo-
dynamic signal is indeed of great interest. We have shown some
discrepancies between the CW and TR hemodynamic re-
sponses for some subjects in the present study. However, we
would have to look carefully at the gate positioning to have
a more robust skin/brain separation. We considered an early
and a late window as skin- and brain-sensitive, respectively,
but we have seen that the late window was still probing a sig-
nificant amount of the skin. Indeed, the current IRF of the
system is rather large. Thus, the temporal smearing due to this
large IRF implies that some of the photons having a long arrival
time are sensitive to the shallow tissue. However, given the
smooth change in tissue sensitivity at each arrival time of
the photons shown in our simulation, this effect can be largely
diminished by proper gate positioning. Thus, we would have to
work on a more appropriate positioning of the gate to improve
that separation.

Together with a better gate positioning, there are several
perspectives to improve the system. We could first improve
its light harvesting, which would improve the ability of the sys-
tem to collect late photons and improve the quality of the spec-
trum. Indeed, it is worth noting that the sensitivity of our

system is lower than previously developed TR systems reported
in the literature. For example, Liebert and colleagues reported a
TR system capable of measuring TPSF with a very large source/
detector distance separation (up to 9 cm), demonstrating the
great sensibility of the system [51]. However, in the case of
TR systems, this very large SDS is not mandatory in order
probe cerebral tissues [52], which is the primary goal of that
system. Nonetheless, a better light harvesting method would
improve the sensitivity of the system, especially to late photons.
This could be done by first increasing the number of fibers.
Indeed, we have only used four fibers by bundles so far because
it was easier to handle at first. But we could greatly improve the
number of fibers used, which would increase the SNR for each
optode, and/or increase the number of optodes. Second, we
could modify the objective and the optode bundles. We could
use optical fibers with bigger cores, but we would have to go for
step index (SI) fibers. Then, using a prism at the tip of the fibers,
it could be possible to bend the light 90°, as it is now. On the
detection side, the objective might be changed to perform a neg-
ative magnification, optimizing the light collection. The draw-
back of using SI fibers is that they would broaden the IRF,
but we have seen that the width of the IRF is mainly due to
the camera itself, so it should not be an issue.

Those SNR improvements, coupled with a better gate
positioning, could even further improve the capabilities of
the system. For example, it would be very beneficial in order
to quantify a third chromophore, named cytochrome-c-oxidase
(CCO) [53]. CCO is the terminal electron acceptor of the elec-
tron transport chain in the mitochondria, which is responsible
for 95% of cellular oxygen metabolism. fNIRS can monitor the
changes in the redox state of CCO using the oxidized minus
reduced CCO spectra to obtain a measurement of changes in
the concentration of oxidized CCO ([oxCCO]). Thus, this
biomarker could be very interesting because it provides another
and complementary way to evaluate neural activity [54].

In order to quantify the oxCCO together with the hemo-
globin, one needs to use at least three wavelengths to be able to
solve the modified Beer–Lambert law equation, although many
more wavelengths are needed if one wants reliable results [55].
Ideally, it requires a broadband system, because the oxCCO has
a broad spectrum over the range 700–900 nm, and its concen-
tration is very low (i.e., about 10 times less than hemoglobin)
[56]. Our system is then relevant for that particular application.
Thus, the improvement of the SNR of the system would be
very beneficial, especially (1) to better characterize the brain
activation by getting access to the metabolic state of the tissue,
and (2) to localize more efficiently the brain activity in depth,
since the detection of cytochrome-c-oxidase has been shown as
more brain-specific [56]. It worth noting that we have started to
work on the [oxCCO] detection with encouraging first results
on cuff occlusion, and in a particular on a subject during the
functional brain challenge presented in this paper. However,
the current SNR of the system is not sufficient to consistently
detect that signal on all subjects. Thus, we plan to upgrade the
system with the above-mentioned improvements before
attempting that detection.

Finally, it is worth mentioning that we are also developing
an alternative method for the detection of the signal in different
gates. This method is based on the work introduced by Selb
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and collaborators [42] that enables the acquisition of all the
delays in one CCD frame. This method uses special optical
fiber bundles. In these bundles, we use fibers with different
lengths in order to create a hardware delay. Thus, each fiber
images a different time of flight for a given detector position,
and there is no need to electronically delay the ICCD gates.
Thus, combining a gate positioning optimization process with
the multi-length fiber methods would greatly improve the sys-
tem, because the acquisition frequency would be increased, and
we could achieve a true simultaneous acquisition of all the di-
mensions. Indeed, if one wants to achieve a TR measurement
of [oxCCO], it requires a multi-wavelength system, which is
challenging for this type of instrumentation. One could use
a streak camera for the detector, but it would be limited to
the TR dimension with either the spectral [57] or spatial [58]
dimension, but not both. Besides the streak cameras, the most
widespread technology for TR measurement is time-correlated
single-photon counting (TCSPC) [43]. Again, for this type of
technology, one has to have one TCSPC per position or wave-
length or use a multiplexing stage for the source or the detec-
tion [43]. Thus, we think that the use of the ICCD camera
coupled with the spectrometer is relevant. Nevertheless, some
groups have recently been developing a hyperspectral or multi-
wavelength TR system based on TCSPC. Sekar and colleagues
have reported a system [59] with a very large spectral band-
width (600–1350 nm) that is mainly used to characterize tissue
composition. Dunne and colleagues have reported a multi-
spectral system that can acquire up to 16 wavelengths with an
acquisition time compatible with functional studies. Indeed,
that system has been designed to be able to measure the abso-
lute concentration of [oxCCO] in the brain [40,60,61]. Those
systems demonstrate that the use of the spectral information,
coupled with the TR information, can be a great asset whether
for fine tissue characterization or for the detection of supple-
mentary contrasts. We think that the great amount of informa-
tion acquired by such TR systems coupled with the recent
developments in optoelectronics will push the use of TR
systems in the future [62,63].

In conclusion, this paper has presented the first develop-
ments of a broadband TR multi-channel NIRS system to
monitor human brain activity. Our first in vivo results are
encouraging and demonstrate the ability of our system to detect
the hemodynamic response as a function of depth. These re-
sults can be expanded to more important group studies and
specific phantom studies, and current developments are on-
going in order to improve the capabilities of the system.
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