Nonadiabatic dynamics with quantum nuclei: Simulating charge transfer with ring polymer surface hopping†
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Investigation of many electronic processes in molecules and materials, such as charge and excitation transport, require a computational framework that incorporates both non-adiabatic electronic effects and nuclear quantum effects, in particular at low temperatures. We have recently developed an efficient semi-empirical fewest switches surface hopping method, denoted fragment-orbital based surface hopping (FOB-SH), that was tailored towards highly efficient simulation of charge transport in molecular materials, yet with nuclei treated classically. In this work we extend FOB-SH and include nuclear quantum effects by combining it with ring-polymer molecular dynamics (RPMD) in three different flavours (i) RPSH with bead approximation (RPSH-BA) as suggested in [Shushkov et al., J. Chem. Phys., 2012, 137, 22A549], (ii) a modification of (i) denoted RPSH with weighted bead approximation (RPSH-wBA) and (iii) the isomorphic Hamiltonian method of [Tao et al., J. Chem. Phys., 2018, 148, 10237] (SH-RP-iso). We present here applications to hole transfer in a molecular dimer model and analyze detailed balance and internal consistency of all three methods and investigate the temperature and driving force dependence of the hole transfer rate. We find that RPSH-BA strongly underestimates and RPSH-wBA overestimates the exact excited state population, while SH-RP-iso gives satisfactory results. We also find that the latter predicts a flattening of the rate vs driving force dependence in the Marcus’s inverted regime at low temperature, as often observed experimentally. Overall, our results suggest that FOB-SH combined with SH-RP-iso is a promising method for including zero point motion and tunneling in charge transport simulations in molecular materials and biological systems.

1 Introduction

Nonadiabatic processes dictate several photochemical and photophysical phenomena in a wide variety of systems ranging from small molecules to solids including complex biological and organic semiconductors. Simulating nonadiabatic processes requires time evolution of multiple electronic states as well as proper description of nuclear (ionic) motion. Full quantum mechanical description of both electronic and nuclear motion is prohibitively expensive and only possible for few atoms. Hence, one seeks a compromise where the electronic motion is treated quantum mechanically while the nuclear motion is treated classically resulting in the so-called nonadiabatic mixed quantum classical (NA-MQC) dynamics. Several approaches have been developed over the years that can be loosely classified as NA-MQC dynamics including trajectory surface hopping (TSH),1–19 mean-field Ehrenfest,20–23 mixed quantum-classical Liouville equation (QCLE),24–26 the mapping approach,27–31 multiple spawning,32,33 nonadiabatic Bohmian dynamics,34,35 and coupled-trajectories mixed quantum-classical method.36 Conceptual simplicity and straightforward implementation has made TSH one of the most popular NA-MQC methods. In TSH, one runs a swarm of independent classical trajectories to model time evolution of a nuclear wave packet and a stochastic algorithm is employed to incorporate transitions from the active adiabatic state to another one. Different flavors of TSH have been developed over the years depending on how and when the stochastic jumps are employed. In one of the most popular approaches, known as fewest switch surface-hopping algorithm
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(FSSH), the state switch is associated with an instantaneous jump from one adiabatic surface to another based on hopping probability. The hopping probability in FSSH is calculated from the electronic density matrix and the nonadiabatic coupling between the two states in such a fashion so that one needs minimum number of state switches in order to maintain consistency between the electronic (adiabatic) and surface population. While the classical description of nuclei is adequate in many cases, the incorporation of nuclear quantum effects like vibrational tunneling might become important in certain scenarios, like charge transfer / transport in organic semiconductors at low temperatures. In the context of TSH, this problem has been addressed in two different ways. In the army ants tunneling method proposed by Truhlar's group, an effective tunneling coordinate is defined beforehand based on internal coordinates and the tunneling probability is evaluated semi-classically. The population of the trajectories is modulated depending on the tunneling probability. Alternatively, one can introduce nuclear quantum effects employing the framework of ring polymer molecular dynamics (RPMD). In this context, Shushkov, Li and Tully proposed two closely related variants - ring polymer surface hopping with bead approximation (RPSH-BA) and ring polymer surface hopping with centroid approximation (RPSH-CA). In these methods each replica / bead is propagated on its own adiabatic surface (ground or excited) while the electronic Schrödinger equation is generated either from bead-averaged quantities (RPSH-BA) or from the quantities evaluated at the ring polymer centroid position (RPSH-CA). Shakib et al demonstrated the critical role played by zero-point energy corrections and nuclear tunneling effects by applying RPSH-CA on model potential energy surfaces. A conceptually different approach to combine RPMD with TSH has been developed by Lu and Zhou known as path integral molecular dynamics with surface hopping (PIMD-SH), where each bead may occupy a different state with the aim to compute thermal averages for observables. More recently, yet another approach has been proposed by Tao, Shushkov and Miller in order to introduce nuclear quantum effects in conjunction with NA-MQC dynamics. In this approach, known as isomorphic Hamiltonian method, one constructs an effective Hamiltonian from the diabatic electronic Hamiltonian of each bead that preserves the quantum Boltzmann statistics. Within this mean field approach, one can combine different non-thermostatted path integral based methods like RPMD and centroid molecular dynamics (CMD) with various NA-MQC approaches like TSH and QCLE.

We have recently introduced an efficient fewest switches surface hopping method with classical nuclei, termed fragment orbital-based surface hopping (FOB-SH) that was tailored towards efficient simulation of charge transport in large condensed phase systems through expansion of the charge carrier wavefunction in a localized (or site) basis of molecular frontier orbitals. The merit of this explicit charge propagation method is that it can be used in regimes where traditional theoretical approaches, such as charge carrier hopping or band theory no longer apply, e.g. in many organic semiconductors, DNA etc. In a first series of tests, we have shown that the method could reproduce $H_{ab}$, $\lambda$ and $\Delta G$ dependence for charge transfer in a dimer in the nonadiabatic regime in good agreement with Marcus theory. Interestingly, we observed a crossover from activated charge transfer to Rabi-type ultrafast charge relaxation in the limit of large electronic couplings ($H_{ab} = \lambda / 2$). In chains of molecules modeling organic semiconductors, this regime is characterized by a crossover from activated hopping of a localized charge (small polaron) to band-like transport of a delocalized charge (delocalized polaron) as observed sometimes experimentally. Explicit simulations of charge transfer / transport dynamics at low temperatures are of general interest. Many experimental studies on charge mobility in (bio)organic materials have been carried out in a wide temperature range to probe the carrier mechanism, from temperatures as low as a few 10 K to room temperature. For ultrapure organic crystals a power-law decay of electron mobility with temperature has been observed, $\mu = T^{-\eta}$. Interestingly, rather different values for the decay constant have been reported for similar materials ranging from $\eta = 1$ to $\eta = 3$. Preliminary results indicate that while FOB-SH reproduces experimental mobilities at high temperatures and qualitatively reproduces the power-law decay at low temperatures, the decay coefficient $\eta$ is underestimated, most likely because of missing nuclear tunneling and zero point energy (ZPE) effects. Hence, it would be extremely desirable to include these effects in the FOB-SH method.

In this work we report the implementation of the RPSH-BA method and a particular flavor of isomorphic Hamiltonian method that combines RPMD with TSH, known as SH-RP-iso, in the context of FOB-SH simulations. We investigate the ability of these methods to preserve two of the most desirable features in any TSH simulation, internal consistency and detailed balance (see section 4.1 for details), for a model problem involving charge transfer reaction between two "ethylene-like" molecules in a bath of Ne atoms. The parameters employed in this model system are chosen diligently in order to mimic the parameter regime relevant for charge transfer / transport in organic semiconductor materials. We observe that RPSH-BA suffers from very few successful hops resulting in a severe underestimation of the excited state population. In order to rectify this issue, we propose a modification of RPSH-BA method, denoted here as ring polymer surface hopping with weighted bead approximation (RPSH-wBA) that increases the number of successful hops but overestimates the excited state population. On the other hand, the excited state population extracted from SH-RP-iso simulations is found to be much closer to the "exact" excited state population. Based on these results we chose to compute charge transfer rate constants with SH-RP-iso and FOB-SH methods at different temperatures. In contrast to the rate constants obtained from simulations with classical nuclei, the charge transfer rate constants extracted from ring polymer simulations show much weaker temperature dependence, a probable consequence of quantum nuclear tunneling at low temperatures. The trends in computed rate constants as a function of temperature is found to be qualitatively consistent with temperature dependence of Golden rule rate constant expressions where the Frank-Condon factor is derived.
for classical nuclei or from a quantized spin-boson model. We further investigate the dependence of rate constants on the free energy difference between the reactant and product states. At 100 K, the rate constants extracted from SH-RP-iso simulations demonstrate a clear asymmetry in the curvature due to lower rate of decrease of rate constants in the Marcus’s inverted regime, a feature that is indicative of vibrational tunneling effects.

This paper is organized as follows. In Section 2 we briefly describe RPSH-BA, its modification, which we call RPSH-wBA, and isomorphic Hamiltonian method. Proof of the expressions employed in describing the RPSH-wBA method are given in the appendix. We also define here Marcus’s rate constant expression for charge transfer reactions along with an analytical expression where the semiclassical Frank-Condon factor is replaced by a quantized version that involves overlap of harmonic oscillator wavefunctions, henceforth called as quantum rate constant. After present and discuss the results of our calculations in Section 4. This analysis is followed by a summary and future directions of our work in Section 5.

2 Theory

2.1 FOBSH

In the recently developed fragment orbital-based (FOB) surface hopping approach it is assumed that the complicated many-body electron dynamics can be effectively described by a one-particle wavefunction $\Psi(t)$ for an excess charge (electron or electron hole) moving in an effective, time-dependent potential due to the other electrons and classical nuclear motion. The interaction of all other electrons with the charge carrier is included implicitly through a parametrized electronic Hamiltonian. The charge carrier wavefunction $\Psi(t)$ is expanded in a basis of localized, non-orthogonal fragment orbitals, $\{\phi_m\}$, that are located on $M$ “sites” of a molecular system and mediate the charge transfer. The fragment orbital basis is orthogonalized using Löwdin orthogonalization. The carrier wavefunction in the orthogonal fragment orbital basis $\{\phi_i\}$ then reads

$$\Psi(t) = \sum_{i=1}^{M} u_i(t) \phi_i(R(t))$$

In this basis, the time-dependent Schrödinger equation takes the familiar form,

$$i\hbar \dot{u}_i = \sum_{l=1}^{M} u_l(t) (H_{il} - i\hbar d_{il})$$

where $H_{il}$ are the elements of the (non-diagonal) electronic Hamiltonian in the $\{\phi_i\}$ basis, $H_{ij} = [H]_{ij}$, and $d_{il} = \langle \phi_i | \phi_l \rangle$ are the nonadiabatic coupling elements (NACES). In what follows, we refer to the fragment orbital bases $\{\phi_i\}$ and $\{\phi_l\}$ as non-orthogonal and orthogonal diabatic bases, respectively, even though the NACES $d_{il}$ are in general non-zero, albeit small. The diagonal element $H_{ii} = \langle \phi_i | H | \phi_i \rangle$ is the energy of the excess charge localized on molecule $k$ that can be estimated using a classical force field where molecule $k$ is charged and all the other $M - 1$ molecules are neutral. The off-diagonal term $H_{ik} = \langle \phi_i | H | \phi_k \rangle$ is the electronic coupling matrix elements between the two diabatic states $\phi_i$ and $\phi_k$. In SH molecular dynamics, the nuclear degrees of freedom are propagated on a single adiabatic potential energy surface $E_i \equiv [H^{ad}_{ii}]$, which is obtained by unitary transformation of the diabatic Hamiltonian, $H$, Eq.(1) where $U$ is the transformation matrix. The corresponding adiabatic states are denoted by $\{|\psi_i\rangle\}$.

$$H^{ad} = U^\dagger H U$$

$$\psi_i = \sum_{k=1}^{M} U_{ik} \phi_k$$

The nuclear forces on the adiabatic state $i$, $\mathbf{F}_i$, can be obtained from the gradients of the Hamiltonian matrix elements in the diabatic representation using the Hellmann-Feynman theorem,

$$\mathbf{F}_i = -\nabla E_i = -\nabla \langle \psi_i | H | \psi_i \rangle = -\left[ U^\dagger \nabla U \right]_{ii}$$

where $\nabla_i [H^{ad}_{kl}] = \nabla_j $.

The last identity in Eq.(5) has been shown explicitly in Ref.[50]. In practice, the gradients of the diagonal and off-diagonal elements are obtained with classical force fields and finite difference of the orbital overlap using analytic overlap method (AOM) [27], respectively. The probability to hop from the current (active) adiabatic state $i$ to another state $j$ in the Tully’s fewest switch algorithm is given by

$$g_{ij} = \max \left[ 0, \frac{-2 \text{Re}(d_{ij}^a d_{ij}^{ad})}{a_{ii}} \Delta E \right]$$

where $a_{ij} = c_i^* c_j$ is the electronic density matrix, $c_i$ being the expansion coefficients of the wavefunction in the adiabatic basis, $\Psi(t) = \sum_{i=1}^{M} c_i(t) \psi_i(R(t))$. Importantly, the hopping probabilities depend on the NACES between the adiabatic states, $d_{ij}^a$, which is defined as the projection of the nuclear velocity on the adiabatic NACV.

$$d_{ij}^a = \dot{R}_i \cdot d_{ij}^a$$

In the diabatic basis, the adiabatic NACES are obtained from the temporal change in the transformation matrix and the diabatic NACES $(d_{ij}^a \equiv [D]_{ij})$ of Eq.(2).

$$d_{ij}^a = [U^\dagger D U]_{ij} + [U^\dagger U]_{ij}$$

An important component of surface hopping algorithm is velocity rescaling upon a successful hop. It has been shown previously that rescaling the nuclear velocity in the direction parallel to adiabatic NACV $(d_{ij}^{\text{ad}} = \psi_i | \nabla E \psi_j \rangle$) improves detailed balance. Using Hellmann-Feynman theorem, one can reformulate the adiabatic NACV in terms of gradient of the adiabatic Hamiltonian (Eq.(10) in Ref.[53]). Finally, employing the diabatic to adiabatic transformation matrix $(U)$, one can express adiabatic NACV in diabatic basis.

$$d_{ij}^{\text{ad}} = \frac{1}{E_j - E_i} \left[ U^\dagger (\nabla E_i U) U_{ij} + [U^\dagger U]_{ij} \right]$$


It has been shown in our earlier work\textsuperscript{59} that the last term in Eq.\textsuperscript{(7)} is numerically small and can be ignored. Hence, the working expression for adiabatic NACV in the diabatic basis is given by,

$$
\mathbf{d}^\text{ad}_{ij} \approx \frac{1}{E_j - E_i} \left[ \mathbf{V}^\dagger (\mathbf{V} \mathbf{H}) \mathbf{V} \right]_{ij}
$$

(10)

The details of the derivation of the above equation are provided in Ref.\textsuperscript{59}. In Appendix A, we provide an alternative derivation of Eq.\textsuperscript{(8)} starting from Eq.\textsuperscript{(6)}.

2.2 Ring polymer surface hopping with bead approximation (RPSH-BA)

In RPMD one performs classical MD with a ring polymer Hamiltonian in the extended phase space at \( n \) times the physical temperature. In practice, physical forces are calculated individually on each replica and the spring forces are added separately at each MD time step. The ring polymer Hamiltonian with \( n \) beads, each consisting of \( \{ I \} \) nuclei is written as

\[
\mathcal{H}_n = \sum_{\alpha=1}^{n} \left[ \frac{1}{2} \left( \frac{\mathbf{p}_{I,\alpha}}{M_I} \right)^2 + \frac{1}{2} M_I \omega_\alpha^2 (\mathbf{R}_{I,\alpha} - \mathbf{R}_{I,\alpha-1})^2 \right] + E_{I,\alpha}(\{ \mathbf{R}_I \})
\]

(11)

where \( M_I \) is the physical mass of \( I^{th} \) nucleus, \( \mathbf{p}_{I,\alpha} \) and \( \mathbf{R}_{I,\alpha} \) are the momentum and position associated with \( I^{th} \) nucleus of \( \alpha^{th} \) bead, \( \omega_\alpha = nk_BT/\hbar \) and \( E_{I,\alpha} \) is the \( I^{th} \) eigenstate of \( \alpha^{th} \) bead. The corresponding Hamilton’s equation of motion is given by:

\[
\dot{\mathbf{p}}_{I,\alpha} = -M_I \omega_\alpha^2 (2\mathbf{R}_{I,\alpha} - \mathbf{R}_{I,\alpha-1} - \mathbf{R}_{I,\alpha+1})
\]

\[
\dot{\mathbf{R}}_{I,\alpha} = \frac{\mathbf{p}_{I,\alpha}}{M_I}
\]

(12)

Several attempts have been made to couple TSH with the ring polymer framework. In the RPSH method, proposed by Shushkov et al.,\textsuperscript{29} the dynamics of each bead is performed on the same adiabatic state \( \langle \alpha_I = i \rangle \) determined by the SH algorithm. The corresponding electronic Schrödinger equation is propagated in the adiabatic basis employing the adiabatic energies and adiabatic NACEs that are either averaged over all the beads (RPSH-BA) or computed with the centroid coordinates (centroid approximation). For the bead-approximation the TDSE takes the form:

\[
\dot{c}_j = \left[ \frac{1}{n} \sum_{\alpha=1}^{n} E_{I,\alpha} \right] c_j - \frac{i}{\hbar} \sum_{\alpha=1}^{n} \frac{1}{2} \sum_{j} \mathbf{d}^\text{ad}_{ij,\alpha}^\dagger c_j
\]

(13)

where \( E_{I,\alpha} \) is the energy of the \( \alpha^{th} \) eigenstate and \( \mathbf{d}^\text{ad}_{ij,\alpha} \) is the adiabatic NACE corresponding to the \( \alpha^{th} \) bead. Using model potential energy surfaces, it has been shown that the bead approximation provides reasonable reactive flux rates even at fairly low temperatures while the centroid approximation is mostly applicable at ambient to high temperatures.

While a direct propagation of the TDSE in the adiabatic basis is numerically challenging due to sudden peaks in the NACES at avoided crossings, propagation in the diabatic basis is numerically more robust. We first introduce the eigenvector matrix of the bead-averaged diabatic Hamiltonian,

\[
\mathbf{\tilde{H}} = \frac{1}{n} \sum_{\alpha=1}^{n} \mathbf{H}_\alpha
\]

(14)

and use it to define the diabatic wavefunction coefficients,

\[
\tilde{u}(\{ \mathbf{R}_I \}) = \tilde{u} \left( \{ \mathbf{R}_I, \alpha \} \right) = \tilde{u} \left( \{ \mathbf{R}_I, \alpha \} \right)
\]

(15)

Insertion of Eq.\textsuperscript{(15)} in Eq.\textsuperscript{(13)} gives the following TDSE for \( \tilde{u} \) (see appendix for a derivation):

\[
\dot{\tilde{u}}_k = \sum_j \tilde{u}_j (\tilde{H}_{kl} - i\hbar \tilde{d}_{kl} - i\hbar \nu_{kl})
\]

(16)

where

\[
\tilde{H}_{kl} = \left[ \tilde{U} \left( \frac{1}{n} \sum_{\alpha=1}^{n} \mathbf{H}^\text{ad}_{\alpha} \right) \right]_{kl}
\]

(17)

\[
\tilde{d}_{kl} = \left[ \tilde{D} \left( \frac{1}{n} \sum_{\alpha=1}^{n} \mathbf{d}^\text{ad}_{\alpha} \right) \right]_{kl}
\]

(18)

\[
\nu_{kl} = \left[ \tilde{V} \tilde{u}^\dagger \right]_{kl}
\]

(19)

\( \mathbf{H}^\text{ad}, \mathbf{d}^\text{ad} \) and \( \mathbf{d}^\text{ad} \) in Eqs.\textsuperscript{(17)} and \textsuperscript{(18)} are calculated for each bead using Eqs.\textsuperscript{(10)} and \textsuperscript{(9)} respectively. As suggested by Shushkov et al.,\textsuperscript{29} the velocities of all the nuclei are rescaled to conserve the total energy of all the beads.

\[
\frac{1}{2} \sum_{\alpha=1}^{n} M_I \left( \tilde{R}^2_{I,\alpha} - R^2_{I,\alpha} \right) + n \Delta E_{ij} = 0
\]

(20)

where \( \tilde{R}^2_{I,\alpha} \) is the rescaled velocity of \( I^{th} \) nucleus of the \( \alpha^{th} \) bead and \( \Delta E_{ij} \) is the difference in the average potential energies of the new and old state.

\[
\Delta E_{ij} = \frac{1}{n} \sum_{\alpha=1}^{n} (E_{I,\alpha} - E_{I,\alpha})
\]

(21)

The rescaling of velocities are performed in the direction of adiabatic NACV of each bead, \( \mathbf{d}^\text{ad}_{ij,\alpha} (\{ \mathbf{R}_I \}) \).

\[
\tilde{R}_i^\prime_{I,\alpha} = \tilde{R}_i_{I,\alpha} + \gamma \frac{\mathbf{d}^\text{ad}_{ij,\alpha} (\{ \mathbf{R}_I \})}{M_I}
\]

(22)

2.3 Ring polymer surface hopping with weighted bead approximation (RPSH-wBA)

As explained in section 4.1, the dynamics with RPSH-BA underestimates the excited state population due to very few successful hops. In an attempt to rectify this problem we introduce here a modification of the BA, denoted weighted bead approximation, wBA. It is based on the observation that in BA the adiabatic (eigen) energies and the NACES between the adiabatic states of each bead are calculated first and then averaged. An alternative procedure is to first define the “average” adiabatic states and then
consistently calculate the NACVs and NACEs between them. In this formulation, the average adiabatic eigenstates \( \langle \{ i \} \mid | j \rangle \) diagonalize the average diabatic Hamiltonian, \( \overline{H} \). The TDSE within RPSH-wBA approximation takes a form analogous to Eq.\( \ref{26} \) where \( \delta_{kl} \) is replaced by \( \delta_{kl} = \overline{\delta}_{kl} \), while \( \delta_{kl} = \overline{\delta}_{kl} \) replaces \( \delta_{kl} \).

\[
i\hbar \dot{x}_i = \sum_j \delta_{ij} (\overline{H}_j - \overline{H}) \tag{23}\]

The matrix elements of \( \overline{d}^{ad}_{ij} \), denoted by \( \overline{d}^{ad}_{ij} \), are given by,

\[
\overline{d}^{ad}_{ij} = \frac{1}{n\Delta E_{ij}} \sum_{\alpha} \sum_{i_\alpha} \Delta \varepsilon_{i_\alpha} \langle j \mid i \rangle \langle i \mid j \rangle \tag{24}\]

where \( \Delta E_{ij} \) is the difference in energy between the \( j \)th and \( i \)th eigenstates of \( \overline{H} \) and \( \Delta \varepsilon_{i_\alpha} \) is the energy difference between the \( j \)th and \( i \)th eigenstates of the \( \alpha \)th diabatic Hamiltonian \( \overline{H}_\alpha \).

\[
\Delta \varepsilon_{i_\alpha} = E_{j,i_\alpha} - E_{i,i_\alpha} \tag{25}\]

Note that both Eqs\( \ref{16} \) and \( \ref{23} \) reduce to Eq.\( \ref{26} \) in the limit \( n = 1 \). As shown in the appendix the expression for \( \overline{d}^{ad}_{ij} \) is derived from the adiabatic NACVs, \( d^{ad}_{i_\alpha,j_\beta} \), corresponding to the average diabatic Hamiltonian, \( \overline{H} \). These adiabatic NACVs can be expressed in terms of the NACV between the adiabatic states \( \langle \{ i \} \mid | j \rangle \) of each bead with the use of Hellman-Feynman theorem by projecting \( \langle \{ i \} \mid | j \rangle \) onto \( \langle i \rangle \mid | j \rangle \). The working form of the adiabatic NACV is given by,

\[
\overline{d}^{ad}_{i_\alpha,j_\beta} \approx \frac{1}{n\Delta \varepsilon_{i_\alpha,j_\beta}} \sum_{j_\alpha} \langle j_\alpha \mid i \rangle \langle i \mid j_\alpha \rangle \langle j_\alpha \mid \overline{H} \rangle_{i_\alpha,j_\alpha} \tag{26}\]

As will be seen later, this modification significantly increases excited state population. Although RPSH-wBA is conceptually simple and results in larger number of hops compared to RPSH-BA, there is no simple way to formulate a consistent velocity rescaling scheme since each bead evolves on its own adiabatic surface while the electronic dynamics is dictated by the eigenvalue spectrum of the average diabatic electronic Hamiltonian. In our current formulation, we treat an attempted hop in two steps. We first check whether the ring polymer has enough kinetic energy to compensate for change in the average adiabatic energies of the two surfaces \( \Delta \varepsilon_{ij} \) (Eq.\( \ref{21} \)). If this criterion is met then we rescale the velocities using Eqs\( \ref{22} \) and \( \ref{20} \) where \( d^{ad}_{i,j} \) (Eq.\( \ref{26} \)) and \( \Delta \varepsilon_{ij} \) is replaced with \( \overline{d}^{ad}_{ij} \) (Eq.\( \ref{25} \)) and \( \Delta \varepsilon_{ij} \) (Eq.\( \ref{25} \)), respectively. In the next section we summarize the recently proposed isomorphic Hamiltonian method where both the electronic dynamics and the nuclear dynamics are performed with the same Hamiltonian.

\[
\begin{align*}
\text{2.4 Isomorphic Hamiltonian (SH-RP-iso)}
\text{In the isomorphic Hamiltonian method, the matrix elements of the diabatic Hamiltonians of all the beads are combined together to generate the isomorphic Hamiltonian in such a way that classical Boltzmann sampling of this Hamiltonian preserves the quantum Boltzmann statistics of the physical system. This method has been described extensively in the original article. Here we present only the key equations. The diagonal elements of the potential energy matrix, \( V^{iso} \), of the isomorphic Hamiltonian are the same as the diagonal elements of \( \overline{H} \),}
\end{align*}
\]

\[
V^{iso}_{ij} = \frac{1}{n} \sum_{\alpha=1}^{n} [H_{ij}]_{\alpha \alpha} \tag{27}
\]

but the condition on preserving the quantum Boltzmann statistics requires a more involved average for the off-diagonals,

\[
\langle K^{iso}_{kl} \rangle = \frac{1}{\beta T} \text{acosh} \left( \frac{1}{2} \left( 4 \mu_{kl} + 1 \right) \right) \tag{28}
\]

where, for a 2-level system,

\[
\mu_{kl} = \mu_{12} = \text{tr} \left[ \prod_{\alpha=1}^{n} e^{-\beta H^{iso}_{\alpha}} \right] \tag{29}
\]

In the above expressions, \( \beta = 1/(kT) \), and \( \beta_n = \beta/n \). The isomorphic Hamiltonian method differs fundamentally from RPSH-BA and RPSH-wBA in the way how the nuclear and electronic dynamics are performed. In the previous two methods, the physical forces for nuclear dynamics are calculated separately for each bead while the electronic dynamics is performed by an effective electronic Hamiltonian that includes contributions from all the beads. In SH-RP-iso, both the nuclear and electronic dynamics involve the same isomorphic Hamiltonian. In our implementation the matrix elements of \( V^{iso} \) replace the matrix elements \( H_{ij} \) for propagation of the TDSE in Eq.\( \ref{26} \), while the diabatic NACE’s (presumably small) are ignored. For the calculation of physical forces on each nucleus, Eq.\( \ref{5} \), and NACVs, Eq.\( \ref{10} \), \( V^{iso}_{ij} \) is replaced by \( V_{ij}^{iso} \). In addition, the adiabatic NACEs are obtained from the NACVs using Eq.\( \ref{7} \) and inserted in Eq.\( \ref{5} \) for calculation of the hopping probability. The rescaling of velocities following a successful jump is performed in the direction parallel to NACVs corresponding to the eigenvalue spectrum of \( V^{iso} \).

\[
\begin{align*}
\text{2.5 Analytical rate constants}
\text{The semi-classical Marcus's nonadiabatic Golden rule constant (\( k_M \)) expression for charge transfer is given by,}
\end{align*}
\]

\[
k_M = \left( \frac{2\pi}{\hbar} \right) \langle H_{ij} \rangle \left( \frac{4\pi \lambda}{\beta} \right)^{-1/2} \exp \left( -\beta \left( \Delta \varepsilon + \lambda \right)^2 / 4\lambda \right) \tag{30}
\]

where \( H_{ij} \) is the electronic coupling between the diabatic states \( k \) and \( l \), \( \lambda \) is the reorganization energy, \( \Delta \varepsilon \) is free energy difference between the two diabatic states The quantum mechanical analog of the above equation has been derived by considering two electronic states in a bath of quantum harmonic oscillators.
(spin-boson)\\[0.05\text{em}]

\[ k_{LD} = \left( \frac{\beta}{\hbar} \right) \left\langle H_{dd}^2 \right\rangle \int_{-\infty}^{\infty} dR \exp \left( -\left( \frac{\beta}{2} + i\beta R \right) \Delta A \right) \]

\[ 2 \frac{1}{\pi\hbar} \int_{0}^{\infty} d\omega \frac{J(\omega) \left( \cosh \left( \frac{\beta\hbar\omega}{2} \right) - \cosh \left( i\beta\hbar\omega \right) \right)}{\omega^2 \sinh \left( \beta\hbar\omega \right)} \]

where \( J(\omega) \) is the spectral density function. The above equation can be further simplified for \( \Delta A = 0 \) using saddle point approximation.

\[ k_q \approx \left( \frac{2\pi}{\hbar} \right) \left( H_{qq}^2 \right) \left( \frac{4\pi l_1}{\beta} \right)^{-1/2} \exp \left( -\beta \frac{l_1^2}{4} \right) \]

where

\[ l_1 = \frac{\beta\hbar}{\pi} \int_{0}^{\infty} d\omega J(\omega) \sin^{-1} \left( \beta\hbar\omega / 2 \right) \]

and

\[ l_2 = \frac{8}{\beta\hbar\pi} \int_{0}^{\infty} d\omega J(\omega) \frac{\sinh \left( \beta\hbar\omega / 4 \right)}{\omega} \]

In the classical limit, when \( \beta\hbar\omega \ll 1 \), both \( l_1 \) and \( l_2 \) reduce to classical reorganization energy, \( \lambda \), which is directly related to the spectral density function.

\[ \lambda = \frac{2}{\pi} \int_{0}^{\infty} d\omega J(\omega) \frac{\omega}{\omega} \]

### 3.1 Model system

We have investigated the rate-constant for hole transfer in a dimer of ethylene-like molecules (ELMs), embedded in a bath of 124 neon atoms. The center of mass of the two ELMs is restrained with a weak restraining potential centered at 3.6 Å (force constant = 1.12 kcal mol\(^{-1}\) Å\(^{-2}\)). A similar model system with different simulation parameters was chosen in our previous studies. We refer to the molecules as “ethylene-like” because only their nuclear geometries correspond to real ethylene molecules. The reorganization energy \( \lambda \) and the constant \( C \) determining the magnitude of diabatic electronic couplings, \( H_{ik} \), are taken to be 200 meV and 0.005 Ha respectively. This scaling factor corresponds to \( \langle H_{ik}^2 \rangle^{1/2} \approx 15 \) meV. This choice of parameters, though arbitrary, conforms to the reorganization energies and electronic couplings usually seen in the organic semiconductors. The Ne atoms take the role of a heat bath facilitating energy exchange with the ELMs while running the FOB-SH simulation in the NVE ensemble. This way we avoid introduction of artificial bias forces due to the thermostat. We used a cubic box of length 60 Å which corresponds to a density of \( 6.3 \times 10^{-4} \) atom Å\(^{-3}\).

### 3.2 Force field parameters

We assume that the hole transfer is mediated by the HOMO orbitals of the ethylene molecules, \( \varphi_1 \) and \( \varphi_2 \), which are transformed into the orthogonal basis \( \{ \varphi_i \} \) for the expansion of the charge carrier wavefunction according to Eq. [1]. The diagonal elements of the corresponding 2 × 2 electronic Hamiltonian \( H_{kk} \), \( k = 1, 2 \), are estimated using two classical potential energy functions (force fields). In force field 1, ELM 1 is positively charged and ELM 2 is neutral, giving the site energies \( H_{11} \) and the corresponding forces \( \nabla V_{11} \). In force field 2, ELM 2 is positively charged and ELM 1 is neutral, giving the site energies \( H_{22} \) and the corresponding forces \( \nabla V_{22} \). Intra-molecular interactions for the neutral ELM are taken from the Generalized Amber Force Field (GAFF). The same intramolecular parameters are taken for the charged ELM except for the carbon-carbon bond length which was chosen to obtain a reorganization energy \( \lambda \) for electron hole transfer of 200 meV (at infinite donor-acceptor distance). This requirement gave a carbon-carbon bond length of 1.387 Å for the
charged ELM, compared to 1.324 Å for the neutral molecule. The intermolecular interaction between the ELMs and between ELM and Ne atoms is modeled by Lennard-Jones terms with parameters taken from the GAFF database for neutral and charged ELMs and from Ref. [55] for Ne and applying the Lorentz-Berthelot mixing rules. Electrostatic interactions in the form of fixed point charges do not significantly alter the energetics of this system because only one ELM carries a net charge and the other ELM and Ne are charge neutral. Hence, for convenience, electrostatic interactions were switched off. The off-diagonal element of the Hamiltonian, $H_{12}$, is calculated using analytic overlap method (AOM) [57]. Briefly, the HOMO orbitals of the ELMs, $\phi_1$ and $\phi_2$, are expanded in a minimum Slater basis of $p$ orbitals and updated along the trajectory as described in detail in Ref. [59]. $H_{12}$ is obtained via the simple linear relationship $H_{12} = CS_{12}$, with $S_{12} = \langle \phi_1 | \phi_2 \rangle$ calculated analytically. The coupling derivatives $d'^{ad}_{i12} = \langle \phi_i | \nabla_i \phi_2 \rangle$ are obtained using finite differences of the AOM overlap and are used for the calculation of $\nabla_i H_{12}$ and $d'^{ad}_{i12}$. The NACEs $d'_{i12}$ are calculated similarly using finite differences. A detailed description of these calculations is given in Ref. [59]. The rate constants, extracted from FOB-SH and SH-RP-iso simulations, are computed as a function of energy bias applied artificially to the second diagonal element of the diabatic Hamiltonians. The applied bias range from 0 (no bias) to -400 meV. Additionally, SH-RP-iso method requires assigning phases (signs) to the off-diagonal elements of the isomorphic Hamiltonian. In the original paper, these signs were assigned from the phase of the off-diagonal elements at the centroid position. Here, we assign the signs corresponding to the signs of the analogous off-diagonal elements of the average diabatic Hamiltonian. Furthermore, since the square of the off-diagonal elements of the isomorphic Hamiltonian is a difference of two terms, $\langle \phi_2 | \phi_2 \rangle$, it becomes negative in some cases during the simulation. In those cases, we reassign these values to zero.

3.3 Preparation of initial structures

3.3.1 Detailed Balance

To investigate detailed balance in FOB-SH simulations, we prepared initial structures drawn from a thermally equilibrated distribution of positions, velocities and adiabatic states. We built the prepared initial structures drawn from a thermally equilibrated distribution of positions, velocities and adiabatic states. We built the prepared initial structures drawn from a thermally equilibrated distribution of positions, velocities and adiabatic states.

3.3.2 Rate constants and internal consistency

For investigation of internal consistency and calculation of rate constants from SH simulations, we initialize the trajectories in a slightly different fashion as compared to the procedure described in the previous section. We start from the final geometry of the NVT (or PILE) equilibration on the first diabatic surface where ELM 1 is charged and ELM 2 is neutral and then perform 200 ps of NVE (or RPMD) simulation with no additional applied bias. The initial geometries for FOB-SH (or SH-RP-iso) trajectories were collected at regular intervals from the last 100 ps of NVE (or RPMD) equilibration. To investigate the effect of applied bias ($\Delta A < 0$) on rate constants extracted from SH simulations, we employ the same initial structures but add the bias to the second diagonal element of the electronic Hamiltonian during the SH run. In this equilibrium procedure, the NVE (or RPMD) simulation was run on a single diabatic surface where the charge is localized on one ELM whereas for the investigation of detailed balance we performed NVE (or RPMD) equilibration on the ground Born-Oppenheimer surface. For the path integral based simulations, we employed 16 beads at 300 K, 24 beads at 200 K, 32 beads at 150 K and 48 beads at 100 K. The electronic wavefunction, in these simulations, is initialized in the first diabatic state whereas for nuclear dynamics the initial adiabatic state was chosen randomly based on the projection of the first diabatic state on a particular adiabatic state. While adiabatic and surface populations were calculated to investigate the internal consistency, the rate constants were extracted from the decay of the diabatic population as described later. We calculate the adiabatic population $P_i^d(t)$ from the square of the diabatic expansion coefficients $c_i(t)$ that are computed from the transformation matrix of $P_i^d(t)$ and diabatic expansion coefficients of $P_i^d(t)$. The surface population $P_i^\text{surf}(t)$ is defined as the fraction of the trajectories that
are running on a particular adiabatic surface $i$.

$$p_{i}^{ad}(t) = \langle |c_i|^2 \rangle(t)$$  \hspace{1cm} (43)

$$p_{i}^{surf}(t) = \frac{N_i(t)}{N_{tot}}$$  \hspace{1cm} (44)

The reorganization energy $\lambda$ in Eq. (30) is extracted from the distribution of the vertical energy gap in the reactant state sampled with classical MD simulations. The same value is also obtained when the reorganization energy is calculated from spectral density function, Eq. (35). The spectral density function $J(\omega)$ is obtained from the cosine transform of the diabatic energy gap autocorrelation function, which is calculated with classical MD simulations at a particular temperature. $J(\omega)$ is also employed to compute the quantum rate constant, Eq. (32).

### 3.4 SH simulations

FOB-SH simulations were carried out using a modified version of the CP2K simulation package. We generated 600 independent trajectories for each set of parameters investigated for FOB-SH starting from initial structures that were prepared employing the protocols described in section 3.3. Unless stated otherwise, simulations have been carried out with the following default settings. The nuclear dynamics is propagated with the velocity-Verlet algorithm with forces calculated according to Eq. (5) with a MD time step $\Delta t = 0.1$ fs. The simulations are run in the NVE ensemble with the temperature remaining approximately constant around the target temperature due to interaction with the bath of Ne atoms. Surface-hopping probabilities are calculated according to Eq. (6) at every MD time step. The probability for a hop from the current state to the state closest in energy is replaced by the expression dictated by self-consistent FSSH method as described in our previous work. We calculated the kinetic energy along the adiabatic NACV, Eq. (10), to determine whether a hop was energy-allowed. Whenever a hop was energy-forbidden the velocities were always reversed according to the protocol described in our earlier work. The wavefunction of the excess charge carrier Eq. (1) was propagated by integrating Eq. (2) using the Runge-Kutta algorithm of 4th order and an electronic time step $\delta t = \Delta t / 5 = 0.02$ fs. An interpolation scheme is used to calculate the Hamiltonian matrix elements at each electronic time step, as explained in our previous work. It is well documented that SH simulations suffer from overcoherence problem. Several decoherence correction schemes have been suggested over the years. In this work, we employ exponential damping of the inactive electronic adiabatic states following the energy-based decoherence correction scheme suggested by Truhlar et al.

$$c_i \rightarrow c_i \exp \left(-\Delta t/\tau_{ad}\right)$$

$$\tau_{ad} = \frac{\hbar}{E_i - E_0} \left(C + \frac{E_0}{T_0}\right)$$  \hspace{1cm} (45)

For all our simulations we set $C = 1$ and $E_0 = 0.0$ Ha. We found that excited state populations are well converged within 30 ps at 300 K while a much longer time (~50-100 ps) is required for simulations at lower temperatures. Error bars were determined by block averaging of the trajectories with a block size of ~200 independent trajectories.

RPSH-BA, RPSH-wBA and SH-RP-iso simulations were carried with a similar protocol as above. We employ 1000 independent trajectories and calculated forces on the adiabatic surface determined by the potential energy matrix (electronic Hamiltonian) as defined in the sections 2.2, 2.3 and 2.4. All other settings including the MD time step, time step for propagation of electronic Schrödinger equation and decoherence correction scheme are kept the same as above.

### 4 Results and Discussion

#### 4.1 Internal consistency and detailed balance

Two important desirable properties of any SH simulation are internal consistency and ability to maintain detailed balance in the long time limit. Internal consistency can be measured by the time averaged root mean square error (RMSE) between the surface population $p_{i}^{surf}(t)$, Eq. (44) and adiabatic population $p_{i}^{ad}(t)$, Eq. (43).

$$\text{RMSE} = \left( \frac{1}{\tau} \int_{0}^{\tau} \left( p_{i}^{surf}(t) - p_{i}^{ad}(t) \right)^2 \right)^{1/2}$$  \hspace{1cm} (46)

RMSE for SH simulations with different methods employed in this study are shown in Fig. (1A). Overall, the internal consistency is found to be reasonable for all the simulations. Smallest and largest RMSE are found for RPSH-BA and RPSH-wBA methods respectively, while RMSE for FOB-SH and SH-RP-iso simulations fall in between the two. Moreover, the RMSE decreases with decrease in temperature for FOB-SH method but increases with decrease in temperature for SH-RP-iso and RPSH-wBA simulations. Note that a certain percentage of the error is introduced due to approximate treatment of the overcoherence problem in SH simulations. The significantly lower RMSE for RPSH-BA is slightly misleading. A closer inspection of the results reveal that for RPSH-BA, the time-averaged surface population $\langle p_{i}^{surf} \rangle$ as well as the time-averaged adiabatic population $\langle p_{i}^{ad} \rangle$ are both significantly smaller than the equivalent quantities in FOB-SH simulations (0.001 vs. 0.017 and $4 \times 10^{-6}$ vs. 0.025 respectively, at 300 K) resulting in smaller RMSE.

Comparison between the excited state population obtained from different SH based simulations and from Born-Oppenheimer simulation on the ground adiabatic surface, as explained in section 3.3.1 is shown in Fig. (1B). FOB-SH simulations exhibit excellent detailed balance with respect to the BO-MD reference values while the excited state population obtained with the RPSH-BA method is found to be significantly smaller than the BO-RPMD reference values (0.027 and 0.053) at the two temperatures, 200 K and 300 K. With the RPSH-wBA method, the excited state population is overestimated at both 200 K (0.198) and 300 K (0.219). On the other hand, the SH-RP-iso method slightly underestimates the excited state population at both temperatures (0.005 and 0.02 respectively). The trend in the excited state population can be
understood by inspecting the relative number of successful and rejected hops during SH simulations. In Fig. 2, we graphically plot the number of successful and rejected hops per trajectory for a simulation time of 5 ps at 300 K with the four different methods discussed in this work. It can be easily seen that the total number of attempted hops per trajectory is significantly higher for RPSH-BA and RPSH-wBA methods as compared to SH-RP-iso and FOB-SH methods. The ratio of successful vs. rejected hops is, however, quite different for the two RPSH based methods. For RPSH-BA simulations, only a very small percentage (0.26%) of the attempted hops are successful while for RPSH-wBA, 80.55% of the attempted hops are successful. In most cases, the attempted hops in RPSH-BA simulations are rejected due to lack of enough kinetic energy in the direction of adiabatic NACV. Hence, the two RPSH based methods either significantly underestimate or overestimate the excited state population. The percentage of successful hops is found to be quite similar for SH-RP-iso and FOB-SH, 54.29% and 48.34% respectively. Based on the detailed balance performance we chose to compute the charge transfer rate constants with FOB-SH and SH-RP-iso methods in the sections 4.2 and 4.3.

4.2 Temperature dependence of rate constant

In Fig. 3, we plot the rate constants obtained from SH simulations with FOB-SH and SH-RP-iso methods at different temperatures. These rate constants are extracted from the decay of diabatic population as described in section 2.6. In addition, we also plot the semi-classical (Eq. (30)) and quantum (Eq. (32)) charge transfer rate constants at different temperatures. The results obtained from FOB-SH simulations qualitatively follow the trend calculated with the semi-classical rate constant expression, Fig 3, while the rate constants extracted from SH-RP-iso simulations are practically temperature independent between 300 K and 100 K. This qualitatively different behavior of the classical and quantum nuclei can be understood in terms of the charge transfer barrier. In our system, the classical barrier for charge transfer, \( \sim \left( \frac{\lambda}{4 - \langle H_k \rangle^{1/2}} \right) \), is small (~35 meV). This barrier is further reduced if one includes the ZPE correction, which is the case for the SH-RP-iso simulations. Hence, we speculate that the quantum nuclei can easily tunnel through this low barrier at low temperatures resulting in a rate constant which is approximately temperature independent. The importance of nuclear tunneling at low temperatures can be assessed by comparing the mean radius of gyration, \( \langle r_{T,i} \rangle \), of the atoms at 300 K and 100 K. The mean radius of gyration of all the atoms increase upon lowering the temperature, Fig (S1). The nuclear quantum effects are

---

**Fig. 1** Root mean square error (RMSE) in internal consistency (Eq. (46)), and excited state population calculated for a charge transfer reaction in ELM dimer in a bath of Ne atoms. The excited state population obtained with different methods are compared to the "exact" population computed with Born-Oppenheimer dynamics as described in section 3.3.1.

**Fig. 2** Number of successful (green) and rejected (red) hops per trajectory at 300 K for different trajectory surface hopping based methods employed in this study.
further exaggerated if one compares the semi-classical vs. quantum rate constants. The semi-classical rate constant decreases with decreasing temperature as expected but the quantum rate constant increases with decreasing temperature. The temperature dependence of the two rate constants can be analyzed by considering the pre-exponential and exponential components at zero driving force. For the same mean square electronic coupling $(\langle H_0^2 \rangle)$ parameter, the pre-exponential factor in case of the quantum rate constant, Eq. (33), increases much more steeply with decrease in temperature as compared to the equivalent term in the semi-classical expression, $T^{-1/2}$. For the quantum rate constant, the growth in the pre-exponential factor outperforms the decay of the exponential term, which becomes temperature independent in the limit $\beta \to \infty$. The interplay between these two terms leads to an effective increase in the quantum rate constant with the decrease in temperature.

Fig. 3 Plot of rate constant vs. inverse temperature for charge transfer between two ELMs. The rate constants were extracted by fitting the decay of the diabatic population, obtained from FOB-SH and SH-RP-iso simulations, to an exponential function using Eqs(37) and (42). These rate constants are compared with the results obtained from semi-classical (Eq. (30)) and quantum (Eq. (32)) rate constant expressions.

4.3 Dependence of rate constant on driving force

We calculated the change in rate constants with the change in driving force at 300 K and 100 K. The calculated rate constants are plotted in Figs. (4) and (5) respectively. Overall, the rate constants extracted from SH-RP-iso trajectories are very similar in magnitude to the rate constants obtained from FOB-SH simulations at 300 K. With very low or very high driving force we observe slightly enhanced rate constants from SH-RP-iso simulations compared to the rate constants obtained from FOB-SH simulations at the same driving forces. This enhancement in rate constant can be attributed to the lowering of the effective charge transfer barrier due to the presence of ZPE corrections in the path integral based simulations. The rate constants from FOB-SH simulations are also in fair agreement with Marcus's rate constants. At 100 K, we observe a prominent asymmetry in the curvature of the rate constants calculated from SH-RP-iso trajectories as a function of increasing driving force as compared to the results obtained from FOB-SH simulations. To demonstrate this feature clearly we have plotted inverted parabolas on top of the data obtained with both the SH-RP-iso and FOB-SH methods in Fig. (5). The slower rate of decrease of rate constant with the increase in driving force in the Marcus's “inverted” regime compared to the rate of increase in the normal regime has been demonstrated previously and was attributed to vibrational tunneling. The relative increase in radius of gyration upon increasing the driving force ($-\Delta A$) from 0 to 300 meV for the atoms of the two ELMs is $\sim 1.5 - 3.0$ times larger as compared to the relative increase in the radius of gyration of the same atoms upon increasing the driving force from 0 to 400 meV at 300 K, Fig. (S2). In addition, we also observe a small shift in the maxima compared to the rate constants obtained from FOB-SH simulations. While a more extensive and systematic study comprising of systems either with several vibrational modes or with higher charge transfer free energy barrier (equivalent to larger reorganization energy) is required in order to fully comprehend the exact origin of this shift, we tentatively speculate that the shift is a consequence of varying extent of nuclear tunneling at different driving forces.

5 Conclusions

We have reported here the implementation of three different methods that include nuclear quantum effects in the context of nonadiabatic dynamics with fragment orbital based surface hopping propagation scheme in the CP2K software package. By comparing the excited state populations obtained from each of these simulations at different temperatures we have shown that the results obtained with SH-RP-iso simulations deviate the least from the excited state populations obtained with BO-RPMD method while RPSH-BA and RPSH-wBA simulations either severely un-
A Derivation of NACE expression in diabatic basis

Taking the derivative of the off-diagonal elements of the adiabatic electronic Hamiltonian we get,

\[ \left[ (\nabla_j U^\dagger) H U \right]_{ij} = \left[ H (\nabla_j U^\dagger) U + U (\nabla_i H U^\dagger) \right]_{ij} + \left[ H (\nabla_i U^\dagger) (\nabla_j U) \right]_{ij} \]

\[ = 0 \]

Hence,

\[ \left[ U^\dagger (\nabla_i U^\dagger) H U \right]_{ij} = - \left[ (\nabla_i U^\dagger) H U \right]_{ij} - \left[ U^\dagger H (\nabla_i U) \right]_{ij} \]  \hspace{1cm} (A.1)

Since the transformation matrix is unitary irrespective of nuclear configuration we get,

\[ \nabla_i (U^\dagger U) = 0 \]

\[ \nabla_i U^\dagger = -U^\dagger (\nabla_i U) U^\dagger \]  \hspace{1cm} (A.2)

The first term on the right hand side of Eq. (A.1) is given by,

\[ \left[ (\nabla_i U^\dagger) H U \right]_{ij} \]

\[ = - \left[ U^\dagger (\nabla_i U) U^\dagger H U \right]_{ij} \]

\[ = \left[ \left( U^\dagger H (\nabla_i U) \right)^\dagger \right]_{ij} \]

\[ = -E_i \left[ U^\dagger (\nabla_i U) \right]_{ij} \]  \hspace{1cm} (A.3)

Similarly, the second term on r.h.s of Eq. (A.1) is given by,

\[ \left[ U^\dagger H (\nabla_j U) \right]_{ij} \]

\[ = \left[ U^\dagger H \left( U^\dagger U^\dagger \right) \right]_{ij} \]

\[ = \left[ H (U^\dagger (\nabla_j U)) \right]_{ij} \]

\[ = E_i \left[ U^\dagger (\nabla_j U) \right]_{ij} \]  \hspace{1cm} (A.4)

Substituting Eq.s (A.3) and (A.4) in Eq. (A.1) we get,

\[ \left[ U^\dagger H (\nabla_j U) \right]_{ij} = (E_j - E_i) \left[ U^\dagger (\nabla_j U) \right]_{ij} \]

\[ = \left[ \left( \dot{U}_j U^\dagger U^\dagger \right)_{ij} + \left( U^\dagger D U \right)_{ij} \right] \]  \hspace{1cm} (B.1)

Using the expression for adiabatic NACV in diabatic basis, Eq. (9) and Eq. (A.5) we obtain the desired relation for adiabatic NACE, Eq. (6).

\[ \dot{a}_{ij}^{ad} = \dot{R}_i \cdot \dot{d}_{ij}^{ad} \]

\[ = \dot{R}_i \cdot \left( \frac{1}{E_j - E_i} \left[ \dot{U}_j U^\dagger U^\dagger \right]_{ij} + \left[ \dot{U}^\dagger D U \right]_{ij} \right) \]

\[ = \dot{R}_i \cdot \left( \left[ \dot{U}_j U^\dagger \right]_{ij} + \left[ \dot{U}^\dagger D U \right]_{ij} \right) \]

\[ = \left[ \dot{U}_j U^\dagger \right]_{ij} + \left[ \dot{U}^\dagger D U \right]_{ij} \]  \hspace{1cm} (A.5)

B RPSH-BA: electronic Schrödinger equation in diabatic basis

The vector-matrix form of Eq. (13) is given by,

\[ i\hbar \dot{c} = \left( \tilde{\rho}^{ad} - i\tilde{\rho}^{\dagger ad} \right) c \]

where

\[ \left[ \tilde{\rho}^{ad} \right]_{ij} = \left[ \tilde{\rho}^{\dagger ad} \right]_{ij} = \frac{1}{\hbar} \sum_{\alpha=1}^{\nu} E_i c \]

\[ \left[ \tilde{\rho}^{\dagger ad} \right]_{ij} = \frac{1}{\hbar} \sum_{\alpha=1}^{\nu} d_{ij}^{ad} \left( \langle R_i \rangle_\alpha \right) \]  \hspace{1cm} (B.2)

Inserting Eq. (15) in Eq. (B.1) we obtain,

\[ i \left( \tilde{\rho}^{ad} \cdot \tilde{U}_j \right) = \left( \tilde{\rho}^{ad} - i\tilde{\rho}^{\dagger ad} \right) \tilde{U}_j \]  \hspace{1cm} (B.3)
Rearranging Eq. (B.3), inserting Eqs. (3) and (7) and multiplying from the left with \( \hat{U} \) we obtain Eq. (16).

\[
\hat{\mu} = \hat{U} \left( \frac{1}{n} \sum_{\alpha} \hat{U}_{\alpha} \hat{H}_{\alpha} \hat{U}_{\alpha}^\dagger \right) \hat{U}^\dagger \mathbf{u} - i \hat{U} \left( \frac{1}{n} \sum_{\alpha} \left[ \hat{U}_{\alpha} \hat{H}_{\alpha} + \hat{U}_{\alpha}^\dagger \hat{D}_{\alpha} \hat{U}_{\alpha} \right] \right) \hat{U}^\dagger \mathbf{u} - i \hat{U} \hat{U}^\dagger \mathbf{u} \tag{B.4}
\]

C Derivation of NACV expression in RPSH-wBA

Let \(|i\rangle\) and \(|j\rangle\) be the eigenstates of the average electronic Hamiltonian, \( \hat{H} \) with eigenvalues \( E_i \) and \( E_j \).

\[
\nabla_{li} \langle i | \hat{H} | j \rangle = \langle \nabla_{li} | i \rangle \langle i | \hat{H} | j \rangle + \langle j | \nabla_{li} \hat{H} | j \rangle = 0 \tag{C.1}
\]

Using the definition of adiabatic NACV, \( \alpha_{ad}^{i,j} \equiv \langle i | \nabla_{li} | j \rangle \), we obtain,

\[
-E_i \alpha_{ad}^{i,j} + \langle i | \nabla_{li} \hat{H} | j \rangle = E_i \alpha_{ad}^{i,j} = 0 \tag{C.2}
\]

Rearranging the terms we get,

\[
\alpha_{ad}^{i,j} = \frac{1}{2E_{ij}} \left( \frac{1}{n} \right) \left( \sum_{\alpha} \langle i | \nabla_{li} \hat{H}_{\alpha} \rangle \right) = \frac{1}{2E_{ij}} \alpha_{ad}^{i,j} \tag{C.3}
\]

where the last line is obtained by inserting the completeness of the eigenstates of the electronic Hamiltonian of each individual bead.

Following Spencer et al.,\textsuperscript{59} we can write an expression for the gradient of the electronic Hamiltonian in the diabatic basis of each individual bead.

\[
\langle i' \alpha' | \nabla_{li} \hat{H}_{\alpha'} \rangle \langle j' \alpha' \rangle = \left[ \hat{U}_{\alpha'}^\dagger \nabla_{li} \hat{H}_{\alpha'} \hat{U}_{\alpha'} \right]_{i'j'j} \tag{C.4}
\]

where \( \hat{D}_{\alpha} \equiv \hat{D}_{\alpha} \left( \sum_{\alpha} \langle i | \nabla_{li} \rangle \langle j | \nabla_{li} \rangle \right) \). Inserting Eq. (4) into Eq. (C.3), we obtain an expression for adiabatic NACV in terms of gradient of Hamiltonian of each bead in diabatic basis. Following Carof et al.,\textsuperscript{58} we can ignore the second term on the r.h.s of Eq. (C.4):

\[
\alpha_{ad}^{i,j} \approx \frac{1}{2E_{ij}} \sum_{\alpha'} \sum_{i'} \langle i' \alpha' | \nabla_{li} \rangle \langle j' \alpha' | \rangle \left[ \hat{U}_{\alpha'}^\dagger \nabla_{li} \hat{H}_{\alpha'} \hat{U}_{\alpha'} \right]_{i'j'j} \tag{C.5}
\]

The above expression can be further simplified by assuming that the change in nuclear position in one bead does not affect the electronic Hamiltonian of another bead. Hence, the triple sum in Eq. (C.5) is reduced to a double sum over the eigenstates of \( \alpha \)th bead only, leading to Eq. (26).

D Derivation of NACE expression in RPSH-wBA

\[
\dot{\mathbf{d}}_{\alpha \beta}^{ad} = \dot{\mathbf{K}}_{\alpha \beta} \cdot \mathbf{d}_{\alpha \beta}^{ad}
\]

\[
= \dot{\mathbf{K}}_{\alpha \beta} \cdot \left( \left[ \hat{U}_{\alpha}^\dagger \nabla_{li} \hat{H}_{\alpha} \hat{U}_{\alpha} \right]_{i'j'j} + \left[ \hat{U}_{\alpha}^\dagger \hat{D}_{\alpha} \hat{H}_{\alpha} \hat{U}_{\alpha} \right]_{i'j'j} \right)
\]

\[
= \Delta E_{ij} \cdot \left[ \hat{U}_{\alpha}^\dagger \nabla_{li} \hat{H}_{\alpha} \hat{U}_{\alpha} \right]_{i'j'j} + \left[ \hat{U}_{\alpha}^\dagger \hat{D}_{\alpha} \hat{U}_{\alpha} \right]_{i'j'j} \tag{D.1}
\]
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