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Abstract  Pulse-like ruptures arise spontaneously in many elastodynamic rupture simulations and seem to be the dominant rupture mode along crustal faults. Pulse-like ruptures propagating under steady state conditions can be efficiently analyzed theoretically, but it remains unclear how they can arise and how they evolve if perturbed. Using thermal pressurization as a representative constitutive law, we conduct elastodynamic simulations of pulse-like ruptures and determine the spatiotemporal evolution of slip, slip rate, and pulse width perturbations induced by infinitesimal perturbations in background stress. These simulations indicate that steady state pulses driven by thermal pressurization are unstable. If the initial stress perturbation is negative, ruptures stop; conversely, if the perturbation is positive, ruptures grow and transition to either self-similar pulses (at low background stress) or expanding cracks (at elevated background stress). Based on a dynamic dislocation model, we develop an elastodynamic equation of motion for slip pulses and demonstrate that steady state slip pulses are unstable if their accrued slip b is a decreasing function of the uniform background stress \( \tau_b \). This condition is satisfied by slip pulses driven by thermal pressurization. The equation of motion also predicts quantitatively the growth rate of perturbations and provides a generic tool to analyze the propagation of slip pulses. The unstable character of steady state slip pulses implies that this rupture mode is a key one determining the minimum stress conditions for sustainable ruptures along faults, that is, their “strength.” Furthermore, slip pulse instabilities can produce a remarkable complexity of rupture dynamics, even under uniform background stress conditions and material properties.

1. Introduction

The propagation of earthquakes is generally classified into two main modes: crack-like ruptures, where fault slip occurs throughout the duration of propagation, and pulse-like ruptures, where only a small portion of the fault inside a ruptured area is sliding at a given time during rupture. The observation that local slip duration is often much shorter than the time required for stopping phases to propagate from fault boundaries led Heaton (1990) to suggest that most crustal earthquakes may propagate as pulse-like ruptures. A number of detailed kinematic and dynamic inversions of earthquake slip (Beroza & Ellsworth, 1996; Day et al., 1998; Galetzka et al., 2015; Olsen et al., 1997; Wald & Heaton, 1994) have confirmed the pulse-like nature of large crustal earthquakes, highlighting the importance of this rupture mode in the physics of faults.

The physical origin and dynamics of pulse-like ruptures have been studied extensively in theoretical models. Slip events have been shown to propagate as narrow, self-similar slip pulses in simplified discrete spring block models (e.g., Carlson & Langer, 1989; Elbanna & Heaton, 2012). Fully dynamic rupture simulations have revealed the key role of velocity-weakening friction (e.g., Cochard & Madariaga, 1994; Heaton, 1990; Perrin et al., 1995; Zheng & Rice, 1998) and boundary conditions (e.g., Johnson, 1990, 1992) in the spontaneous generation of slip pulses. Specifically, elastodynamic simulations with velocity-dependent friction show that the existence and evolution of the dynamic pulse-like ruptures are strongly controlled by both the ambient background stress and the nucleation conditions on the fault (Gabriel et al., 2012; Zheng & Rice, 1998). For a given nucleation condition, an increase in background stress results in a sequential transition from arresting pulses to growing pulses and then growing crack-like ruptures. Therefore, the mode of rupture and its evolution are the signature of the background stress acting on the fault prior to the earthquake. Of critical importance here is the stress level at the transition from arresting to growing pulses, which provides the threshold below which sustained fault slip is precluded. The rupture mode at the transition is that of a “steady state” slip pulse, for which the tip and tail of the slipping patch propagate at the same speed.
Figure 1. Schematic of the stress evolution along a pulse-like rupture shown in the coordinate frame $X$ moving with the rupture front. Far from the slipping patch, the shear stress is constant and equal to $\tau_b$. Near the rupture tip ($X = 0$), the stress increases up to the local strength $\tau_0$ and then evolves according to a constitutive law, in agreement with elastodynamic equilibrium. Behind the patch ($X = L$), the stress increases again back to the background stress.

These steady state solutions are therefore key to understanding the stress level required for earthquake propagation and the dynamics of faults. Steady state solutions of the elastodynamic fault problem can be obtained using analytical or simple numerical methods so that they can be studied efficiently without resorting to computationally expensive numerical treatment. Several pulse-like rupture solutions have been obtained for simple models of faults with a constant or slip-dependent friction law (e.g., Broberg, 1978; Dunham & Archuleta, 2005; Freund, 1979; Rice et al., 2005), but without specific regard to the processes allowing for strength recovery and “healing” (i.e., cessation of slip) at the tail of the pulse. Steady state pulse solutions fully consistent with both elastodynamics and a specific friction law have been determined by Perrin et al. (1995) in the context of rate-and-state friction and more recently by Garagash (2012) and Platt et al. (2015) in the context of dynamic weakening by thermal (or chemical) pressurization of pore fluids within the fault zone. These solutions provide unique insights into the relationships between rupture properties, such as pulse width or rupture velocity at a given background stress, and key parameters of the friction law, such as rate-and-state parameters (Perrin et al., 1995) or thermohydraulic properties of the fault core (Garagash, 2012; Platt et al., 2015). Despite the (relative) simplicity and efficiency of those steady state pulse solutions, it remains to be confirmed how they can be generated and how they evolve in response to perturbations in loading conditions or frictional properties. In other words, the key question here is to determine how self-consistent steady state solutions (i.e., satisfying elastodynamics and all the features of a specific friction law) can be compared to possibly transient rupture dynamics observed on natural faults.

Regarding this issue, the numerical simulations provided by Gabriel et al. (2012) and Brener et al. (2018) using velocity-dependent friction, or by Noda et al. (2009) in the context of weakening by thermal pressurization of pore fluids within the fault, seem to indicate that such steady state solutions are not stable: They either grow (to form self-similar pulses) or decay and stop. The goal of this paper is to analyze in detail how steady state pulses respond to perturbations and to determine a clear stability condition depending on the characteristics of the friction law. Building on the work by Garagash (2012), we examine specifically the case of pulses driven by thermal pressurization of pore fluids and first solve the nonlinear perturbation problem numerically (section 2). We then examine more generally the conditions under which stable pulses can exist based on an approximate equation of motion for moving dislocations (section 3). The significance of steady state pulse solutions and some implications for the dynamics of earthquakes are examined in section 4.

2. Slip Pulses Driven by Thermal Pressurization of Pore Fluids

In this section, we present a detailed analysis of the evolution of pulses driven by thermal pressurization. We choose to focus specifically on thermal pressurization as the governing process by which faults weaken (and restrengthen), since it has a firm physical background and has been shown to be consistent with a number of seismological observations (Rice, 2006; Viesca & Garagash, 2015). Beyond this specific choice for the fault constitutive behavior, we stress that the method of analysis developed here is quite general and can be used to include other friction laws.

We first briefly summarize the results of Garagash (2012) regarding steady state solutions and perform a stability analysis by solving for the evolution of perturbations from the steady state solution.

2.1. Model and Steady State Solution

2.1.1. Elastodynamics of Steadily Propagating Pulse

We consider a planar fault embedded in an infinite, homogeneous elastic medium of shear modulus $\mu$. The fault is assumed to be of infinite extent in one of its planar dimensions, so that we restrict our attention to a two-dimensional problem. The fault is loaded by a uniform background shear stress, denoted $\tau_b$. For simplicity, we assume that the loading is in mode III (out of plane) geometry. Fault slip is assumed to occur over a patch of finite length $L$, which propagates at a constant speed $v_r$ along spatial coordinate $x$, as shown in Figure 1. Under steady state conditions (i.e., constant rupture speed), it is convenient to introduce a reference
frame \((X, y)\) that moves with the rupture tip, so that the shear stress \(\tau\) and slip rate \(V\) along the fault (in the plane \(y = 0\)) are functions of the coordinate \(X = v_{r}t - x\) only. The elastodynamic equilibrium requires that (e.g., Weertman, 1969)

\[
\tau(X) = \tau_{0} - \frac{\mu}{2\pi v_{r}} \int_{0}^{L} \frac{V(\xi)}{X - \xi} \, d\xi,
\]

where \(\mu\) is an apparent shear modulus given by \(\mu = \mu_{0} F(v_{r}/c_{s})\). The function \(F\) of the ratio of rupture speed and shear wave speed \(c_{s}\) is equal to \(F(v_{r}/c_{s}) = \sqrt{1 - v_{r}^{2}/c_{s}^{2}}\) (e.g., Rice, 1980), so that the apparent modulus approaches 0 as the rupture speed approaches the shear wave speed. In equation (1), it is understood that the gradient in fault strength remains continuous, so that the condition for cessation of slip \(\tau(X) \leq \tau_{f}\) imposes that the elastic stress gradient remains bounded; that is, \(k_{L} = 0\). This equality ensures the consistency of the assumption that slip only occurs where \(\tau_{f} = \tau(X)\) and provides a constraint on the pulse length \(L\) (which would otherwise be a free parameter of the problem).

### 2.1.2. Fault Strength

The strength of the fault \(\tau_{f}\) is assumed to be governed by a friction law:

\[
\tau_{f} = f \sigma' = f \times (\sigma_{n} - p),
\]

where \(f\) is a friction coefficient and \(\sigma'\) is the Terzaghi effective stress, equal to the difference between the fault normal stress \(\sigma_{n}\) and the pore fluid pressure \(p\) inside the fault core. Here, we assume a constant friction coefficient throughout the slip process. Since we are primarily concerned here with dynamic slip, the constant value of \(f\) should be representative of the high velocity “dry” friction coefficient, which is typically of the order of 0.1 (e.g., Di Toro et al., 2011). The pore fluid pressure \(p\) is governed by the competition between fluid diffusion and thermal expansion due to shear heating. The fluid pressure evolution is coupled to the temperature \(\Theta\) through the following equations (e.g., Rice, 2006):

\[
\frac{\partial p}{\partial t} = \Lambda \frac{\partial \Theta}{\partial t} + a_{h} \frac{\partial^{2} p}{\partial y^{2}},
\]

\[
\frac{\partial \Theta}{\partial t} = \frac{\tau_{f} \dot{\gamma}}{\rho c} + a_{h} \frac{\partial^{2} \Theta}{\partial y^{2}},
\]

where \(\Lambda\) is a thermoporoelastic coupling factor expressing the increase in fluid pressure per unit increase in temperature; \(a_{h}\) and \(a_{\Theta}\) are hydraulic and thermal diffusivities, respectively; \(\dot{\gamma}\) is the shear strain rate; and \(\rho c\) is the heat capacity of the fault rock. In a fault core of finite width, pore pressure is not homogeneous across the fault, which can lead to shear strain localization (Platt et al., 2014; Rice et al., 2014). Here, we do not explicitly account for this effect, which requires the introduction of further parameters such as rate-hardening properties of the sheared gouge. We follow Garagash (2012) and consider a Gaussian shear strain rate distribution across the fault with a characteristic width \(h\),

\[
\dot{\gamma}(y, t) = \frac{V(t)}{h} e^{-y^{2}/h^{2}},
\]

and use the pore pressure at the center of the fault (where it is maximum) to compute the strength in equation (4).
Figure 2. Example solution of a steady state pulse driven by thermal pressurization. Vertical dashed lines indicate the beginning and end of the slipping patch. The background stress is \( \tau_b = 0.7 \) and the diffusivity ratio is \( \alpha_{hy}/\alpha_{th} = 1 \). Using \( h/h_{dyna} = 1 \), the resulting pulse speed is \( v_r/c_s = 0.894 \), length is \( L/L^* = 1.485 \), duration is \( T/T^* = 1.661 \), and total slip is \( b/\delta_c = 0.974 \).

Equations 5 and (6) can be solved to arrive at the integral representation for fault strength (Rice, 2006) given here in the form of (Garagash, 2012)

\[
\tau_f = \tau_0 - \frac{1}{\delta_c} \int_0^1 \tau_f(t'/V(t'))K \left( \frac{t-t'}{T^*} \right) \frac{\alpha_{by}}{\alpha_{th}} \text{d}t',
\]

where \( \tau_0 = f\sigma_0' \) is the initial strength of the fault (at \( p(y = 0, t = 0) = p_0 \)), and

\[
\delta_c = \frac{\rho c f}{\mu} \quad \text{and} \quad T^* = \frac{h^2}{4\alpha}.
\]

In the determination of the solution, we constrain not only the distribution of stress and slip rate along the pulse but also its duration \( T/T^* \) and length \( L/L^* \). The rupture speed is given by \( v_r = L/T \), so that its ratio relative to the shear wave speed is \( v_r/c_s = (L/L^*)(T/T^*)(c_s/T^*)/L \). Following Garagash (2012, section 7.1), we define a characteristic thickness \( h_{dyna} \) such that \( h/h_{dyna} = c_s T^*/L^* \), that is,

\[
h_{dyna} = \frac{\mu}{\tau_0 \rho c} \frac{4\alpha}{\delta_c},
\]

so that constraining the fault core thickness through the ratio \( h/h_{dyna} \) implies that the rupture velocity \( v_r/c_s \) is also constrained (\( v_r/c_s = (L/L^*)(T/T^*)(h_{dyna}/h) \)).

A representative example is shown in Figure 2, where we chose \( \tau_b/\tau_0 = 0.7 \) and \( \alpha_{by}/\alpha_{th} = 1 \). For completeness, we also show the evolution of stress \( \tau \) and strength \( \tau_f \) outside the pulse, and we indeed observe
Snapshots of shear stress and slip rate profiles for a slip pulse propagating from left to right across a negative (a, b) or positive (c, d) background stress perturbation. The initial steady state pulse is generated with a background stress \( \tau_b/\tau_0 = 0.7 \), diffusivity ratio \( \alpha_{hy}/\alpha_{th} = 1 \), and \( h_0/h_{dyn} = 1 \). The perturbation amplitude is \( |\Delta \tau_b|/\tau_0 = 10^{-2} \), with a half-sinusoidal shape of width \( L/3 \) (see insets in panels a and c), centered at \( x/L^* = -10 \) (dotted line). In all the plots, thick lines mark the positions where slip rate is nonzero. Snapshots are shown at regular time intervals of \( \approx 1.03T^* \). Oblique dashed lines in panels (b) and (d) show the virtual position of the steady state rupture tip without perturbation (i.e., rupture speed \( v_{rst} \)).

Some key properties of steady state pulses driven by thermal pressurization can be determined from a systematic exploration of the numerical solutions. Of particular interest here are the pulse width (\( L/L^* \)), total slip (\( b/\delta_c \)), and rupture speed (\( v_r/c_s \)), which are shown in Figure 3 as a function of the background stress (\( \tau_b/\tau_0 \)). In all these plots, we chose again \( \alpha_{hy}/\alpha_{th} = 1 \), knowing that this parameter has only a minor quantitative effect on the results (Garagash, 2012).

With increasing background stress, the slip and rupture speed decrease, while the pulse width increases. However, the relationships depicted in Figure 3 have been derived from independent steady state solutions and therefore may not correspond to the actual evolution of the width, slip, and rupture speed of a single pulse propagating along a fault with varying background stresses, pore pressure, or fault constitutive parameters (friction, etc.). In order to compute such an evolution, and determine whether a given steady state solution is stable against perturbations in background stress, we need to compute the full elastodynamic solution for a propagating pulse in a perturbed stress state.

2.2. Elastodynamic Stability Analysis: Method
The elastodynamic stress equilibrium can be expressed as

\[
\tau(x, t) = \tau_b(x) - \frac{\mu}{2c_s} V(x, t) + \phi[V],
\]

that \( \tau < \tau_f \) behind the tail. This pulse is therefore fully consistent with elastodynamics and the fault constitutive law.
Two representative examples of slip pulse propagating across either a positive or a negative perturbation in background stress are shown in Figure 4. The initial background stress is $\tau_0/\rho_0 = 0.7$, and the diffusivity
Figure 6. Time evolution of perturbations in pulse width (|ΔL|/L*, black dots), peak slip rate (|ΔV_{max}|/V', gray lines), and net slip (|Δb|/δc, black lines) in the case of a negative (a) and positive (b) perturbation. The initial background stress is τ_b/τ_0 = 0.7, and the perturbation amplitude is |Δτ_b|/τ_0 = 10^{-3}. The onset time of the perturbation is denoted t_{pert}. The evolution in pulse width is initially not smooth due to the spatial discretization of the numerical solution, which allows only for approximate determination of the pulse tip and tail positions.

The evolution of the pulse shape is best observed in the coordinate system that moves with the pulse tip at its reference speed v_{rss}. Figure 5 shows contours of slip rate in the transformed coordinate system ((x - v_{rss}t)/L*, t/T*) for the two simulations presented in Figure 4. When the perturbation is negative (Figure 5a), the pulse width reduction is initially driven by an acceleration of the trailing edge (healing front) and subsequently by a deceleration of the tip. The acceleration of the healing front initiates when the shear wave emitted from the pulse tip at the location of the perturbation reaches the trailing edge of the pulse. The overall pulse width reduces in a nonlinear manner over time, and the pulse arrests abruptly. When the perturbation is positive (Figure 5b), an acceleration of the pulse tip is first observed, followed by a deceleration of the trailing edge. The pulse tip speed gradually approaches the shear wave speed. After a critical time of

Figure 7. (a) Time evolution of slip perturbations following a negative background stress perturbation, for a range of reference background stresses τ_b/τ_0. (b) Exponential growth rate of the slip perturbations as a function of the reference stress. The growth rate was computed using a least squares fit to a straight line of the data subset highlighted in black on the left panel.
Snapshots of shear stress (a) and slip rate (b) profiles for a slip pulse propagating across a positive background stress perturbation. The initial steady state pulse is generated with a background stress $\tau_b/\tau_0 = 0.9$, diffusivity ratio $a_{hy}/a_{th} = 1$, and $h/h_{dyna} = 1$. The perturbation amplitude is 0.001$\tau_0$, with a half-sinusoidal shape of width $L/3$ centered at $x = 0$ (dotted line). In all the plots, thick lines mark the positions where slip rate is nonzero. Snapshots are shown at regular time intervals of $\approx 0.9T^*$. The amplitude of all the normalized variables is initially of the same order of magnitude as the perturbation in background stress, and all grow at approximately the same exponential rate. As shown in Figure C1, the amplitude of the perturbation impacts only the initial jump in the perturbed variables but does not modify the growth rate itself.

The growth rate of slip perturbations following a negative stress perturbation is explored as a function of reference background stress in Figure 7. Reasonably accurate simulations can only be performed for $\tau_b/\tau_0 \gtrsim 0.4$, because at lower stress levels the reference rupture speeds become too close to the shear wave speed (see Figure 3c). A clear trend of increasing growth rate with increasing reference shear stress is observed. This trend is not linear (Figure 7b): The growth rate approaches 0 at low stress and increases dramatically at high stress. In reference to Figure 3c, the overall trend implies that slow pulses with little net slip arrest more rapidly than faster ones.

At elevated background stress ($\tau_b/\tau_0 \gtrsim 0.79$), the pulse response to positive perturbations is qualitatively different from that shown in Figures 4c, 4d, and 5b. Figure 8 shows a series of snapshots of shear stress and slip rate for a pulse propagating under a background stress $\tau_b/\tau_0 = 0.9$ and perturbed at $x = 0$ with a half-size of width $(1/3)L/L^*$ and amplitude $\Delta\tau_b/\tau_0 = 10^{-3}$. The tip of the pulse accelerates, and the tail decelerates and starts propagating in the negative $x$ direction, leaving an expanding region of nonzero slip rates across the crack line. The pulse-like rupture effectively transitions to a crack-like rupture.

At intermediate background stress ($\tau_b/\tau_0 \sim 0.78$ for $a_{hy}/a_{th} = 1$ and $h/h_{dyna} = 1$), a positive stress perturbation produces a complex rupture pattern, shown in Figure 9. The slip pulse initially transitions to a self-similar expanding pulse. At later times, a new crack-like rupture appears near the location where this transition occurred (Figure 9a). A plot of the shear stress and strength profiles (Figure 9b) reveals that the secondary nucleation is driven by the combination of a reduced strength in the wake of the pulse (although offset by strength recovery driven by pore fluid diffusion) and an increased backstress due to the expansion of the pulse. The net slip due to the expanding pulse increases approximately linearly with increasing
Figure 9. Effect of a positive background stress perturbation ($|\Delta \tau_b|/\tau_0 = 10^{-3}$, starting at $x = x_{\text{pert}}$) on a slip pulse propagating under an intermediate initial background stress $\tau_b/\tau_0 = 0.783$. (a) Slip rate contours. Black line delineates the slipping patch (i.e., the $V = 0$ contour), and gray lines are iso-$V$ contours logarithmically spaced between $V/V^* = 0.01$ and 10. (b) Shear stress (solid line) and strength (dotted line) profiles at $t/T^* = 40$ (see dotted line in panel a). Thick black lines mark where slip rate is nonzero, and black dots mark the edges slipping patches.

propagation distance, so that the shear stress around the transition point from steady state to expanding pulse is expected to increase logarithmically with time, and secondary nucleation ensues.

The process by which secondary nucleation might proceed is illustrated in detail in Figure 10, which shows (a) the stress profiles and (b) the maximum stress perturbation behind the pulse (as well as the net slip perturbation) as a function of time for a simulation with positive stress perturbation and an initial background stress $\tau_b/\tau_0 = 0.77$. Although secondary nucleation was not observed within the time frame of that simulation, a clear progressive increase in stress is observed around the location of the transition from steady state to expanding pulse (see stress profiles inside the box in Figure 10a). A similar mechanism for the secondary rupture nucleation in the wake of expanding primary pulse, pulse, or crack, depending on the background stress level, has been described by Gabriel et al. (2012) for a fault with a velocity-weakening friction. This increase slows with increasing time and propagation distance (Figure 10b) but does not stabilize. This logarithmic increase in stress is expected if the net slip behind the pulse increases linearly with propagation distance, which seems to be the case here.

In summary, the numerical results presented above indicate that pulse-like ruptures driven by thermal pressurization of pore fluids are unstable to infinitesimal perturbations. The growth of slip rate, slip, and pulse width perturbations is initially exponential and of the same sign as the initial stress perturbation. When that perturbation is negative, the slip pulse eventually stops and does so abruptly. When the perturbation is positive, depending on the initial uniform background stress, the slip pulse grows and transitions to a self-similar expanding pulse (at low stress) or an expanding crack-like rupture (at high stress). Because expanding pulses lead to an increasing net slip with increasing propagation distance, secondary nucleation is observed at the location of the perturbation at intermediate background stress.

3. General Stability Criterion

The numerical results clearly indicate that steady state slip pulses driven by thermal pressurization are unstable. How general is this result? In this section, an approximate equation of motion for dynamic pulse-like ruptures is established and utilized to determine a general stability criterion for steady state slip pulses.

3.1. Slip Pulse Elastodynamics

In the elastodynamic equilibrium equation

$$\tau(x, t) = \tau_b - \frac{\mu}{2c_s} V(x, t) + \phi(x, t),$$

(15)
Figure 10. Stress buildup due to the transition to an expanding pulse. Simulation run using \( \tau_b / \tau_0 = 0.77 \), and a positive stress perturbation located at \( x = 0 \).
(a) Snapshots of stress profiles. Thick lines highlight the slipping patch. Box highlights the stress buildup around the transition point. (b) Evolution of the maximum stress perturbation behind the pulse and maximum slip perturbation as a function of time.

The stress redistribution functional has a form (Cochard & Rice, 1997)

\[
\phi(x, t) = \frac{\mu}{2\pi} \frac{\partial}{\partial x} \int_{-\infty}^{t} \int_{x}^{+\infty} M \left( \frac{x - x'}{c_s(t - t')} \right) \frac{\partial \delta/\partial x'}{t - t'} dx' dt'.
\]  

(16)

The kernel \( M(u) \) assumes a simple form for anti-plane deformation:

\[
M(u) = H(1 - u^2) \sqrt{1 - u^2},
\]

(17)

where \( H \) is the Heaviside function.

Consider a rupture in a form of a slip pulse of length \( L(t) \) and total accumulated slip (dislocation) \( b(t) \), the motion of which is specified by the coordinate of its tip, \( x = \xi(t) \), advancing at generally nonuniform speed \( v_r(t) = \dot{\xi}(t) \). On spatial scales much larger than \( L(t) \), the pulse is seen as a singular dislocation

\[
|x - \xi(t)| \gg L(t) : \quad \delta(x, t) = b(\theta(x)) \delta_{\text{Dirac}}(\xi(t) - x)
\]

(18)

where \( \theta(x) \) is the arrival time of the pulse at the position \( x \) (i.e., \( \xi(\theta(x)) = x \)). Substituting this into (15) and (16), moving \( \partial/\partial x \) under the integral in (16) yields after some manipulations (Appendix D)

\[
\tau(x, t) - \tau_b = \phi(x, t) - \frac{\mu}{2c_s} v_r(t) b(\theta(x)) \delta_{\text{Dirac}}(\xi(t) - x),
\]

(20)

where

\[
\phi(x, t) = \phi_{\text{Dirac}}(x, t) + \phi_{\delta}(x, t),
\]

(21)

\[
\phi_{\text{Dirac}}(x, t) = -\frac{\mu}{2\pi c_s} \int_{-\infty}^{t} \frac{dM(u)}{du} \frac{b(t') dt'}{(t - t')^2},
\]

(22)

\[
\phi_{\delta}(x, t) = -\frac{\mu}{2\pi} \int_{-\infty}^{t} M(u) \frac{db}{dt'} \frac{dt'}{x - \xi(t')}.
\]

(23)
Let us introduce the coordinate frame moving with the dislocation (or the advancing front of the pulse),

$$\mathbf{a} \equiv \frac{x - \xi(t')}{c_s(t - t')}$$

(24)

Terms \( \phi_{\text{Dirac}} \) and \( \phi_H \) in the stress transfer functional \( \phi = \phi_{\text{Dirac}} + \phi_H \) correspond to the singular (Dirac) and the nonsingular (step function \( H \)) terms in the slip gradient (equation 19), respectively.

Since the region of applicability of “dislocation approximation” (20), \(|x - \xi(t)| \gg L(t)\), excludes \( x = \xi(t) \), the singular \( (\phi_{\text{Dirac}}) \) term in (20) is of no consequence and will be dropped in the foregoing, that is,

$$|x - \xi(t)| \gg L(t) : \quad \tau(x,t) - \tau_0 = \phi(x,t).$$

(25)

### 3.2. Intermediate Field of Pulse

Let us introduce the coordinate frame moving with the dislocation (or the advancing front of the pulse),

$$X = \xi(t) - x.$$  

In the case of a steady (steady state) pulse motion, \( \dot{b} = \dot{v}_s = 0 \), one finds that \( \tau = v_s \gamma - X/c_s(t - t') \), and, in the case of anti-plane slip, (17), one recovers from (20) and (22) Weertman’s (1980) solution for a subsonic dislocation,

$$\tau(x,t) - \tau_0 = \phi_{\text{as}}(X;v_s,b) \equiv \frac{\mu}{2\pi} \frac{1 - v_s^2/c_s^2}{L_0} b.$$  

(26)

In the general (nonsteady) case, Weertman’s solution (26) with instantaneous values of \( b(t) \) and \( v_s(t) \) gives the leading order term in the near field of a dislocation (e.g., Eshelby, 1953; Markenscoff, 1980; Pellegrini, 2010). This near field can be defined by distances \( X \) that are much smaller than a length scale \( L_{\text{out}} \) which characterizes the unsteady motion of the pulse. For instance, if a dislocation accelerates or decelerates over a time scale \( T_{\text{out}} \) (e.g., \( v_s/\dot{v}_s \) or \( b/\dot{b} \)), the associated length scale would be \( L_{\text{out}} = v_s T_{\text{out}} \). When considering a slip pulse, the approximation to a dislocation (equation (20)) only holds at distances much larger than the pulse length \( L \), so that the near field of a dislocation corresponds to an intermediate field \((L \ll |X| \ll L_{\text{out}})\) for a pulse, as long as the pulse “inner” length scale \( L \) and the “outer” length scale \( L_{\text{out}} \) are separable,

$$L \ll L_{\text{out}}.$$  

(27)

Furthermore, as shown by Eshelby (1953) on a particular example of accelerating dislocation motion, and by Markenscoff (1980), Callias and Markenscoff (1988), and Ni and Markenscoff (2009) in the case of general motion \( \xi(t) \) of a dislocation of invariant strength \( b(t) = \text{constant} \), the next order term in the near-field expansion of a nonuniformly moving dislocation is logarithmically singular. An extension of the results of Ni and Markenscoff (2009) for the \( \phi_{\text{Dirac}} \) expansion to the general case with arbitrary time dependencies \( \xi(t) \) and \( b(t) \) yields (see Appendices E and F for details)

$$\phi_{\text{Dirac}}(X,t) \approx \phi_{\text{as}}(X;v_s(t),b(t))$$

$$+ \frac{\mu}{4\pi c_s b(t)} \frac{d}{dt} \left[ b^2(t) \frac{v_s(t)/c_s}{\sqrt{1 - v_s^2(t)/c_s^2}} \right] \ln \frac{|X|}{L_{\text{out}}}.$$  

(28)

Note that we nondimensionalized \( X \) under the logarithm with outer length scale \( L_{\text{out}} \) but could have used other similar length for this purpose. This is due to the fact that any such scaling length contributes only to the high order terms, \( O(X^6) \), in the expansion. Admittedly, it would be advantageous to include these higher order terms to improve the approximation provided by this expansion (especially in view of the equation of motion discussed in the forthcoming). However, the actual expression for the \( O(X^5) \) correction is very cumbersome and appears to depend on the history of slip (Callias & Markenscoff, 1988; Ni & Markenscoff, 2008), and, consequently, it is not included in (28).

To find the near-field expansion for \( \phi_H \) (equation (23)), we first write

$$\phi_H(x,t) = \int_{-\infty}^{t} (\partial \phi_H(x,t)/\partial t) dt,$$  

(29)
The evolution of total slip accelerating from rest. Comparing (34) to (25) with (33) leads to an ordinary differential equation describing the evolution of the pulse net characteristics ($L_{\text{out}}$). This type of approximation of the intermediate field of the unsteady dislocation appears to have been first suggested by Eshelby (1953, p. 251) when treating the particular example of a constant-strength dislocation of magnitude considerations, somewhat arbitrary.

Combining (28) and (32), and simplifying, the near-field expansion of the stress perturbation due to a moving dislocation takes the form

$$\phi(x, t) \approx \phi_{ss}(X; v_i(t), b(t)) + \frac{\mu}{2\pi v_i(t)(1 - v_i^2(t)/c_s^2)^{1/4}} \frac{1}{v_i(t)} \frac{d}{dt} \left[ \frac{b(t)}{(1 - v_i^2(t)/c_s^2)^{1/4}} \right] \ln \left| \frac{X}{L_{\text{out}}} \right|. \quad (33)$$

### 3.3. Equation of Motion of a Moving Dislocation

In view of (27), the stress $\tau(x, t)$ at intermediate distances from the pulse is approximately given by that of the steady state dislocation with instantaneous strength $b(t)$, moving, as dictated by the steady state pulse solution, at $v_i \approx v_{\text{in}}(b(t))$ within the “transient” background stress field, $\tau_{\text{bss}}(b(t))$, that is,

$$L \ll |X| \ll L_{\text{out}} : \quad \tau(x, t) - \tau_{\text{bss}}(b(t)) = \phi_{ss}(X; v_{\text{in}}(b(t)), b(t)). \quad (34)$$

This type of approximation of the intermediate field of the unsteady dislocation appears to have been first suggested by Eshelby (1953, p. 251) when treating the particular example of a constant-strength dislocation accelerating from rest. Comparing (34) to (25) with (33) leads to an ordinary differential equation describing the evolution of total slip $b(t)$ accrued in an unsteadily propagating pulse:

$$\tau_b - \tau_{\text{bss}}(b(t)) \approx -\frac{\mu}{2\pi} \frac{1}{(1 - v_i^2(t)/c_s^2)^{1/4}v_i} \frac{d}{dt} \left[ \frac{b(t)}{(1 - v_i^2(t)/c_s^2)^{1/4}} \right] \ln \left| \frac{X}{L_{\text{out}}} \right|. \quad (35)$$

where $v_i = v_{\text{in}}(b(t))$ and $L = L_{\text{ss}}(b(t))$ are the steady state pulse velocity and width, respectively. In arriving to the form (35), the slowly space-varying $\ln |X/L_{\text{out}}|$ term in (34) was approximated by its value at distances of few $L$ away from the trailing edge of the pulse. Equation (35) can be regarded as an “equation of motion” of an unsteady pulse, since once its solution $b = b(t)$ is known, the corresponding pulse trajectory follows by integration of $dz/dt = v_{\text{in}}(b(t))$.

In summary, the derived equation of motion relies on separation of spatial scales associated with the slip development within the pulse ($L$) and the evolution of the pulse net characteristics ($L_{\text{out}}$), respectively, ($L \ll L_{\text{out}}$). This scale separation allows to approximate unsteady pulse solution at a given instant of time by the steady state solution (for a steadily propagating pulse) corresponding to the instantaneous value of total accrued slip $b(t)$, and other net pulse characteristics uniquely defined by the value of $b$ (i.e., $v_i = v_{\text{in}}(b)$, $L = L_{\text{ss}}(b)$, etc.). The evolution of the pulse “state variable” $b(t)$ is specified by the equation of motion (35).
3.4. Stability of Steady State Pulse

Equation (35) allows to address easily the question of stability of a steady state pulse solution (i.e., a solution of (35) with \( d\dot{\tau}_b/dt = 0 \)). If the rupture velocity of a steady state pulse monotonically increases with total slip, \( d\dot{\nu}_{\text{css}}/db \geq 0 \) and limited by \( c_0 \) (see, e.g., Garagash, 2012, for steady rupture pulses driven by thermal pressurization of pore fluid, and our Figures 3b and 3c), and in view of \( L_{\text{out}} \gg L \), the right-hand side of (35) is a positive multiple of \( d\dot{\tau}_b/db \). It then follows from (35) that the sign of \( d\dot{\tau}_b/db \) is set by that of \( \tau_b - \tau_{\text{css}}(b) \), and, thus, a steady state solution with \( b(t) = b_0 \) is stable to small perturbations if and only if the steady state value of the background stress increases with slip, \( (d\tau_{\text{css}}/db)_{b=b_0} > 0 \). (Interestingly, a similar stability condition was cited by Rosakis, 2001, without a proof).

For faults that dynamically weaken with slip, smaller levels of background stress are not inconsistent with larger required slip (and more pronounced weakening that comes with it) to drive a pulse rupture. We, therefore, expect the condition

\[
d\tau_{\text{css}}/db \leq 0
\]

(36)

to be satisfied for a number of realistic constitutive laws (such as weakening by thermal pressurization, as shown in Figure 7b) and thus inherently unstable steady state pulse solutions. Indeed, initially steadily propagating slip pulses in a number of numerical studies utilizing different models for the fault strength (e.g., Beeler & Tullis, 1996; Gabriel et al., 2012; Noda et al., 2009; Perrin et al., 1995; Zheng & Rice, 1998) eventually become unsteady, either growing (accelerating and accruing increasing levels of slip with distance traveled) or dying (shrinking and decelerating).

3.5. Perturbation Growth Rate

Let us write the equation of motion (35) in a shorthanded form \( \tau_b - \tau_{\text{css}}(b) = \mu \Psi(b) \dot{\nu}_b/db, \) where

\[
\Psi(b) = \frac{1}{2\pi} \frac{1}{\psi_b/c_b^2} \frac{d}{db} \left[ \frac{b}{(1 - \psi_b/c_b^2)^{1/4}} \right] \ln \left[ \frac{L_{\text{out}}}{L} \right]
\]

(37)

and, as before, \( \nu_b = \nu_{\text{css}}(b) \) and \( L = L_{\text{ss}}(b) \). Nondimensional function \( \Psi(b) \) is positive when, for example, the steady state rupture velocity is increasing with increasing net slip, as in the case of steady state pulses driven by thermal pressurization. Regardless of the sign of \( \Psi(b) \), any small perturbation \( \Delta b_{\text{ini}} = (b - b_0)_{\text{ini}} \) from the steady state pulse propagation with \( b = b_0 \) will initially evolve with the propagated distance \( x \) as

\[
\Delta b = \Delta b_{\text{ini}} \exp \left( -\frac{1}{\mu \Psi} \frac{d\tau_{\text{css}}}{db} x \right)
\]

(38)

where \( \Psi \) and \( d\tau_{\text{css}}/db \) are evaluated at the baseline state \( b = b_0 \). The exponential form (38) is qualitatively consistent with the numerical simulation using thermal pressurization as a weakening mechanism (Figures 6 and 7a).

In the event when the slip perturbation is seeded by a background stress perturbation \( \Delta \tau_b \) localized in space over the dimension \( \Delta x \), as is the case in our numerical simulations, the corresponding level of equivalent “initial” slip perturbation \( \Delta b_{\text{ini}} \) (that will persist and evolve according to (38) for \( x > \Delta x \)) can be estimated as

\[
\Delta b_{\text{ini}} \approx \frac{\Delta \tau_b}{\mu \Psi} \Delta x.
\]

(39)

The perturbation exponential growth rate, given by

\[
s = -\frac{\nu_b}{\mu \Psi} \frac{d\tau_{\text{css}}}{db},
\]

(40)

is therefore expected to be independent of the (small) perturbation amplitude. These general observations are consistent with the numerical simulations, which show a linear scaling between the perturbation in stress and the resulting slip perturbation, and the independence of the growth rate on the stress perturbation amplitude (Appendix C and Figure C1).

The steady state solutions presented in section 2 provide the relationships between \( \tau_{\text{css}}, \nu_{\text{css}}, \) and slip \( b \) (see Figure 3) required to compute a theoretical estimate of the growth rate using equation (40), leaving only the ratio \( L_{\text{out}}/L \) as an unconstrained parameter. Using \( L_{\text{out}}/L = 10 \) or a constant \( L_{\text{out}}/L^* = 10 \) and the steady state pulse width \( L = L_{\text{ss}} \) produces the results shown in Figure 11 (dotted and solid lines, respectively), where
the growth rates estimated from numerical simulations are also displayed for comparison. The agreement between theoretical and numerical estimates with either choice for $L_{\text{out}}$ is very satisfactory and illustrates the applicability of the pulse equation of motion (35). Since the ratio $L_{\text{out}}/L$ only appears in the logarithmic term, the resulting growth rate is not very sensitive to the specific choice for this unconstrained quantity. It appears that choosing $L_{\text{out}}$ to be several times larger than $L$ produces reasonable predictions, consistent with the assumption (27).

### 3.6. Validity of Equation of Motion

The key underlying assumption in our derivation of the approximate equation of motion for the slip pulse (equation (35)) is that the pulse is in “quasi steady state,” that is, its characteristics (accrued slip $b$, length $L$, and speed $v_r$) change slowly on the timescale of slip. This assumption can be translated in terms of propagation distance, since $b$, $L$, and $v_r$ do not vary appreciably over propagation distances of the order of the pulse length $L$. The quasi steady state approximation is then valid as long as $|d(b/\delta_s)/dx|/L^2 \ll 1$, that is, $(\mu/\tau_b)|db/dx| \ll 1$. This assumption can be validated from the equation of motion itself: indeed, using the notation introduced in equation (37),

$$\frac{db}{dx} = \frac{\tau_b - \tau_{\text{bas}}(b)}{\mu \Psi(b)}, \quad \text{(41)}$$

which is a function of slip $b$ and stress $\tau_b$, plotted in Figure 12. For elevated background stresses, around $\tau_b/\tau_0 = 0.9$, the normalized slip gradient $(\mu/\tau_0)(db/dx)$ remains significantly less than unity. This is also the case throughout the regime of growing pulses (i.e., when $\tau_b > \tau_{\text{bas}}$). We therefore expect the equation of motion to provide an adequate description of the pulse dynamics under those conditions. For arresting pulses, the assumption of quasi steady state becomes invalid as slip decreases, with the magnitude of the slip gradient rapidly becoming of the order of unity, notably under low background stresses. This can be understood by considering that steady state pulses associated with small slip correspond to elevated background stresses and low rupture speeds (Figures 3b and 3c): The regime of arresting pulses under very low stresses $\tau_b \ll \tau_{\text{bas}}$ is therefore too far from steady state, and the pulse is expected to arrest quickly compared to the duration of slip.

### 4. Discussion and Implications

The pulse equation of motion and stability analysis demonstrate that steady state pulses are unstable if, for example, $\frac{d\tau_{\text{bas}}}{db} < 0$ and $\frac{dv_r}{db} > 0$ or more generally if the exponential growth rate is positive, which, in view of (40) and (37), corresponds to

$$\frac{d\tau_{\text{bas}}}{db(1 - v_r^2/c_s^2)^{1/4}} < 0. \quad \text{(42)}$$

This condition is satisfied for pulses driven by thermal pressurization, and the numerical simulations confirm qualitatively and quantitatively this instability. In the light of these results, two key questions arise: What do steady state pulse solutions tell us about the dynamics of rupture in general? What does the existence of unstable slip pulses imply for earthquake dynamics and strength of faults?

#### 4.1. Significance of Steady State Pulse Solutions

Steady state slip pulses arise spontaneously in fully dynamic rupture simulations when the nucleation and background stress conditions are at the transition between arresting and growing ruptures (Gabriel et al., 2012; Noda et al., 2009; Schmitt et al., 2011). Therefore, the conditions leading to the existence of steady state solutions coincide with those allowing for the existence of sustained ruptures. In other words, steady state pulse solutions inform us about the overall “strength” of an interface, in the sense that they provide us with the critical conditions required for ruptures to propagate beyond their nucleation patch.

Our results complement the framework provided by Zheng and Rice (1998), who determined the critical background stress level ($\tau_{\text{pulse}}$) separating the regime of exclusively pulse-like ruptures under low stress...
Figure 12. Scaled slip gradient as a function of slip (normalized by $\delta_c$) for a range of background stresses, computed from the approximate equation of motion (equation (35)), using thermal pressurization-driven steady state pulse characteristics with $h/h_{dyna} = 1$. In the computation of $\Psi(b)$ (equation (37)), a constant $L_{out}/L = 10$ was used.

conditions and the regime where both crack and pulse rupture modes are possible under high stress conditions. Here we show both theoretically and numerically (for the case of thermal pressurization) that the pulse mode of rupture exists within the entire range of background stress (low and high), while the dynamics of the pulse (spontaneous decay leading to arrest or spontaneous growth leading to either transition into crack-like rupture or nucleation of a secondary rupture in the pulse wake) can be extracted from a steady state pulse analysis, like that conducted by Garagash (2012) and summarized in section 2.1 for the case of thermal pressurization. Although we do not establish conditions for prevalence of the pulse-like mode for ruptures driven by thermal pressurization (such as the $\tau_{pulse}$ threshold of Zheng and Rice (1998) for velocity-weakening friction case), we suspect that the $\tau_{pulse}$ threshold in this case would correspond to the minimum level of background stress at which the secondary rupture nucleated in the wake of growing primary pulse is crack-like. Therefore, the solution to the steady state pulse problem associated with a particular constitutive behavior provides a tool to determine the exact conditions (notably in terms of background stress) leading to the existence of sustained ruptures. Our analysis on the role of unstable slip pulses in controlling the growth of large scale ruptures is consistent with recent theoretical results from Brener et al. (2018), who analyzed numerically the stability of slip pulses driven by a nonlinear rate-dependent friction law. Numerical simulations indicate that such slip pulses are also unstable to small perturbations, and Brener et al. (2018) argue that such instabilities can be viewed as the nucleation process of large ruptures.

In the case of thermal pressurization, the minimum dynamic strength is 0 and thus there is no lower stress limit for the existence of dynamic steady state slip pulses. Therefore, faults governed by thermal pressurization have theoretically no strength: Thermal pressurization allows for large enough pulses to propagate regardless of the initial background stress. However, theoretical slip pulses propagating under very low stress conditions bear large slip and slip rate and require nucleation conditions characterized by either very high local stresses or large nucleation region (with modestly elevated stress). The question of the minimum stress required for ruptures to grow is therefore linked to the nucleation conditions of those ruptures. This was illustrated by Gabriel et al. (2012) in the context of a slip rate-dependent constitutive law, who showed that the threshold background stress between arresting and growing pulses (i.e., the steady state pulse regime) scales with the size of the nucleation patch used in their simulations. The nucleation conditions probably enforce the selection of a specific characteristic pulse width, stress drop, and slip rate, and the background stress level outside the nucleation patch selects whether the rupture will become crack-like or an expanding pulse or decaying pulse, the boundary between the latter two regimes being determined by the steady state stress for that pulse.

4.2. Complexity of Earthquake Ruptures

Our results show that unstable slip pulses can produce remarkably complex rupture events, even when the background stress and conditions are uniform (except for an infinitesimal perturbation). Rupture complexity is thus not systematically linked to complexity or heterogeneity in stress or strength conditions but arises spontaneously when ruptures propagate as slip pulses.

A notable feature observed for pulses arresting due to negative stress perturbations is that the arrest is abrupt. Negative perturbations in slip, slip rate, and pulse width grow exponentially over time until the rupture stops. This is best illustrated by computing the (one-dimensional) moment rate,

$$M_o(t) = \mu \int_0^L V(X, t)X,$$

which is shown in Figure 13 for a pulse propagating at $\tau_b/\tau_0 = 0.7$ and arresting due to a small negative perturbation. The moment rate is initially constant, corresponding to the steadily propagating pulse solution. Upon encountering the stress perturbation, moment rate decreases exponentially and drops abruptly to 0. Such rapid variations in moment rate are responsible for the radiation of high frequency waves in the
Figure 13. Normalized moment rate as a function of time for a slip pulse arresting due to a small negative stress perturbation centered at $t = t_{\text{pert}}$ ($\Delta \tau_b/\tau_0 = -10^{-3}$).

What this transition illustrates is that unstable steady state pulses evolve toward the most stable rupture mode, either self-similar pulse or expanding crack, according to the current background stress level. However, a peculiarity exhibited by our results is that rupture arrest is also a strong attractor (when perturbations are negative), so that a nascent slip pulse propagating in an overall high stress regime might arrest on its own if negative stress perturbations are encountered.

5. Conclusions

We performed numerical simulations and a theoretical analysis that demonstrate that steady state slip pulses are unstable if the accrued slip (“dislocation”) is a decreasing function of the background stress, that is, $d\tau_b/db \leq 0$. This instability condition is satisfied for slip pulses driven by thermal pressurization of pore fluids. During instability, slip, slip rate, and pulse width perturbations grow exponentially. If the initial stress perturbation leading to instability is negative, ruptures eventually arrest in an abrupt manner; conversely, if the stress perturbation is positive, rupture mode changes and transitions to a growing pulse (at low stress) or an expanding crack (at high stress). The growth rate of perturbations is predicted quantitatively by an approximate equation of motion for a dislocation with variable net slip (equation (35)).

The regime of steady state pulse solutions appears naturally in dynamic rupture simulations at the transition between spontaneously expanding ruptures (growing pulses) and spontaneously arresting ruptures, at a stress level that depends on the nucleation conditions. Once nucleation conditions are established, the steady state pulse solution provides a stress limit below which ruptures will spontaneously stop, which is best considered as the strength of the interface (e.g., Lapusta & Rice, 2003; Noda et al., 2009; Rubinstein et al., 2004).

The unstable character of steady state slip pulses generates a remarkable complexity of ruptures, including abrupt arrest, pulse to crack transitions, and secondary rupture nucleation in the wake of a propagating pulse, even though stress and material parameters are homogeneous (nonwithstanding an infinitesimal perturbation) along the fault. Pulse-like ruptures seem to be the main rupture mode for many crustal faults (Heaton, 1990), and it is therefore expected that earthquake dynamics along these faults is driven at least in part by spontaneous instabilities. One key consequence is that abrupt arrest of ruptures may not be the signature of strong preexisting stress of strength heterogeneities along faults. At this stage, it remains to be explored how slip pulse instabilities evolve along heterogeneous faults, and further work in this direction is currently conducted. Preliminary simulations suggest that transient pulses (i.e., nonsteady state) continuously grow or shrink as they cross regions of high and low stress, respectively, their eventual arrest being dictated by finite amplitude stress perturbations.
Appendix A: Convolution Kernels for Fault Strength and Temperature

The convolution kernel $K$ is given by (Garagash, 2012; Rice, 2006)

$$K(z; \chi) = \frac{\chi A(z/(1 + \sqrt{\chi^2})) - A(z/(1 + \sqrt{\chi^2}))}{\chi - 1}.$$  \hspace{1cm} (A1)

if $\chi \neq 1$, or by the limit of that expression as $\chi \rightarrow 1$ if $\chi = 1$. The function $A$ depends on the spatial distribution of strain rate across the fault, and for our choice of a Gaussian distribution we have

$$A(z) = \frac{1}{\sqrt{\pi z + 1}}.$$  \hspace{1cm} (A2)

The pore pressure and temperature evolution on the fault plane ($y = 0$) can be computed from the strength evolution as

$$p(0, t) = p_0 + (\sigma'_0 - \tau_0 t) f.$$  \hspace{1cm} (A3)

and

$$\Theta(0, t) = \Theta_0 + \frac{1}{\rho c_h} \int_0^t \tau(t') V(t') A \left( \frac{t - t'}{h^2/(4a_{th})} \right) dt'.$$  \hspace{1cm} (A4)

Appendix B: Numerical Methods

B1. Steady State Problem

The method of solution for the steady state pulse is the same as that employed by Platt et al. (2015) in a more complex case (including thermal decomposition in addition to thermal pressurization) and reviewed by Viesca and Garagash (2018). For completeness, we provide here a description of the technique in the simple case of a finite pulse driven by thermal pressurization only.

Normalizing the slip by $\delta_c$, time by $T'$, stresses by $\tau_0$, distances by $\hat{\mu} \delta_c / \tau_0$, and slip rate by $\delta_c / T$, we rewrite the governing equations 1 and (8) as

$$\tau(\hat{x}) = \tau_b + \frac{1}{2\pi L} \int_0^L \hat{V}(\hat{\xi}) \frac{d\hat{\xi}}{\hat{\xi} - \hat{x}}.$$  \hspace{1cm} (B1)

and

$$\tau_i(\hat{x}) = 1 - \int_0^L H(\hat{x} - \hat{\xi}) \tau_i(\hat{\xi}) \hat{V}(\hat{\xi}) K(\hat{x} - \hat{\xi}) / L; \chi) \frac{d\hat{\xi}}{\hat{\xi}},$$  \hspace{1cm} (B2)

where normalized variables are denoted by a tilde, $H$ is the Heaviside function, and $\chi = a_{by} / a_{th}$. In equation (B2), we changed the integration variable from time to space by noting that $t = \hat{x} \hat{T} / L$. The integrals in (B1) and (B2) are further normalized using the transformed space coordinate $y = 2x/L - 1$, which results in

$$\tau(y) = \tau_b + \frac{1}{\pi L} \int_{-1}^1 \hat{V}(y') \frac{dy'}{y' - y}.$$  \hspace{1cm} (B3)

and

$$\tau_i(y) = 1 - \int_{-1}^1 H(y - y') \tau_i(y') \hat{V}(y') K(y - y') / 2; \chi) dy'.$$  \hspace{1cm} (B4)

The condition (3) is similarly rewritten as

$$\int_{-1}^1 \sqrt{\frac{1 + y}{1 - y}} \frac{dy}{dy} dy = 0.$$  \hspace{1cm} (B5)

The idea now is to approximate the above integrals with Gauss-Chebyshev quadratures (Viesca & Garagash, 2018). Because we expect the slip rate $\hat{V}(y)$ to behave as $\sqrt{1 + y}$ near $y = 1$ (i.e., square root behavior of the slip profile near the rupture tip and tail), we introduce the function $\psi(y)$ as

$$\hat{V}(y) = \psi(y) \sqrt{1 - y^2},$$  \hspace{1cm} (B6)
which becomes the unknown (regular) function we are looking to approximate. Using the approximations

\[
\int_{-1}^{1} \sqrt{1 - y^2} f(Y - y) \, dy \approx \sum_{j=1}^{n} w_j f(Y_i - y_j), \tag{B7}
\]

with

\[
\begin{cases}
  y_j = \cos \left( \frac{\pi j}{n+1} \right), \\
  Y_i = \cos \left( \frac{\pi (i-1/2)}{n+1} \right), \\
  w_j = (1 - y_j^2)^{n/(n+1)},
\end{cases}
\]

for \( i = 1, \ldots, n, j = 1, \ldots, n + 1 \), and

\[
\int_{-1}^{1} \frac{1 + y}{1 - y} f(y) \, dy \approx \sum_{p=1}^{n} w_p f(y_p), \tag{B8}
\]

with

\[
\begin{cases}
  y_p = \cos \left( \frac{\pi (2i-1)}{2n+2} \right), \\
  w_p = \frac{2\pi}{2n+2},
\end{cases}
\]

for \( p = 1, \ldots, n \), the governing equations become a linear system:

\[
\tilde{\tau}_i = \tilde{\tau}_b + \frac{1}{n+1} \sum_{j=1}^{n} \frac{w_j}{\pi (\pi Y_i - \pi y_j)} v_j, \quad i = 1, \ldots, n + 1, \tag{B9}
\]

\[
\tilde{\tau}_i = 1 - \sum_{j=1}^{n} H(Y_i - y_j) \tilde{\tau}_j v_j, \quad i = 1, \ldots, n + 1, \tag{B10}
\]

\[
0 = \sum_{p=1}^{n} w_p \frac{d\tilde{\tau}}{dy_p}, \tag{B11}
\]

where \( \tilde{\tau}_i = \tilde{\tau}(Y_i), \tilde{\tau}_j = \tilde{\tau}(y_j), \) and \( v_j = v(y_j) \). In the system above, the normalized stress \( \tilde{\tau} \) needs to be differentiated with respect to \( y \) and evaluated at both sets of points \( y_j \) and \( Y_i \). Given the knowledge of the set of \( \tilde{\tau}_i \), we use barycentric interpolation and Chebyshev differentiation matrices to compute

\[
\tilde{\tau}_j = L_{ji} \tilde{\tau}_i, \tag{B12}
\]

\[
\frac{d\tilde{\tau}}{dy_p} = D_{pj} L_{ji} \tilde{\tau}_i, \tag{B13}
\]

where \( L_{ji} \) is an interpolation matrix (Viesca & Garagash, 2018) and \( D_{pj} \) is a Chebyshev differentiation matrix (Trefethen, 2000), and we sum over repeated indices. In summary, we arrive at the following linear system:

\[
\tilde{\tau}_i = \tilde{\tau}_b - K_{ij} v_j / L, \tag{B14}
\]

\[
\tilde{\tau}_i = 1 - S_{ij} (L_{jk} \tilde{\tau}_j v_j), \tag{B15}
\]

\[
0 = w_p D_{pj} L_{ji} \tilde{\tau}_i, \tag{B16}
\]

where \( K_{ij} = w_j / (\pi (Y_i - y_j)) \) and \( S_{ij} = w_j H(Y_i - y_j) K((Y_i - y_j) T / 2; \chi) \). Equating (B14) and (B15), we obtain a total of \( n + 2 \) equations, with \( n + 2 \) unknowns that are \( v_j (j = 1, \ldots, n), I, \) and \( T \). This system is solved using the Newton-Raphson iterative algorithm.
B2. Expression of Stress Transfer Functional

Consider a spatial domain of length $\lambda$. Let $D_p(t)$ and $\hat{D}_p(t)$ denote the spatial discrete Fourier transform coefficients of the slip and slip rate perturbations, respectively, where indices $p$ correspond to wavenumbers $k_p = 2\pi p/\lambda$. The discrete Fourier transform coefficients of the stress transfer functional $\phi$ are given by (Perrin et al., 1995)

$$F_p(t) = -\frac{\mu |k_p|}{2} D_p(t) + \frac{\mu |k_p|}{2} \int_0^{t'} W(|k_p| \delta \tau_p(t-t')) \, dt',$$

where $W(u) = \int_0^\infty (J_1(x)/x) \, dx$, and $J_1$ is the Bessel function of the first kind of order 1. An inverse Fourier transform of $F_p(t)$ provides the value of $\phi$ in the space-time domain.

B3. Dynamic Problem

The technique employed to solve the elastodynamic problem is essentially following the spectral boundary integral method of Lapusta et al. (2000), adapted to our specific choice of constitutive behavior (thermal pressurization with constant friction coefficient). In this method, the dynamic stress transfer functional is evaluated in the Fourier domain, taking advantage of the efficiency of fast Fourier transform (FFT) algorithm.

The space domain is discretized into nodes $x_i = ih$, $i = 1, \ldots, N$. Time is discretized into steps $t_n$, $n = 0, \ldots, N_t$, with a constant spacing $\Delta t$. We denote with subscripts $i$ and superscripts $n$ the discretized variables at node $(x_i, t_n)$.

We first determine a steady state solution for a uniform background stress and a given diffusivity ratio. The stress and slip rate distributions, $\tau_{ss}$, $V_{ss}$, are interpolated onto our regular grid at each node $(x_i, t_n)$, so that $\tau_{ss}(t_n)$ and $V_{ss}(t_n)$ are precomputed and stored a priori. At time $t_n$, we initialize the perturbations in slip ($\Delta \delta_i$), slip rate ($\Delta V_i$), stress ($\Delta \tau_i$), and strength ($\Delta \tau_{li}$) with zeros at all nodes.

Let us consider that all variables are known at a given time step $t_n$, including the entire slip rate perturbation history (and its Fourier coefficients, for use in the spectral boundary integral algorithm). The computation of variables at time step $t_{n+1} = t_n + \Delta t$ is conducted as follows:

1. Make a first estimate of the slip perturbation assuming a slip rate perturbation equal to that at time step $t_n$:

$$\Delta \delta_i^n = \Delta \delta_i^0 + \Delta V_i^n \Delta t.$$  \hspace{1cm} (B18)

2. Estimate the perturbation in dissipation rate (denoted $\Delta (\tau V)$) for the interval $[t_n, t_{n+1}]$ as

$$\Delta (\tau V)_i^{n+1/2} = \Delta V_i^n \Delta \tau_i^n + \frac{1}{2} (\Delta V_{ss}^n + \Delta V_{ss}^{n+1}) \Delta \tau_i^n + \frac{1}{2} (\Delta \tau_{li}^n + \Delta \tau_{li}^{n+1}) \Delta V_i^n,$$  \hspace{1cm} (B19)

and compute the perturbation in strength as

$$\Delta \tau_{li}^n = \sum_{k=1}^n \Delta (\tau V)_i^{k+1/2} \mathcal{K}(t_n - t_k + \Delta t/2; \chi) \Delta t,$$  \hspace{1cm} (B20)

which corresponds to a midpoint approximation of the integral in (14). The computation of (B20) requires the storage of the full history in $\Delta (\tau V)$.

3. Compute the Fourier coefficients $D_p^*$ and $\hat{D}_p^*$ of the first estimates of slip and slip rate perturbation profiles at time step $t_{n+1}$, where subscripts $p$ indicate wavenumber indices. This operation is performed using the FFT algorithm. Then estimate the stress transfer functional in the Fourier domain as (see equation (B17))

$$F_k^* = \frac{\mu |k_p|}{2} \left( -D_k^* + \sum_{k=1}^{n+1} W_k^{n-k} \hat{D}_k^* \Delta t \right),$$  \hspace{1cm} (B21)

where $W_k = W(|k_p| \delta \tau_p \Delta t)$ (see section B2). Using an inverse FFT, compute an estimate $\phi_i^*$ of the stress transfer functional.
Figure C1. Time evolution of the slip perturbation for a range of amplitudes for the background stress perturbation.
The initial background stress is \( \tau_b/\tau_0 = 0.7 \), and the sign of the perturbation is negative.

4. Compute the total strength \( \tau_{f,i}^* = \tau_{ss,i} + \Delta \tau_{f,i}^* \) and the total stress \( \tau_{\text{stuck},i} \) that would be applied if slip rate was 0, given by

\[
\tau_{\text{stuck},i} = \tau_{ss,i} + \Delta \tau_{f,i}^* + \frac{\mu}{2c_s} V_{ss,i}.
\]  

(B22)

Slip rate is nonzero where \( \tau_{f,i}^* > \tau_{\text{stuck},i} \). At those nodes, assign \( \Delta \tau_{f,i}^* = \Delta \tau_{n,f,i} \) and compute the slip rate perturbation as

\[
\Delta V_{f,i}^* = \frac{\Delta \tau_{f,i}^*}{\mu/(2c_s)}.
\]  

(B23)

Where \( \tau_{f,i}^* < \tau_{\text{stuck},i} \), assign \( \Delta \tau_{f,i}^* = \tau_{\text{stuck},i} - \tau_{ss,i} \) and \( \Delta V_{f,i}^* = -V_{ss,i} \).

5. Repeat steps 1 to 4 using \( (\Delta V_{f,i}^* + \Delta V_{n,i})/2 \) and \( (\Delta \tau_{f,i}^* + \Delta \tau_{n,f,i})/2 \) instead of \( \Delta V_{f,i}^* \) and \( \Delta \tau_{f,i}^* \) respectively. The convolutions in equations B20 and (B21), which are the most computationally intensive steps, are not recomputed entirely but simply updated because only the last term has changed. The resulting slip, slip rate, stress, and strength perturbations are the final predictions at the next time step \( \Delta \delta_{n,i} + 1 \), \( \Delta V_{n,i} + 1 \), \( \Delta \tau_{n,f,i} \), and \( \Delta \tau_{n+1} \), respectively.

Appendix C: Perturbation Amplitude

Figure C1 shows the time evolution of slip perturbations following negative perturbations in background stress of \( 10^{-4}, 10^{-3}, \) and \( 10^{-2} \) in amplitude. In all simulations the reference background stress is \( \tau_b/\tau_0 = 0.7 \) and the diffusivity ratio is \( \alpha_{hy}/\alpha_{th} = 1 \). The growth of the slip perturbation is exponential, and the growth rate does not depend on the amplitude of the stress perturbation. The initial jump in normalized slip (and other normalized variables; see Figure 6) is directly proportional to the amplitude of the stress perturbation.

Appendix D: Expression for \( \phi_H(x, t) \)

The contribution \( \phi_H \) to the stress-transfer functional \( \phi \) (equation (16)) from the second term in the expression for the slip gradient (equation (19)) can be written, after moving \( \partial/\partial x \) under the integral and substituting \( dx = (d\theta(x)/dx)^{-1} d\theta \), in the following form:

\[
\phi_H(x, t) = \frac{\mu}{2\pi c_s} \int_{-\infty}^{t} \frac{dt'}{(t-t')^2} \int_{-\infty}^{t} M' \left( \frac{x-\xi(t')}{c_s(t-t')} \right) \frac{db}{d\theta} d\theta.
\]  

(D1)

where \( \dot{M}(u) = dM/du \). Changing the order of integration in the above double integral

\[
\int_{-\infty}^{t} dt' \int_{-\infty}^{t} d\theta = \int_{-\infty}^{t} d\theta \int_{-\infty}^{t} dt',
\]  

(D2)
and carrying out the integral in \( t '\), one finds a single-integral expression for \( \phi_{\text{Dirac}}(x, t) \). This expression, after changing the integration variable symbol from \( \theta \) for \( t '\), is given in the main text (equation (23) with 24).

**Appendix E: Deduction of Expression (28) for \( \phi_{\text{Dirac}}(x, t) \) Based on the Work of Ni and Markenscoff (2009)**

Equation (28) can be established by accounting for the time dependence of slip \( b(t) \) in the derivation of the results of Ni and Markenscoff (2009; their equation (5.18)), who only considered dislocations with constant slip \( b \). In practice, our equation (28) results from carrying out the time derivative of \( b(t) \) from Ni and Markenscoff’s equation (3.15) to obtain a more general form of their equation (3.16) and then equating their equation (5.16) to the modified equation (3.16).

It appears that Ni and Markenscoff (2009) and other references of Markenscoff and coworkers give a different sign (minus) in front of the logarithmic term compared to the result used here in (28). A negative logarithmic term is also inconsistent with examples of direct numerical evaluation of \( \phi_{\text{Dirac}} \) for prescribed dislocation evolution functions \( \dot{x}(t) \) and \( b(t) \) (computations performed using Mathematica). Furthermore, we explicitly derive the \( \ln \) term in the case of constant \( v_1 \) and \( b = b(t) \) below (Appendix F), which supports the sign used here. On the basis of the arguments above, we conclude that there is a typographical sign error in the work of Markenscoff and coworkers.

**Appendix F: Alternative Derivation of \( \phi_{\text{Dirac}}(x, t) \) for Particular Case of a Steady Motion of Dislocation of Variable Strength \( b = b(t) \)**

Introducing the coordinate \( X \) moving with the crack tip \( X = \xi(t) - x \) and using the following notation \( \Delta t = t - t' \) and \( \Delta \xi = \xi(t) - \xi(t') \), we rewrite \( \phi_{\text{Dirac}} \) as

\[
\phi_{\text{Dirac}}(X, t) = -\frac{\mu}{2\pi c_s} \int_0^\infty \frac{\mathrm{d}M(\bar{u})}{\mathrm{d}\bar{u}} \frac{b(t - \Delta t) \, \mathrm{d}t}{\Delta t^2},
\]

with

\[
\bar{u} = -\frac{X}{c_s \Delta t} + \frac{\Delta \xi}{c_s \Delta t}.
\]

The integral in (F1) can be decomposed in that over \( \Delta t \) within and outside a \( t_1 \) window. In the former, the dynamic quantities (dislocation and rupture velocity) can be approximated using their current rates, that is,

\[
b(t - \Delta t) \approx b - \dot{b} \Delta t \quad \frac{\Delta \xi}{\Delta t} \approx \ddot{\xi} - \frac{\ddot{\xi}}{2} \Delta t \quad (\Delta t < t_1).
\]

The part of the integral (F1) for \( \Delta t > t_1 \) is bounded by \( O(\dot{b} t_1) \).

Thus, we focus on the integral for \( \Delta t < t_1 \) with expectation that it provides the singular part of the near-field \( (X \to 0) \) of \( \phi_{\text{Dirac}} \). Furthermore, let us restrict the consideration to steady dislocation motion \( \ddot{\xi} = 0 \), which simplifies the variable \( \bar{u} \) dependence on \( \Delta t \) to the following

\[
\bar{u} = \frac{1}{c_s} \left( v_1 - \frac{X}{\Delta t} \right),
\]

where we have renamed \( \ddot{\xi} = v_1 \).

With the above, and changing integration variable to \( \bar{u} \), that is, \( \Delta t = \Delta t(\bar{u}) \), we have

\[
\phi_{\text{Dirac}}^{\text{(singular)}}(X) = -\frac{\mu}{2\pi c_s} \int_1^\infty \left( -\frac{\bar{u}}{\sqrt{1 - \bar{u}^2}} \right) \left( \frac{b}{\Delta t^2} - \frac{\dot{b}}{\Delta t} \right) \frac{\Delta t}{\mathrm{d}\bar{u}} \mathrm{d}\bar{u}
\]
and the “lower” bound of integration corresponds to minimum value of $\Delta t$ given by $\Delta t_1 = -X/(c_s - \dot{c})$ for which the integrand is nonzero, that is, $\tilde{u}(\Delta t_1) = 1$, while the “upper” bound $\tilde{u}(\Delta t_2) = -\tilde{u}(\Delta t_1)$. Explicit integration, expanding in series in small $X$ and retaining the singular $(1/X$ and $\ln |X|$) terms, leads to

$$\phi^{(\text{singular})}_{\text{Dirac}}(X) = -\frac{\mu}{2\pi} \sqrt{1 - \frac{v_f^2}{c_s^2}} \frac{b}{X} + \frac{\mu}{2\pi c_s} \sqrt{1 - \frac{v_f^2}{c_s^2}} b \ln |X|.$$  

(F6)

The first in the above corresponds to the steady dislocation with constant strength, while the second is the correction for variable strength.
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