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ABSTRACT

This paper presents an architecture and protocol in supportof
seamless mobilityfor future IP Radio Access Networks (IP-
RANs). It encompasses a novel approach for seamless handoffand
proactive relocation ofIP roaming state. The latter establishes a
generic substrate for proactivestate relocationof different context
classes relating to the state of IP connectivity for a mobilenode
(MN).

To address such form of IP mobility, the proposed model iden-
tifies atentative mobility matrix(TMM), which represents an ac-
curate mapping between amobility neighbourhood vector(MNV),
surrounding the current point of attachment of an MN and the cor-
rect underlyingrouting neighbourhood vector(RNV), over arbi-
trary routing topologies.

Sustained IP connectivity is achieved by introducing a1-
neighbour-lookahead (1-NL)view of IP roaming state derived
from the established TMM component; seamlessness is pursued
through mapping of the 1-NL component to someproactive care-
of address(PCoA) onto the IP Multicast domain; this allows ab-
stracting a plurality of candidate care-of address instantiations of
the MN onto a single handoff routing identifier.

Proactive Mobility, Seamlessness, Cell bounce effects, ping-
pong effects, context transfer, state relocation, Proactive care-of
address, multicast, mobility neighbourhood, routing neighbour-
hood, IP roaming state, tentative mobility matrix.

1. INTRODUCTION

The advances of wireless IP networking technologies [1, 2, 3, 4, 5]
and portable computing terminals [6, 7, 8] are reaching a stage of
maturity, where users expect convergence in the wireless/wired IP
network infrastructure, enablingtrue diverse access capabilities:
accesson the move, global span,constant connectivity, uniform
performance characteristics, seamlessness, IP transparency.

In this engendered paradigm shift in traditional access prac-
tices manifested asmobile networking, users in command of
portable wireless computing devices require access to some
packet-switched,all-IP wireless network infrastructure. This is
independent of their physical location, while moving to their ig-
norance over multiple coverage areas that span geographically to-
wards some destination.

The above reasons for the departure from the circuit-switched
model of personal communication systems (PCS) such as GSM
[9], towards all-IP Radio Access Networks (IP-RANs) [10, 11].

In IP-RANs the mobility of a host translates to attachment ondif-
ferent last-hop wireless links realised as IPcells, independent of
the underlying wireless technology, be it 802.11b/a [12, 13, 14],
GPRS [15], or EDGE/UMTS [16, 17].

Coupled with the notion of ubiquitous computing [18] andno-
madiccommunications [19, 20], mobile networking practices en-
able tangible new possibilities for novel kinds of multimedia ap-
plications ’on the move’: navigation [21, 22, 23], personallocator
services [24] interactive audio/video [25, 5], network games [26].

Real-time dissemination of multimedia information becomes
now even more important than ever, as mobile devices and users
integrate information retrieval as a peripheral task of their main
activity (driving, operating, pursuing, walking, or generally ’act-
ing’). These activities require bounded latencies if communica-
tions are to sustain real-time guarantees in terms of both acted task
performance and supporting communicated information. It has
been shown extensively in [27, 28, 29, 30], that for one-way de-
lays in excess of 150 msec1 the quality of interactive audio/video
traffic degrades significantly while beyond 200 ms it is rendered
unacceptable [31]2.

Towards ubiquitous mobile networking, Perkins [33] proposed
extensions to protocol considerations for network layer host mo-
bility, originally devised by Ioannidis and Maguire [34], known
as Mobile IP. Posed as the dominant standard for mobile network-
ing, Mobile IP effects a transparent mapping between the home
IP address of a mobile node (CN) and a care-of IP address (CoA)
acquired at the visited point of attachment; it is characterized as a
reactiveIP mobility protocol since IP connectivity provisions at a
visited link areinitiated upon detection of an incoming MN.

Despite its wide acceptance, Mobile IP has been shown [35], to
be insufficient for support of real-time IP traffic. In IPv4, Mobile
IP [36, 37] restricts the MN in changing points of attachmentnot
faster than once every 1000 ms. Over IPv6 networks, Mobile IP
[38], continues to lack of support for delay-sensitive IP traffic, due
to network layer switching latencies incurred either by core IPv6
protocol functions or due to external factors impacting directly its
reactive character.

With respect to core IPv6 protocol functions, Finney and Scott
[39] verify such deficiency by showing that irrespective of the IPv6
router advertisement interval, the allocation of an IP address re-
quires a minimum of 160 ms with no DAD hits (which can worsen
latency although very rarely); such delay period is accounted from

1more accurately around 200 msec
2For a detailed elaboration over latency requirements, the reader is in-

vited to peruse our investigations in [32]



the moment that the IPv6 stack of the MN3 is notified for stateless
address autoconfiguration until the moment that a binding update
is transmitted. The above imply that allocation/activation of IPv6
addressing state generates by itself enough latency to place any
active IPv6 flow on the boundaries of acceptable guarantees for
real-time traffic delivery.

It is noted that, IProaming (addressing) state may be only one
of the types of context required to admit an MN and its active IP
flows into a visited network; for instance, security contextmay
have to be re-established prior to any packet flow; in the caseof
resource reservation for the purposes of Integrated Services QoS
provisioning, the entire end-to-end path needs to be re-established
at the new network link. For AAA admission control, credential
verification must be effected with the home network prior to ad-
mission of the MN at the new network link. Each of the these
context states requires one or more round trip times in termsof
protocol interactions before they are established in a serial4 man-
ner; this is clearly beyond the control of core IPv6 or mobility
protocols. The above attest that re-establishment of context state
beyond IP addressing augments further the total latency incurred
as the MN transits between network links so as to degrade real-
time delivery guarrantees well beyond acceptable boundaries.
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Figure 1: Network latency for random CNs

Context relocation together with other latency factors [40] con-
stitute what we term aslatency externalitieswith respect to IP
mobility. Figures 1 and 2 show an indicative set of real-world net-
work5 measurements of round trip times from popular or random
http servers acting as correspondent nodes (CNs) connecting with
stationary MNs.

The latency factor over mobility has been further considered in
the light of congestion by the work of Mukkamalla and Raman
[41]; their results ranged between 70 ms for no congestion and
1600 ms during congestion with average values around 540 ms.
For no back-off during losses the latency reached as high as 1600
ms while for lost replies peaked at 1950 ms. The work also pointed
out that such figures amount also to the capability of the HA to
tunnel traffic for up to 2500 hosts; latency begins to soar above
this figure. Considering the capabilities cellular networks to tackle
handoffs at the rate of 3000/sec, the figure becomes representative

3which is orthogonal to any hardware optimizations at the access router
4one protocol after the other
5the raw data have been statistically analysed after kind permission

from Telcordia Technologies

of the capacity for a single home agent and for packet size up to
250 bytes. Smaller packet size can raise the capacity of the HA.

From the above it becomes clear thatreactiveIP mobility mech-
anisms are expected to encounter latencies that will unavoidably
impede adherence to guarantees for real-time delivery of IPtraf-
fic; the problem is bound to be further exacerbated as the MN tran-
sits at high speeds while crossing small cells6. For example, for a
crossing rate of 33.3 m/sec7 and a minimum overlap coverage ratio
of 0.1 (100 meters) [42, 43], the MN has 2.1-3 seconds to effect
the handoff assuming no BER.

To this end, we establish a model that promotes theproac-
tivity in IP mobility mechanisms over future IPv6 Radio Access
Networks. Our mobility model argues that IP mobility manage-
ment cannot not rely on the reactivity of the upcoming visited net-
work when real-time delivery/transmission guarantees must be as-
sured/sustained for active IP flows to/from a visiting MN. This is
far too slow as soon as the node begins to consider higher and less
deterministic mobility patterns; Instead, we propose thatit is the
network either current or previous that mustproactivelymanage
and distribute a mobile node’s IP connectivity (or other context)
state much in advance of the MN’s handoff transition.

The rest of this paper is structured as follows: Section 2 pro-
vides with some terminology and assumptions with respect tothe
proposed IP mobility model. Section 3 presents the proactive mo-
bility model. Section 4 describes the mechanism for management
of the mapping between the mobility and routing in ProactiveIP
mobility. Section 5 presents the mechanism for brokering and re-
locating IP roaming state to the MN. Section 6 elaborates on the
abstraction of the MN’s routing identifier in the IP multicast do-
main; section 7 describes the behaviour of the MN over Proactive
IP mobility. Section 8 presents related work and a brief discussion
on marked differences with the proposed mobility model. We con-
clude with a summary of the proposed seamless mobility model
and future work in Section 9.

2. TERMINOLOGY AND ASSUMPTIONS

Our proactive mobility model assumes for simplicity anAccess
Router (AR) to be controlling a singleAccess Point (AP), identi-
fying a unique coverage area8. It is however, possible to consider

6of nominal range equal to 1 km
7equivalent to a vehicular speed of 165 Km/h
8A coverage area may be modeled as hexagonal for the purposes of

adjacency and continuous coverage
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Figure 2: Network latency for popular CNs



control of multiple APs9 from a single AR. We define an Access
Point as a link layer entity that operates, currently, transparently
from the perspective of IP layer. We consider an AR and AP as
separate functional entities and argue that such separation is es-
sential for future IP-RAN since it allows bothrouting as well as
coverage area diversity[44]. This is not possible when these enti-
ties are integrated in a single physical device.

Bandwidth resource are expected to be constrained over wire-
less links; for this reason our model emphasizes onminimizing
signaling dependencieson the MN. Such dependencies become
more critical under harsh propagation effects which are prone to
increased bit error rates (BER) during MN’s movement.

The proposed mobility model is concerned only with stan-
dard cross-link network transitions without distinguishing inter-
or intra-domain movement.

Each AR is assumed to transit between three possible states:
NEW, CURRENT andPREVIOUS. Details on the transitions be-
tween different states for both the MN and the AR can be found
[44].

The mobility pattern of the MN may affect the stability of the
state transition process for each AR. The most representative of
these is what we callcell-bounce. This is also known asping-pong
effect [45].

3. PROACTIVE MOBILITY MODEL

Contrary to the traditional reactive mobility practices, the notion
of proactivity is considered from the perspective of themobility-
enabledfixed network, extended by the last hop AR through its
corresponding wireless AP. It comprizes of a mobility-aware rout-
ing neighbourhoodcommunicating proactivelyIP roaming state
that is effective over its correspondingmobility neighbourhood.
IP Roaming stateis defined as the IP addressing/registration state
provided to an MN at some CA within a mobility neighbourhood
to maintain constant network connectivity during its mobility pat-
tern within that neighbourhood.

A mobility neighbourhood is defined as the set of
geographically-adjacent10 coverage areas (CAs); the CA
where the MN resides temporaly is identified as thecurrent CA
while the surrounding CA are identified asneighbouring CAs. A
fundamental property of a mobility neighbourhood is that for each
current CA there exist a set of neighbouring CAs such that allCA
neighbours are immediately reachable by the current CA; this is
illustrated in Figure 3.

As each CA/AP is assumed to correspond to some AR, the set
of all ARs corresponding to the constituent CAs of the mobility
neighbourhood is defined as arouting neighbourhood, depicted in
Figure 3.

To distinguish between proactive mobility and other types of IP
mobility management we identify three abstract types of transi-
tion establishment with respect to an AR that may accommodate
an MN in the immediate future; these types facilitate the notion
of a candidate access router (CAR)effected within a mobility
neighbourhood. The three transition types are defined as:� reactive transition: transition is established in response to

the reactionof the new AR detecting an incoming MN on-
link, through IPv6 neighbour discovery mechanisms [46].

9adjacent or not
10with some minimal overlap

� forward-reactive transition: transition effected as a result of
a forward hint from some network entity, primarily the cur-
rent AR, to the new AR. The current AR is effectivelypush-
ing some context state, such that the new AR is somewhat
prepared about the upcoming MN visitor. This identifies an
informed reaction on the part of the new AR. Alternatively,
hint requestsmay be sent to the current AR such that some
context state ispulled by the new AR from the current one.
The transition is still effected in response to a reaction, po-
tentially faster.� proactive transition: transition administered entirely on the
initiative taken from thecandidate AR(s)to provide sufficient
IP routing information that is utilized by the current AR for
establishing IP roaming statewell in advanceof the handoff
transition to one of these ARs by the MN; such state is self-
contained and sufficient to enable an MN transition with no
need for reaction on the part of the candidate AR.

The proposed model allowscompleteas well aspartial proac-
tive mobility management. This is because Proactive IP mobility
may not be supported oneveryAR within the routing neighbour-
hood. In such event, the IP roaming state provided to the MN rep-
resents only part of the mobility neighbourhood; if the MN tran-
sits to an AR that does not support the proactive IP mobility,the
IP Roaming statefades gracefullyfor that AR while the MN can
revert transparently back to reactive IP mobility mechanisms such
as [47].

3.1. Components of the proactivity mobility model

A mobility neighbourhood is represented by itsmobility neigh-
bourhood vector (MNV) denoted as:MNVn = fCA1; CA2; : : : ; CAng (1)

wheren is the number of CAs within that neighbourhood reach-
able from the currentCA0. In a fractal fashion, each CA within
someMNVn maintains its own mobility neighbourhood. Simi-
larly, the underlying routing neighbourhood of the aforementioned
MNV vector with respect to the CURRENT AR defines the corre-

: Access Router (L3) : Access Point (L2)
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Figure 3: Mobility neighbourhood and its underlying routing
neighbourhood



spondingrouting neighbourhood vector (RNV) denoted as:RNVn = f(IP; PrefLen; LLA)AR1;(IP; PrefLen; LLA)AR2;
...; (IP; PrefLen; LLA)ARng (2)

whereIP identifies the IP address,PrefLen the length of the
AR’s prefix andLLA the link layer address of the AR in a tuple
representing a uniqueRNV element. Each AR maintains its own
RNV as a one-to-one mapping with the respective MNV of the CA
currently visited by an MN.

The proposed model identifies the notion of proactivemobility-
routing state exchanged between ARs and tracked by the avail-
ability of a MNV vector that is effected over the corresponding
routing neighbourhood. It comprizes of the RNV vectors fromev-
ery AR mapping to some CA within a single MNV. It is, thus,
effectedomni-directionaly, i.e. 360Æ-wide for the travel direc-
tion of a mobile host. Mobility routing state can providenext-
mobility-hop routing information within a mobility neighbour-
hood, while the corresponding ARs arenot necessarily adjacent
to each other, in the underlying network topology.

4. MOBILITY NEIGHBOURHOOD DISCOVERY

It is important to consider the mapping between the MNV vec-
tor and the underlying topology of the respective RNV vector; the
significance lies on the amount signaling for discovery and subse-
quent configuration of AR members of the RNV vector for some
MNV.

For simplicity in the model description, members of the MNV
vector are assumed to behomogeneous; each CA provides omni-
directional coverage, modelled as a hexagonal approximation of
circular shape with constant diameter; this implies an MNVadja-
cency patternof Figure 3. The proposed model is not restricted
by the above modeling assumption, since its core requirement per-
tains to the existence of overlap between coverage areas, not their
shape.

Hop-adjacency between the ARs in the RNV vector of the
CURRENT AR, however, depends highly on the topology of the
constituents. For this reason the model assumesspanning-tree
topologies over the mobility neighbourhood as shown in Figure 3;
that is, movement of the MN between CAsdoes notassume a di-
rect link between their respective ARs.

The MNV and its respective RNV for fixed infrastructure net-
works is not expected to change often. Thus, discovery of the
MNV-RNV mapping may be achieved as follows:� static configuration: the MNV-RNV mapping is manually

configured; while trivial, this approach is not scalable in
terms of CA/AR deployment or failures as well as cost of
ownership for the network provider.� dynamic learning and configuration: employ incremental
dynamic learning on each AR from information conveyed
proactively by the MN. This type of learning relies on the
temporal existence of bypassing MNs. Dynamic learning of
this type fits naturally to the movement of MNs, since they
explicitly discover adjacent CAs in transit towards a destina-
tion.

To effect the latter, each AR maintains a pre-configuredCover-
age Area Tuple (CAT), denoted as:CATCAi = f(li; Li; ri) : CAi � MNVCAkg (3)

whereli the latitude position ofCAi, (Li) it longitude andri its
radius. Such information is assumed to be available during instal-
lation of the AP.

4.1. Incremental RNV Acquisition for an AR

As a mobile host travels geographically towards some destination,
it ’meets’ along its path new CAsin succession, as shown in the
mobility neighbouhood part of Figure 3; that is, each CA visited,
is adjacent11 with respect to the previous one and vice versa. For
instance,(CAAP2; CAAP1) and(CAAP1; CAAP0) are overlap-
ping12 neighbours in the travel path of MN.

As the MN transits between adjacent CAs it is bound to receive
new router advertisements from the respective new ARs; The ’dis-
covery’ of adjacent CAs through receipt of router advertisments
can trigger by the MN an exchange of mobility routing state be-
tween the respective PREVIOUS and NEW ARs to update their
RNV vector. The temporal initiation of such exchange is condi-
tional and depends on whether the PREVIOUS AR provided pre-
viously the MN with any IP roaming state for the NEW AR ’dis-
covered’.

Initially each AR has no mobility routing state; there exists no
RNV mapping for the mobility neighbourhood of its respective
CA. At that stage, the CURRENT AR cannot provide the MN with
any IP roaming state; As such Proactive IP mobility cannot beef-
fected between the MN and NEW AR; the mobility model reverts
to base IPv6 mobility until mobility routing state between the two
ARs has been established.

On receipt of a router advertisment, the MN checks its router
prefix against any existing IP roaming state. If there is no match
within its IP roaming state Cache, the MN, upon obtaining IP
connectivity, provides the NEW AR with a unicast indirect13 RNV
Updatemessage; this message is assumed be authenticated for the
purposes of malicious MNs that attempt to provide bogus RNV
Updates. The RNV-Update message contains the IPv6 and link
layer address for the network interface of the PREVIOUS AR that
effects a potentially adjacent CA as well as the CAT of that cover-
age area.

On receipt of the indirect RNV Update, the NEW AR first ac-
knowledges the RNV Update to the MN by means of anRNV Ack .
It then calculates theadjacency factordo with respect to its own
CA and the CA of the PREVIOUS AR, notified by the incoming
MN, as follows: k1 = dl � r1k2 = dl � r2do = dl � (k1 + k2) (4)

11we consider the term neighbouring and adjacent to maintain identical
semantics and as such be used interchangeably

12assuming overlap between coverage ares
13The message is considered indirect because it does come fromanother

AR
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Figure 4: adjacency and overlap calculation

The distance between the APs14, shown in Figure 4, may be
expressed as:dl = R _da^ (5)where R = 6371:23 kmda = 2asin(min(1;rsin(Æl2 )2 + os(li)os(li+1)sin(ÆL2 )2))

(6)where ÆL = Li+1 � Li ^where Æl = li+1 � li
Assuming spherical15, da has been optimized by means of half
angles to effect higher accuracy for small distances between APs.
The value ofdo signifies the following:do =

8<: do > 0 ,CAP , CAN adjacent with overlapdodo = 0 ,CAP ,CAN adjacent, but no overlapdo < 0 ,CAP ,CAN potentially non-adjacent

The receipt of the indirect RNV Update by the NEW AR, signi-
fies that the PREVIOUS AR is currently not aware that their CAs
are neighbouring. If the value of the computeddo >= 0, the NEW
AR stores both the IP and link layer AR address of the previous
AR in its RNV vector within itsRNV Cacheand then sends a new
unicastRNV Update, to the PREVIOUS AR; since there is adja-
cency between the previous and new CA, the NEW AR need only
include in the message its own IPv6 and link layer address so that
the PREVIOUS AR updates immediately16 its RNV vector. On
receipt of the message the PREVIOUS AR simply responds with
an RNV Ack message after updating its RNV vector . Now, both
PREVIOUS and NEW AR can establish mobility routing state to
be used proactively for generation of IP Roaming state in either di-
rection of MN movement between their respective CAs, as shown
in Figure 5.

In the event that some element of the RNV for a single AR

14center of two adjacent CAs.
15Further distance optimizations may be effected by considering an elip-

soid Earth shape. However, this involves somewhat more complex calcu-
lations.

16no need to calculate again the adjacency factor

undiscovered CA neighbor
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proactively utilizable on MNi+1
if moving towards CA7

Figure 5: Partial proactive mobility through temporal reactive
learning

becomes stale17, that element is instantly nullified; this is because
the MN cannot match the routing prefix from the received router
advertisment with any of its IP Roaming state cache entries.As
such Proactive IP mobility cannot be effected at the MN and thus
the dynamic learning mechanism for incremental RNV acquisition
is initiated.

4.2. RNV and Mobility routing state convergence per MNV

When an AR acquires the complete18 RNV vector of its mobil-
ity neighbourhood, it thenadvertisesthat vector -RNV Advertis-
ment (RNV-Adv)- to the members of its RNV vector. Alterna-
tively each AR can explicitlysolicit the advertisment of the RNV
from the vector’s members through aRNV Solicitation (RNV-
Sol).

To effect that a new instance of neighbour discovery is intro-
duced, calledRouting Neighbourhood Vector Discovery (RNV-
D). The RNV-D process allows the complete mobility routing state
(set of RNVs) for a single mobility neighbourhood to be propa-
gated from the center towards theedgesof that neighbourhood. It
is interesting to observe that sinceevery CA and effectively AR
is found at the center of some mobility neighbourhoodMNVi,
the same CA/AR can be found at the edge of some other mobility
neighbourhoodMNVi+1 which overlaps (per CA) withMNVi,
as shown in Figure 6. This guarantees that propagation of the
complete mobility routing state, through individual RNV Adver-
tisments, will achieve fast convergence within a single mobility
neighbourhood. The converged mobility routing state within an
AR of the routing neighbourhood comprizes thetentative mo-
bility matrix (figure 7) enabling per-mobility-hop routing in that
routing neighbourhood.

For simplicity, when the RNV element (primarily IP address)
for ARi is found in the RNV of someARi+1, thenARi will
be referred to as therouting-neighbour or simply neighbour ofARi+1 (and vice versa), for the remainder of this document.

In a manner similar to router advertisements in IPv6 [46], an
RNV Advert is transmitted periodically. The transmission interval
is adjusted by an exponential backoff until some maximum inter-

17as in the event of prefix renumbering
18no new RNV Updates past a convergence thresholdT
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Tendative Mobility Matrrix (TMM)
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Figure 7: Mobility Routing state maintained in RNV at AR14

val thresholdTmaxRNVA. To effect responsiveness on sustained
solicitations the backoff value is halved per RNV solicitation up to
some minimum interval thresholdTminRNVA.

Periodicity of RNV Adverts is shifted by some small random
delay to avoid periodic effects [48]. Solicited RNV Advertsare
syncronised with the periodic transmission of RNV Adverts in line
with the proposed advertisment backoff interval.

5. IP ROAMING STATE BROKERING FOR A MOBILE
HOST

It is assumed that the MN establishes its home addressing state and
the preferred Home Agent at its home network by means of either
remoteor local connection to its home network. Such connection
may be effected in a manner similar to [38].

Assuming existence of home addressing state and IP connectiv-
ity through standard (Mobile) IPv6 mechanisms, the MN provides
its CURRENT AR with itslink-layer address (LLA) . On receipt,
the CURRENT AR acknowledges it by sending the MN its own
RNV element, while it forwards that LLA to all of its AR neigh-
bours retrieved from its RNV cache. The MN stores the received
RNV element in the event that the MN needs to trigger an indirect
RNV Update to the NEW AR (no IP Roaming state for that NEW
AR). The MN cannot discard this entry until either an indrectRNV
Update has been acknowledged by the new AR. In the event that IP
roaming state is available to the MN for the NEW AR, the cached
RNV element at the MN is overwritten by the new RNV element

supplied by the NEW AR.
Establishment of IP connectivity at the MN triggers a transition

of the AR from the NEW to the CURRENT state. However, es-
tablishment of IP connectivity by the MN, requires that the CUR-
RENT AR brokersa set of unique IPv6 unicast care-of addresses
(CoA), for the MN admitted; each of these IPv6 CoAs is topolog-
ically correct in one of the CURRENT AR’s neighbours; this set
is termed assoft care-of address tuple (sCoAt). The termsoft
implies that the CoA has beenallocated, and may be used during
and after a potential handoff transition.

The sCoA tuple consititutes the IP Roaming state for the MN
since it allows roaming from the CURRENT AR in the mobility
neighbourhood with proactively established signaling. This is be-
cause the candidate AR for the next handoff transition of theMN
is found within that mobility neighbourhood.

The CURRENT AR unicasts the LLA of the MN to all neigh-
bouring ARs in asoft CoA Createmessage. Each of the receiving
ARs is empowered with the IP CoA generation task in a statefull
fashion; as such the AR neighbour combines the LLA [49] of the
MN into an IPv6soft CoA (sCoA); following generation of the
sCoA, the AR neighbour performs duplicate address detection on
that address[49].

CoA Ready

ARoMN ARnAR1 . . .

. .
 .

. .
 .

AR neighbours in ARo RNV

. .
 .

. .
 .
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Figure 8: Message interactions for proactive IP generation

5.1. Duplication Address Detection for Proactive IP Mobility

A standard reactive DAD check under IPv6 is effectively address
resolution for a tentative address[49]. This is usually performed
link-locally upon generation of new IPv6 address. If a neighbour
solicitation is not responded with an advertsment within some time
interval the address is considered to be unique.

With the case of proactive care-of address generation, an IPv6
CoA must be generated off-link at some neighbour AR while the
MN does not currently reside on that link. This is shown in Fig-
ure??. To detect a duplicate sCoA address, the AR neighbour first
checks its neighbour cache entry for that sCoA to see if already
existent. If not, it creates an entry with the sCoA and link layer
address of the MN. The entry is marked with a P flag asproactive
and set to INCOMPLETE state.

The neighbour AR then attempts DAD through standard ad-
dress resolution. In particular, it sends a neighbour solicitation
to the solicited-node multicast address mapping to the SCoA. It
further includes as source Link Layer address option its ownone
on as the sender19. The sCoA address is found to be unique if no

19this function is usually performed by the MN when on-link



neighbour advertisment is received back withinRetransTime
milliseconds.

As soon as uniqueness of the soft CoA is ensured, the AR
neighbour marks its the neighbour cache entry as PROACTIVELY
REACHABLE; This new state in Neighbour discovery [46] is in-
troduced for the purposes of enabling proactive reachability of that
neighbour cache entry; that is to say, that the particular entry does
not require a solicited neighbour advertisment by the MN. This is
because a neighbour solicitation is used in two broad occasions:� when neighbour reachability or duplicate address detection is

effected. The last degrades to address resolution which has
the same effect on-link. Here the AR is aware that there no
packet has arrived that effects that neighbour solicitation.� when a packet arrives at the AR for some host on its link,
but the neighbour cache entry state has to be set to reach-
able. The fundamental difference with the above case is that
the AR is aware that it acts in response to a packet that has
arrived for the host on-link.

In both cases the neighbour solicitation requires the LLA ofthe
MN. In each of the two cases our proposed model reacts differ-
ently. While in the first case the AR defends the soft CoA with
its own LLA, in the second it simply returns the real LLA of the
MN. However, the second case cannot occur in the proposed model
since no HA or CN knows the soft CoA generated. This is because
there has been no handoff transition yet by the MN on that AR
neighbour that can trigger a Binding Update to announce the exis-
tence of the sCoA as a primary CoA for the MN.

By setting the link layer address of the MN in its neighbour
cache in addition to its own LLA, the neighbour AR requires min-
imal information in order to activate the MN’s LLA when traffic
needs to be forwarded to and from the MN’s particular soft CoA.
This is because both the neighbour AR and the MN are configur-
ing their neighbour cache entry in advance of transition with the
particular entries marked as proactive and set in the state PROAC-
TIVELY REACHABLE. In this manner, communication between
the two entities does not require a solicited neighbour advertis-
ment; it can effect communication of packet trafficimmediatelly.
The PROACTIVELY REACHABLE state of the cached entry is
reduced to REACHABLE as soon as the MN has sent a Binding
Update (BU) to its peers. The BU ensures that a stable primary
CoA has been activated as detailed in following sections.

5.2. Distribution of the soft CoA

With DAD completed, each neighbour AR returns the sCoA into
a unicastsoft CoA Ready (sCoA Ready)message back to the
CURRENT AR of the MN. Each sCoA received in response to the
MN’s LLA sent, is grouped together in a sCoA tuple comprizing
part of the IP Roaming state for the MN. Note that generation of
soft CoAs is distributed in the mobility neighbourhood, while the
DAD function is performed on the spot at CoA generation time.
Thus, no signaling needs to beproxied between the CURRENT
AR and its AR neighbours for either CoA generation or DAD.

The CURRENT ARinjects the IP Roaming state established,
to the admitted MN, through aContext State Push(CS-PSH).
Context in this case is IP Roaming. The message includes the
number of AR neighbours providing such state, together witha
unique sCoAt identifier associated with a respectiveContext State
Cache (CS-Cache)entry at the CURRENT AR. In addition to

the sCoA tuple, the particular context state entry includesalso the
following information per AR neighbour:� the IPv6 addressof the neighbour AR interface that effects

a CA of the mobility neighbourhood. It is required to update
the default router list, as default router list entries thatare
provisionally effected during handoff.� the prefix length for that neighbour AR interface. Essen-
tial to derive link layer information for updating the MN’s
neihbour cache. Required to minimize or eliminate neihg-
bour discovery signaling when the MN handoffs to some AR
neighbour.

From this information the MN can further reconstruct other
routing information that complement the IP Roaming state for that
mobility neighbourhood. This is:� the AR neighbourlink layer address. Derived by using the

prefix length together with standard EUI-64 rules for inter-
face identifier generation; alternatively it may be explicitly
provided by the CURRENT AR as stored in its RNV Cache.
It is used in the neighbour cache of the MN, marked with
the P flag (PROACTIVE) and set in the PROACTIVELY
REACHABLE state.� the AR neighbourrouting prefix . By using the prefix length,
determine the routing prefix of the AR neighbour and popu-
late the prefix list of the MN.
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Figure 9: The proactive set of soft CoAs provides 1-domain looka-
head network connectivity

It can be seen, that the proposed model does not effect sCoA tu-
ple generation at the MN. The mobility model argues against any
dependence on the response of the MN back to the CURRENT
AR since it induces excessiveoverheadfrom proxied signaling in-
teractions for the purposes of either address configuration, neigh-
bour discovery, DAD or other context-specific action between the
MN and AR neighbours through the CURRENT AR; proxied ap-
proaches of control signaling for IP mobility results in increased
latency between the CURRENT AR and the MN, that may be
significantly affected in cases of corrupted/lossy signaling due to
harsh fading conditions.



6. ABSTRACTING THE MN ROUTING IDENTIFIER

Upon generation of the sCoA tuple, the CURRENT AR abstracts
the tuple’s constituents onto a short-lived, globally routable, unify-
ing routing and addressing identifier, that is allocated forthe MN;
this is referred to asProactive Care of Address (PCoA)and isnot
a unicast but amulticast IPv6 address. It is assumed that all ARs
are multicast-enabled according to the IPv6 protocol architecture
[50].

The mapping of the sCoA tuple onto a PCoA is effectedonlyat
an AR; it is transparent from the perspective of the peer entities of
an MN. Both HA and CNs send packets towards the MN through
the CURRENT AR with no knowledge about the existence of a
PCoA address. By mapping the sCoA tuple over a PCoA address
as shown in Figure 10, the CURRENT AR allows the MN to re-
ceive traffic through any AR neighbour in its mobility neighbour-
hood that is candidate for transition. This by effecting PCoA group
membership reports for the individual soft CoA instantiations of
the MN allocated on the respective links of the AR neighbours.

tCoA(n+2)

. ..

HCoA

CoA0 (pri)

tCoA5

tCoA6

tCoA2

tCoA1

tCoA3tCoA4
tCoAn

tCoA(n+1)

Figure 10: Mapping a multicast address to unicast IPv6 CoA lis-
teners

Currently the PCoA address allocation process takes place only
once at the first AR (home or visited) hosting the MN. The pro-
posed mobility model assumes unique allocation of a PCoA ad-
dress. Currently, this aspect is pursued by protocol recommen-
dations from the IETF Multicast Address Allocation WG (MAL-
LOC) [51]. Thus, an analysis on multicast address allocation is
out of the scope of this paper20.

6.1. PCoA membership management for AR neighbours

Upon allocation of the PCoA address, the CURRENT AR must
inform each AR neighbour21 participating in the sCoA tuple, to
enable forwarding of traffic destined to the abstracted PCoAad-
dress in their downstream interface for which the allocatedsoft
CoA is valid since there will be interest in that traffic by at least
one host, the MN.

To inform itself the CURRENT AR solicits anexplicit ’join’
from the MN, whereas informing the AR neighbours requires the
CURRENT AR transmitting animplicit join to the AR neigh-
bours, according to the multicast listener discovery (MLD)stan-
dard [52, 53, 54].

20we investigate multicast address allocation and management issues for
the purposes of this scheme in a separate paper

21including itself

In explicit join, the CURRENT ARsolicitsa membership report
that must be explicitly sent by the MN to join the PCoA group.
This is required to ensure that the MN configures its hardwarein-
terface for the particular PCoA address. This join solicitation is
piggybacked in the CS-PSH message to the MN by means of a
join-bit flag (J). The MN responds with an MLD membership re-
port [55], that configures the multicast filter on its hardware inter-
face [56], while the receiving AR enables multicast forwarding for
that PCoA on the local link. In the case of theimplicit join, the
CURRENT AR transmits an MLD membership report to each of
the AR neighbours, on behalf of the MN that may be visiting its
link, since the MN is visiting the CURRENT AR or cannot be on-
link with all AR neighbours; each of them, receiving animplicit
join (I-Join) message, need also enable multicast forwarding for
the PCoA address over the link where the soft CoA generated is
topologically correct. Figure 11 illustrates the case where an AR
neighbour (e.g AR6) has to enable group membership after receiv-
ing an implicit join solicitation from the CURRENT AR (AR0).
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Figure 11: link-local addresses used for conventional MLD mes-
saging

Note that group membership reporting is effected only link-
locally with a multicast-enabled AR; since the MN is not phys-
ically on-link with any neighbour AR it is essential that group
membership for the PCoA is managedindirectly .

6.2. Need for Indirect Group management

From Figure 11 it can be seen that an MLD Membership Report
sent towards some AR, e.g. AR1, by the MN when on-link, nor-
mally reaches AR1 through LL-CoA1. However, in proactive IP
mobility, AR1 is an AR neighbourwith respect to the current loca-
tion of the MN within the routing neighbourhood; thus, such report
must now come through RL6 and then through RL4, since the MN
is currently residing on-link with AR0. To achieve this, thestan-
dard multicast listener discovery mechanism must be extended to
handle indirect listeners at AR neighbours within a routingneigh-
bourhood.

In particular, on receipt of an indirect join request, the receiving
AR neighbour sets an entry in its group membership list. The en-
try records the PCoA group and sets a timer for the membershipto
the Group Membership interval as per [53]. The receiv-
ing AR then generates anindirect MLD Membership Query (I-
MLD Query) with destination address the CURRENT AR, the



originator of the indirect join. The I-MLD Query message is
a group-address-specificquery and is periodic; that is, it targets
membership on a specific PCoA group and is sent by some neigh-
bour AR querier everyQuery interval. An I-MLD Query
contains the PCoA address and a maximum response delay time
within which the CURRENT AR must report back.

On receipt of an I-MLD Query, the CURRENT AR sets a delay
timer adjusted according to [53]. On expiry, the CURRENT AR
transmits anIndirect MLD Membership Report (I-MLD Re-
port) with destination IP address the query-originator AR. This is
shown in Figure 12.
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Figure 12: Periodic I-MLD messaging between ARs

Periodic I-MLD Query/Reports signal interactions refreshthe
timer set in the group membership list of the querier AR neighbour.
They also allow for robustness in signaling since if an initial report
gets lost, membership can be recovered at the next query interval.
If no I-MLD Reports for the PCoA are received by the latter after
expiry of response delay of the indirect query, the neighbour AR
querier concludes that group membership for that PCoA must be
removed from its list (link prune).

Note that the I-MLD discovery messaging is effected now
through global IPv6 addresses since the indirection of the MLD
signal is originating off-link with respect to the recipient AR
neighbour. In addition, I-MLD messaging is exchanged only be-
tween AR entities. It must not be exchanged with a host/MN. It
also requires the introduction of a P flag in the group membership
list of an AR; this flag signifies aproactivegroup membership en-
try that is valid on-link for the mobility enabled interfaceof that
AR.

7. MOBILE NODE BEHAVIOUR

The receipt of IP roaming state through the CS-PSH message, pro-
vides the MN with a complete mobility-aware addressing/routing
’view’ (Figure 9), of the MNV vector at the CURRENT AR. Each
individual soft CoA represents an instantiation of the MN inexis-
tence within the CA of an AR neighbour.

To ensure reliability in the signaling interaction with theCUR-
RENT AR, the MN acknowledges the received CS-PSH message
with a CS Reply (CS-Rep). The CS-Rep message includes the
number of AR neighbours received and the sequence number iden-
tifying the original CS-PSH message. If the CS-Rep message

is not received withinproactive context push time, the
CURRENT AR must retransmit the original CS-PSH message.

Furthermore, the MN shouldaccept the provided PCoA by
joining it, if the ’join’ (J) and new PCoA (M) flags are set. It is
possible that a new PCoA address is not provided by the CUR-
RENT AR. In this case the MN simply (re)joins the PCoA that
accepted during its last MLD membership report. Denying a pro-
vided PCoA currently implies that no proactive IP mobility is re-
quired by the MN.

Receipt of the IP roaming state requires further that the MN
must:� configure its network interface with the provided soft CoAs.

The MN must transmit/receive on any of the soft CoAsif and
only if a PCoA-Enable message is sent by it to the CUR-
RENT AR as detailed in later section. Such messaging is
effected only near a handoff transition to an AR neighbour.� update its default router listwith the set of AR neighbour
IPv6 addresses. These addresses are expectedto be topolog-
ically correct on the link of some AR neighbour as soon as
the MN transits to it.

Entries created must be placed at the end of default router list,
marked with a proactive (P) flag. When the P flag is set, that
default router entry must not be used, while the entry cannot
be removed. As soon as a PCoA-Enable message is sent by
the MN to the CURRENT AR, the MN may use any of the
proactively marked default router entries in combination with
the correct sCoA. A P flag may be removed from a defautl
router list entry if the MN is on-link with the corresponding
AR neighbour and a binding update has been sent to the peers
of the MN about the new primary CoA. Alternatively, the
MN may update its prefix list by deriving each neighbour
AR network prefix through the neighbour AR IPv6 address
and its prefix size. Each prefix list entry is also marked with
a P flag. The rules defined for the default router list apply
also for the prefix list.� update its neighbour cache with an entry for the LLA of
each neighbour ARs. Each such entry must be marked
with the P flag and set to the PROACTIVELY REACH-
ABLE (P-REACHABLE) state. Neighbour cache entries in
P-REACHABLE state are excluded from checks on address
resolution or neighbour unreachability detection before and
during a handoff transition to an AR neighbour. A neigh-
bour cache entry removes its P flag (while its state is reduced
to REACHABLE) if and only if the corresponding soft CoA
becomes the new primary CoA address for the MN.

7.1. PCoA Activation Lifetimes

Group membership for the PCoA address, requires that the CUR-
RENT AR configures also two lifetimesLs andLd which are mo-
bility management specific and extend the conventional multicast
listener discovery.Ls denotes thePCoA start lifetime and is de-
fined as the lifetime past which the CURRENT AR shouldiniti-
ate transmission of traffic towards the MN, through the configured
PCoA group address. Its default value is -1 and denotesinfinity;
this implies that transmission of traffic over the PCoA will com-
mence some time in the future yet undetermined.Ld denotes thePCoA stop lifetime and is defined as the life-
time past which the CURRENT AR shouldsuspendsending of
traffic towards the MN through the PCoA address. The default



value is 0; this implies that the CURRENT AR must suspend for-
warding traffic towards the MN through the PCoA group immedi-
ately (after zero time).

Suspension of traffic forwarding over the PCoA groupdoes not
imply teardownof the PCoA group address for the MN, at the
AR. This is because traffic forwarding towards the MN throughits
PCoA address will be effected on a per-handoff transition basis.
It further avoids additional multicast tree reconfiguration required
at the CURRENT AR. Instead, as the MN moves across differ-
ent AR neighbours in the mobility neighbourhood, the multicast
core [57, 58] or RP [59] router effectively moves together with the
movement pattern of the MN.Ls andLd is expected to be conditioned by the mobility vector
of the MN in the case that optimal lifetimes should be pursued.
The intention for these fields is to provide a time window during
which handoff would be in progress as a rough estimate. More
accurate lifetime refresh messages may be provided as the MN
moves towards a candidate AR.

7.2. Proactive Handoff transitions in the Mobility Neighbour-
hood

During its movement, the MN reaches some overlap area between
the CURRENT AR and one or more AR neighbours. By then, IP
roaming state has been fully configured at the MN and the routing
neighbourhood so that during the next handoff transition the MN
does not need to configure a new CoA, but simplyactivate one of
the soft CoAs as the primary one.

With respect to a handoff transition, a soft CoA may alternate
between ahigh secondaryand alow secondary; high refers to the
set of sCoAs that are candidates for primary CoA activation;low
secondary areconsidered the set of sCoAs that remain least likely
to become a primary one.

Ideally, the MN needs to detect thehigh secondarysoft CoA
prior to a handoff transition and then inform the CURRENT AR
(soon to transit to PREVIOUS state) about it. To achieve that,
the proposed model introduces a mechanism forIP disconnection
avoidance (IP-DA), currently handled through apessimisticap-
proach.

As the MN moves away from the CA of the CURRENT AR, it
crosses some overlap area between itself and a CA neighbour.In
this overlap area the MN receives a different router advertisment
from the one provided by the CURRENT AR; this triggers a check
of the received network prefix against the existing tuple of soft
CoA. The match between that prefix and a single soft CoA triggers
the MN to configure this soft CoA as the high secondary CoA for
the MN; in addtition the MN signals the CURRENT AR with a
PCoA-Enable (PCoA-E)message; this message contains a soft
CoA bitfield (sCoA-B), a lifetime refresh for bothLs andLd with
values 0 and -1 respectively and the sCoA tuple identifier from the
original CS-PSH sent to the MN. Bits marked with 1 in sCoA-B
representhigh secondarysCoAs for an MN, whereas bits marked
with 0 are thelow secondary. The sCoA tuple identifier refers to
the correct PCoA associated with sCoA tuple allocated to theMN.

Enabling the correct soft CoA is essential forupstream trans-
missions from the MN to its peers. Unless the correct sCoA is en-
abled the MN has no means of identifying which IP address, and
default route to employ in transmitting upstream during a handoff
transition. What is important, however is that configuration of a
topologically correct CoA is already in effect and thus there no
latency induced by IP address configuration. The PCoA-E mes-

sage allows the MN to receive transparently IP traffic that issent
downstreamtowards the MN.

On receipt of this message the CURRENT AR forwards any IP
traffic destined for the MN by tunneling it to the PCoA address,
while it stops forwarding to the primary unicast CoA of the MN.
The action isimmediatesinceLs = 0.

Traffic sent towards the MN by peers, is now forwarded by the
CURRENT AR asencapsulated multicast payloadat the PCoA
address of the MN; the current AR matches the destination address
in the packet with someProactive Binding Cache (PB-Cache)
entry which holds, the sCoA tuple and PCoA allocated for that
MN, its LLA as well as the start and stop lifetimes for that PCoA.
If a match is successfull, the CURRENT AR encapsulates the re-
ceived packet in a new IPv6 header with destination the PCoA
group of the node; otherwise, it applies standard unicast forward-
ing.

Since the AR neighbours are configured to forward traffic for
the particular PCoA group in their CA, traffic destined to theMN
can be received overany IP link (CA) in the mobility neighbour-
hood of the CURRENT AR. This is because the configuration of
the hardware interface (link-layer) multicast filter at theMN, does
not depend on the unicast IP CoA allocated for the MN, but only
on the last four octets of the PCoA. Thus, all is required between
the MN and an AR neighbour is link-layer connectivity.

The IP disconnection avoidance mechanism, introduces the no-
tion of aIP multicast encapsulationfor the purposes of forward-
ing traffic to multiple link instantiations that the MN is probable
to exist. This type of IP encapsulation requires the use of amul-
ticast tunnel (MT) flag placed as a destination option in the outer
IPv6 header of the encapsulating packet. The CURRENT AR must
also mark the<Next Header field> within the encapsulat-
ing UDP header, with a special type that is calledIP ENCAP and
denotes an encapsulated packet as the payload of a UDP header.

On receipt of the encapsulated packet, the MN must check at
the IP layer that the destination options of the packet whether
the MT flag has been set; in addition the MN checks the UDP
header, whether the<Next Header field> has been set with
theIP ENCAP value denoting UDP encapsulation of an IP packet.
If this is the value of the next header field in the UDP header then,
the decapsulated packet is then re-submitted back to the IP stack.
The packet would now have as destination address the on-linkCoA
at the CURRENT AR which the MN must sustain as an active CoA
until its peers have acknowledged a standard Binding Updatesent
by the MN.

Traffic will be destined to the PCoA group indefinetely(Ld =�1); that is, until explicitly requested to suspend forward-
ing through the PCoA address. This is because the MN may
bounce multiple times between neighbouring CAs, shown in Fig-
ure 13, causing oscillations in the signaling of PCoA activa-
tion/suspension at the CURRENT AR.

The MN continues to receive traffic over its PCoA until it
attaches to some AR neighbour plus a time periodTe that in-
tially varies between 250 and 50022 ms. Te is introduced for
the purposes of sustaining reception of traffic through PCoAdur-
ing cell bouncing effects in the MN’s movement pattern between
its CURRENT AR and a neighbouring AR; The time periodTe
is referred to asExtended PCoA-Rx Time. The MN maintains
also acell-bounce accumulator (CBA)that tracks the number of

22this figure needs further experimentation
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bounces between two ARs. This accumulator geometrically in-
creasesTe for each increment of its counter for the individual MN.
The delayTe is bounded by an upper delay maximum defined as
Max Random PCoA Rx Stop Delay equal to 3000 ms23

When the extended PCoA-Rx time elapses and CBA counter
has not increased, the MN sends a standard Binding Update to its
peers (CNs and HA) to inform about the new, stable and topo-
logically correct primary CoA (Figure 14). At the same time the
MN sends aPCoA-Disable (PCoA-D)message to the PREVI-
OUS AR, through its new primary CoA, to request suspension of
traffic forwarding through the PCoA. The PCoA-D message con-
tains the MN’s PCoA address together with refreshed lifetimes forLs = �1 andLd=0.
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Figure 14: MN activates the correct soft CoA

The PCoA-D message instructs further the PREVIOUS AR to
manage group membership of the PCoA address; it includes ’prun-
ing’ of neighbour AR ’traffic listeners’24 that do not belong in the
MNV-RNV mapping of the new CURRENT AR. The PCoA-D
message includes also the sCoA bitfield with the new primary (ex
soft) set.

23initial and max value may be conditioned by the size of the overlap
area between two CAs and the speed of the mobile

24PCoA group forwarders

7.3. sCoA tracking and Cell-Bounce accumulator (CBA)

The CBA operates on the sCoA bitfield maintained by the MN.
In this bitfield, the CBA tracks the CURRENT AR by assigning
a parent status to its primary CoA bit. Any bit within the sCoA
bitfield is set to 1 when the MN matches the network prefix in a
receivedIPv6 router advertisment (RT-advert), with the network
identifier in some allocated soft CoA from its sCoA tuple. The
parent status is reset to the new primary CoA when a Binding Ac-
knowledgement is received by the first of the communicating peers
of the MN.

Transition over some overlap (CA) area between the CUR-
RENT AR and some AR neighbour(s), causes the MN to receive
one or more new RT-advert messages originating from that AR
neighbour(s). Receipt of such messages trigger a flip of the re-
spective sCoA bit to 1 within the bitfield. Similarly, lack ofreceipt
of RT-advert messages trigger a flip of the respective sCoA bit to
0 within the sCoA bitfield.

When the number of received RT-adverts (RxRT advert) is re-
duced to one, the corresponding AR neighbour becomes theim-
mediatehandoff candidate. At this stage the CBA compares the
state of the sCoA bitfield for the new AR candidateCBAs+1,
with the bitfield state of the previous ARCBAs. An equilat-
eral bit flip between CURRENT AR and an AR neighbour (i.e.CBAs+1 6= CBAs) signifies a potentiallyclean handoff from
the PREVIOUS AR.

However, the non-determinism of the mobility pattern of the
MN does not allow a clear distinction between aclean handoff
and animminentcell bounce. For this reason, forwarding over the
PCoA address issustainedfor time Te. If within this timeTe a
different (new or old) router advertisment is received thena cell-
bounce candidateis established; it is, however, considered only a
candidate since it is not certain whether the MN will indeed move
back to the PREVIOUS AR or it is simply stretching movement in
the overlap area.

Movement oscillation between two CAs (i.e. cell-bounce) is
considered to beimminent iff it occurs within the intervalTe and
manifests itself by means of a bitfield stateCBAs+2 = CBAs.
In this case, the CBA triggers a binary geometric backoff in the
expiry ofTe with a corresonding increase of this time period. CBA
increases its counter and continues to track changes in the bitfield
state by iterarting the process.

When apotentialclean handoff sustains forTe with no increase
in the CBA counter, it is considered to be adefinite clean handoff;
this triggers a PCoA-D message to be sent by the MN towards the
PREVIOUS AR. There is no handoff effected for a cell-bounce
between the CURRENT AR and any of its neighbours in the event
that the MN returns back to the CA of the CURRENT AR; it is
only required to send the PCoA-D message to the CURRENT AR
such that the latter can suspend the forwarding over the PCoA
group.

In a definite clean handoff,before sending the PCoA-D mes-
sage to the PREVIOUS AR, the MN must:� configure its link-local address that is valid over the new link.

Effect the correct primary CoA.� send a neighbour advertisment to remove P flag from the
neighbour cache of the NEW AR.� send a Binding Update to its peers; at the same time set the
parent flag to the new primary CoA in its sCoA bitfield.� reset CBA counter to 0 and continue parent tracking of the
new CURRENT AR.



7.4. Refreshing the soft CoA tuple

As soon as the MN has moved over the link of an AR neighbour, it
is essential that it maintains avalid sCoA tuple; all of its allocated
CoAs must be valid within thenewmobility neighbourhood of the
new CURRENT AR.

To effect that, the MN must request from the new CURRENT
AR to provide the MN with asCoA tuple Update (sCoAt-
Update); that would include soft CoAs from thenew AR neigh-
bours, valid in the RNV of the new CURRENT AR, together with
a bitfield that invalidatesreduntant soft CoAs in the RNV of the
new CURRENT AR. Furthermore, the PREVIOUS AR should re-
ceive an invalidation message about the redunant soft CoAs and
AR neighbours that maintain group membership in MN’s PCoA
group address. It is noted that the new CURRENT AR is aware of
the LLA of the MN since it created a soft CoA for that MN during
movement over the PREVIOUS AR.

For instance, in the MNV depicted in Figure 15, the first sCoAt
allocation would require six (6) new soft CoAs. At the next hand-
off the soft CoA tuple need only be refreshed with another 3 soft
CoAs. This is half the number of soft CoAs originally allocated.
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Figure 15: CoA resuse within the SCoA tuple during continuous
movement of the MN

The efficiency of the above mechanism depends on how the
PREVIOUS AR resolves the identity oftrue redundant ARs and
their respective soft CoA.

7.5. Resolution of redundant SCoA AR neighbours

As soon as the MN has sent a Binding update towards its peers, it
is considered to havesettledwithin the new CURRENT AR. Upon
settlement, the MN sends asCoAt Refresh Request (sCoAt-RR)
message to the new CURRENT AR; the message includes also the
address of the PREVIOUS AR. This implies that the MN need not
receive completely new IP roaming state, since it does not pro-
vide its link layer address; a refresh of its IP roaming stateis only
required.

On receipt of this message the NEW AR determines the AR
neighbourscommon to both NEW and PREVIOUS ARs, by
checking the address of the PREVIOUS AR against the contents
of its RNV-Cache shown in Figures 16 and 17. By determining the
common ARs between with the PREVIOUS ARs, the CURRENT
AR can initiate generation offresh IP Roaming state from the new

AR neighbours as described in section 5. In addition itincludes
the new AR neighbours as ’listeners’ to the existing PCoA group
address of the MN.
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Figure 16: Sustaining accurate mapping of AR neighbours on
MN’s PCoA group routing identifier

In a similar fashion, the NEW AR sends an sCoAt-RR mes-
sage to the PREVIOUS AR; on receipt, the latterexcludes’redun-
dant’ ARs from PCoA group membership. This is achieved by
suppressing the sending of I-MLD Reports to the ’redundant’ARs
neighbours; in addition, the PREVIOUS AR sends indirect neigh-
bour advertisments to these AR neighbours such that the latter can
remove neighbour cache entries that pertain to the IP roaming as-
sociation with the MN.

Tendative Mobility Matrix (TMM)

19 −> 14, 15, 20, 23,  22, 18
18 −> 13, 14, 19, 22,  21, 17

14 −> 8,   9,  15, 19,  18,  13

15 −> 9,   10, 16, 20, 19,  14
9 −> 4,   5,  10, 15,  14,  8

13 −> 7,   8,  14, 18,  17,  12

8 −> 3,   4,  9,   14,  13,  7

PREVIOUS AR (From)

Common Neighbours (circles)
Intersection(14,8)

NEW AR (To)

exclude from PCoA mem/ship (rectangles)
Diff(14,Intersection(14,8))

Include in PCoA mem/ship
(triangles)

Diff(8,Intersection(14,8))

Figure 17: Resolving the AR participants that need to be included
and excluded from the PCoA group

The sCoA Update calculation operations, namelycommon, in-
clude, excludecan be performed independently by both AR, either
PREVIOUS or NEW. This is more important for the NEW AR as
it needs to provide the MN with ansCoAt delta that includes the
new soft CoA as well as an indication for the soft CoA that must
be removed from the MN’s sCoA tuple in its IP Roaming context.
The The sCoA Update operations are defined as follows:



Common(rnvp; rnvn) = \(rnvp; rnvn)Inlude(rnvp; rnvn) = rnvn �Common(rnvp; rnvn)Exlude(rnvp; rnvn) = rnvp � Common(rnvp; rnvn)
wherernvp;n are the RNV vectors of PREVIOUS and NEW

ARs maintained in their RNV Cache. Figure 17 illustrates the
mobility traffic matrix maintained in the RNV-Cache of an AR;
according to the above operations, the resulting vectorsVommon,Vinlude andVexlude take the following sample values according
to Figure 16: rnvp = rnv14 = f14; 8; 9; 15; 18; 19; 13grnvn = rnv8 = f8; 3; 4; 9; 14; 13; 7gVCommon(rnv14;rnv8) = f8; 14; 9; 13gVInlude((rnv14;rnv8) = f3; 4; 7gVExlude((rnv14;rnv8) = f15; 18; 19g
7.6. Forced disruption of IP connectivity

It is possible that due to limitations in wireless coverage,the move-
ment pattern of a MN may enforce a disruption of IP connectivity
in its current mobility neighbourhood; typical example is move-
ment through road tunnels, underground train stations. In these
cases, the MN appears from the perspective of the network as un-
reachable; it is also possible that the MN may attempt to resume
IP connectivity at some AR out of the mobility neighbourhoodof
the CURRENT AR.

In the event of a forced disruption of IP connectivity, the CUR-
RENT AR delays the expiry of any state maintained in its Context
state Cache for timeTtdi; this time period is calledtransient dis-
connection interval (TDI) and represents the interval permissible
for transient IP connectivity disruptions before the MN is consid-
ered to be off-link or simply disconnected by the AR. Upon expiry
of this time interval, the CURRENT AR expires the corresponding
entry in its CS-Cache as well as ensures that all AR neighbours re-
move their membership for the particular PCoA group addressof
the MN.

Upon re-connection with an expired TDI at the same CUR-
RENT AR the MN must re-aquired new IP Roaming state for the
mobility neighbourhood of the CURRENT AR. If the TDI interval
has not expired the MN simply refreshes its neigbour cache entry
for the CURRENT AR as REACHABLE according to [46].

In the event that the MN re-connects with an AR different from
the CURRENT one, the MN must discard the IP Roaming state
stored and provide its link layer address in the new CURRENT for
the acquisition of fresh state.

8. RELATED WORK AND DISCUSSION

Recently, several protocols have been proposed in support of IP
mobility for next generation (IPv6) radio access networks in sup-
port of seamless mobility. One of these is the fast handoffs [45]
proposal; it is similar to [44] approach with respect to the concept
of pre-registration of the MN with other ARs that may be candi-
dates for handoff. Our proactive mobility model is significantly
different from the fast handoffs proposal for a number of reasons.
Our mobility model does not employ proxy neighbour discovery

messaging since tasks like duplicate address detection mandated
by IPv6 Neighbour Discovery standard, require additional signal-
ing which also induces delays of at least one RTT between the MN
andeverycandidate AR.

Furthermore, our model caters for a candidate access routerdis-
covery algorithm. The fast handoffs proposal has no such mecha-
nism. This is an essential part for a seamless IP mobility model.
In addition, our model provides a signaling substrate for proactive
context transfers from AR neighbours; the fast handoffs proposal is
explicitly designed towards seamless handoffs only. What’s more,
the fast handoff proposal lacks of robustness with respect to cell-
bouncing effects (a.k.a ping-pong); this is because it assumes ex-
istence of multiple tunnels towards the MN from candidate ARs.
On the contrary, our scheme employs only a single tunnel which is
effected over multicast; this ensure that the MN canfreelybounce
between any AR within the mobility neighbourhood.

Alternative approaches in Mobile IP have also been proposed
in [60], [61], [62]. These schemes employ IP-Multicast for ad-
dressing and forwarding of packets to MNs on an end-to-end basis;
i.e. the source is destined at either the CN or the HA while MN
is the receiver for the purposes of minimal latency handoffs. To
this end a small group ’multicast’ solution has been proposed [63]
and [64]. Both schemes utilize principles from [65] and theyem-
ploy a multiple unicast destination option at the routing header of
a packet. This notion is similar to the route segments of [66]since
both schemes rely on unicast routing to deliver the packet. The
schemes however, rely on the provision of all CoA destinations to
the peer entities from the MN.

The proactive mobility model is architecturaly different from
all the above schemes. In the majority of the mobility proposals,
IP multicast is employed either end-to-end or as a pseudo mul-
ticast mechanism where the protocol abstracts many unicastdes-
tinations as a source at the CN or HA. In the proposed mobility
model IP multicast is employedlocally with respect to the loca-
tion of the mobile node (i.e. mobility neighbourhood). As such,
none of the above schemes proposes a mechanism of establishing
such mobility neighbourhood. Furthermore, there is no consider-
ation in any of the proposed mobility mechanisms for state relo-
cation with respect to multiple mobility contexts. Our abstraction
of IP Roaming state as a representative class of relocatablestate
context allows to populate the Context State cache with multiple
contexts/capabilities that neighbour ARs may need to provide to
the CURRENT AR towards the seamless movement of the MN in
its mobility neighbourhood.

9. CONCLUSIONS AND FUTURE WORK

This paper presented a novel model for proactive IP mobilitywith
respect to seamless transitions between different points of attach-
ment. We have argued that configuring addressing state in reaction
to a handoff transition as effected by current mobile IPv6 mech-
anisms and protocols is not sufficient for satisfying seamless IP
connectivity in the light of real-time IP traffic delivery ortrans-
mission to/from mobile nodes. We are currently working on a full
scale simulation model of the proposed mobility model with full
compliance over IPv6 protocol specifications. Results fromthese
simulations are currently work in progress and will be the objective
of a following paper.
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