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ABSTRACT
The 21 cm-galaxy cross-power spectrum is expected to be one of the promising probes of the
Epoch of Reionization (EoR), as it could offer information about the progress of reionization
and the typical scale of ionized regions at different redshifts. With upcoming observations of
21 cm emission from the EoR with the Low Frequency Array (LOFAR), and of high-redshift
Ly α emitters with Subaru’s Hyper Suprime-Cam (HSC), we investigate the observability of
such cross-power spectrum with these two instruments, which are both planning to observe
the ELAIS-N1 field at z = 6.6. In this paper, we use N-body + radiative transfer (both for
continuum and Ly α photons) simulations at redshift 6.68, 7.06 and 7.3 to compute the 3D
theoretical 21 cm-galaxy cross-power spectrum and cross-correlation function, as well as to
predict the 2D 21 cm-galaxy cross-power spectrum and cross-correlation function expected
to be observed by LOFAR and HSC. Once noise and projection effects are accounted for, our
predictions of the 21 cm-galaxy cross-power spectrum show clear anti-correlation on scales
larger than ∼60 h−1 Mpc (corresponding to k ∼ 0.1 h Mpc−1), with levels of significance p =
0.003 at z = 6.6 and p = 0.08 at z = 7.3. On smaller scales, instead, the signal is completely
contaminated. On the other hand, our 21 cm-galaxy cross-correlation function is strongly
contaminated by noise on all scales, since the noise is no longer being separated by its k
modes.
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1 IN T RO D U C T I O N

The Epoch of Reionization (EoR) is one of the greatest observa-
tional frontiers in modern astrophysics. It corresponds to the tran-
sition from a neutral to an ionized Universe, as mostly young,
star-forming galaxies reionized the intergalactic medium (IGM)
surrounding them. Absorption spectra of high-redshift quasars sug-
gest that reionization was completed by z ≈ 6 (Fan et al. 2006;
Bolton et al. 2011; McGreer, Mesinger & D’Odorico 2015). On
the other hand, measurements of the primordial cosmic microwave
background (CMB) radiation obtained by the WMAP satellite indi-
cate that the process started much earlier, suggesting that the Uni-
verse was neutral until z = 10.1 ± 1.0, if instantaneous reionization

�E-mail: dvrbanec@mpa-garching.mpg.de

is assumed (Komatsu et al. 2011). More recent measurements with
Planck instead give z = 8.8 ± 1.1 (Planck Collaboration XIII 2015).

Present observations do not offer much information neither on the
progress of reionization nor on the main sources responsible for it.
Detection of the 21 cm hyperfine transition line of neutral hydrogen
promises to offer insight in this respect. There are significant efforts
to detect reionization by mapping the 21 cm line of neutral hydro-
gen with radio arrays such as LOFAR1 (van Haarlem et al. 2013),
MWA,2 PAPER,3 GMRT4 and SKA.5 Calculations predict that the

1 http://www.lofar.org
2 http://web.haystack.mit.edu/arrays/MWA
3 http://eor.berkeley.edu
4 http://gmrt.ncra.tifr.res.in
5 http://www.skatelescope.org
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cosmological 21 cm signal from the EoR will be extremely faint,
while the system noise and the foregrounds will be orders of magni-
tude larger (e.g. Jelić et al. 2008; Bernardi et al. 2009; Labropoulos
et al. 2009; Harker et al. 2010; Zaroubi et al. 2012; Pober et al.
2013). Due to the low signal-to-noise ratio (which for LOFAR
is ∼ 0.2; Labropoulos et al. 2009), the first observations of the
21 cm signal will measure only statistical properties, such as the
rms and power spectrum of the brightness temperature and their evo-
lution with time (e.g. Ciardi & Madau 2003; Barkana & Loeb 2005;
Jelić et al. 2008; Pritchard & Loeb 2008; Harker et al. 2009, 2010).
Cross-correlation of the 21 cm signal with observations at differ-
ent wavelengths such as near-infrared background radiation (e.g.
Fernandez et al. 2014; Mao 2014), kinetic Sunyaev–Zel’dovich ef-
fect (e.g. Jelić et al. 2010; Tashiro et al. 2010), galaxies (e.g. Lidz
et al. 2009; Wiersma et al. 2013; Park et al. 2014), CO line (e.g.
Visbal & Loeb 2010; Lidz et al. 2011) and C II line (e.g. Silva et al.
2015; Yue et al. 2015) can provide further insight into different
aspects of the EoR, such as the progress of reionization and the
redshift at which the process is halfway, the evolution of the neu-
tral hydrogen content, and the typical scale of ionized regions at
different redshifts.

Another way to explore reionization is to probe high-z, young,
star-forming galaxies, which are considered to be the dominant
sources of ionizing photons. Such galaxies are expected to have
a strong Ly α emission line due to the interaction of the inter-
stellar medium with ionizing radiation from young massive stars
(Partridge & Peebles 1967). Depending on the detection method,
such galaxies are typically referred to as Ly α emitters (LAEs) and
Lyman-break galaxies (LBGs). Star-forming galaxies that are lu-
minous enough to be detected with existing telescopes most likely
populate fairly massive dark matter haloes, with masses in excess
of 1010 M� (Dijkstra 2014). They ionize their surroundings form-
ing large H II bubbles in which one or more star-forming galaxies
reside (e.g. Dijkstra 2014). Ly α photons emitted by those galax-
ies can therefore propagate and redshift away from line resonance
through the ionized IGM before entering the neutral IGM (e.g.
Santos 2004; Iliev et al. 2008; Mesinger & Furlanetto 2008; Curtis-
Lake et al. 2012). These photons are then less likely to be scattered
out of the line of sight. This is why LAE luminosity functions
(e.g. Haiman & Spaans 1999; Malhotra & Rhoads 2004; Dijkstra,
Wyithe & Haiman 2007; Jensen et al. 2013, 2014), number density
(Malhotra & Rhoads 2006) and clustering (Furlanetto, Zaldarriaga
& Hernquist 2006a; Wyithe & Loeb 2007; Jensen et al. 2013) are
the main methods to study the EoR with galaxies. A reduction in
the number of observed sources, and thus a suppression of the lu-
minosity function, is expected with increasing redshift, due to the
larger amount of neutral gas in the IGM (e.g. Haiman & Spaans
1999).

As of now, 207 LAEs have been observed at z = 6.45–6.65
(Ouchi et al. 2010), 1 at z = 6.96 (Ota et al. 2008) and 7 at
z = 7.3 (Konno et al. 2014), while there are no confirmed LAEs
at higher redshifts. These numbers are likely to increase soon,
as the Subaru telescope with its new Hyper Suprime-Cam (HSC)
started narrow-band observations at redshifts 6.6 and 7.3. The HSC
has a 1.◦5 (in diameter) field of view (FoV) and it will observe
LAEs in its deep (z = 6.6, for a total of 28 deg2) and ultra-
deep (z = 6.6 and 7.3, for a total of 3.4 deg2 at each redshift)
fields (Miyazaki et al. 2012). It is estimated that HSC will observe
∼7200 LAEs at z = 6.6 and ∼ 40 LAEs at z= 7.3 (Ouchi, private
communication).

For an accurate modelling of reionization, all relevant physi-
cal processes should be included, and large scales as well as high

resolution should be attained. Until recently reionization on large
scales had only been studied by seminumerical models (e.g. Kohler,
Gnedin & Hamilton 2007; Santos et al. 2010), which are computa-
tionally much cheaper than full numerical simulations. However,
these models do not properly account for some important pro-
cesses, such as recombination, suppression of low-mass sources,
non-linear halo clustering, or radiative transfer (Iliev et al. 2014),
which are better captured in simulations. While these were initially
only a few Mpc in size (e.g. Gnedin & Ostriker 1997; Ciardi et al.
2000; Gnedin 2000), novel codes for cosmological N-body and
hydrodynamical simulations and for radiative transfer finally en-
able reionization simulations with volumes larger than ∼100 Mpc
(Iliev et al. 2006, 2014; McQuinn et al. 2007), allowing for a cor-
rect abundance of rare massive haloes (Barkana & Loeb 2004; Li
et al. 2007; Trac & Gnedin 2011), while resolving also dwarf-size
galaxies with masses ∼108 M�, which are considered to be the
main sources of ionizing photons (Loeb 2009; Volonteri & Gnedin
2009; Robertson et al. 2010; Fontanot, Cristiani & Vanzella 2012).
In addition, these simulations are better suited to capture large
ionized regions (which are expected to have sizes of tens of co-
moving Mpc towards the end of reionization; e.g. Mellema et al.
2006b), and to be compared to wide-field surveys of high-redshift
sources, such as the one currently conducted by LOFAR (Iliev et al.
2014).

The numerical modelling of Ly α emission and propagation is
also complex and computationally challenging, although funda-
mental for an accurate description of the observational properties
of high-redshift LAEs (e.g. Jensen et al. 2013).

Although detection of the 21 cm signal and observations of LAEs
will provide invaluable insight on reionization and its sources, cross-
correlating them can offer additional information (Lidz et al. 2009;
Wiersma et al. 2013). Lidz et al. (2009) proposed for the first time
to use the shape and normalization of the 21 cm-galaxy cross-
power spectrum and its evolution with redshift to gain insight on the
abundance of neutral gas in the IGM. Wiersma et al. (2013), instead,
made the first predictions for the observability of the cross-power
spectrum with LOFAR, suggesting that for these studies LAEs are
better suited than LBGs.

In this paper, we will continue these efforts and present the
theoretical 3D 21 cm-galaxy cross-power spectra computed from
full radiative transfer + N body simulations by Iliev et al. (2014),
which have been post-processed with a Ly α radiative transfer code
(Laursen 2010; Jensen et al. 2013) to accurately model the ob-
served properties of LAEs. The mock 21 cm and galaxy observed
maps obtained by adding the LOFAR and HSC characteristics have
been used to compute the 2D 21 cm-LAE cross-power spectra and
cross-correlation functions. The present investigation improves on
previous efforts in terms of theoretical modelling (by including
e.g. an accurate treatment of the radiative transfer of both line
and continuum photons to model the reionization process and the
properties of the LAEs), as well as mock observations (by tar-
geting the upcoming observation of the ELAIS-N1 field by the
LOFAR and Subaru telescopes). The paper is organized as fol-
lows: in Section 2, we describe the simulations used; in Section 3,
we show the theoretical 3D cross-power spectra as well as the ob-
served 2D cross-power spectra; in Section 4, we show 21 cm-galaxy
cross-correlation functions. In Section 5, we discuss the noise
from both LOFAR and HSC observations, and draw conclusions in
Section 6.

The following set of cosmological parameters was used: �� =
0.73, �m = 0.27, �b = 0.044, h = 0.7 and σ 8 = 0.8, ns = 0.96,
consistent with WMAP 5-year data (Komatsu et al. 2009).
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2 SI M U L ATI O N S

To compute the 21 cm-galaxy cross-power spectrum, we have used
a full radiative transfer + N-body simulation of reionization (Iliev
et al. 2014) in a box of comoving length 425 h−1 Mpc (correspond-
ing to ∼4◦ at z = 7) with 165 billion particles distributed on a grid
of 10 9763 cells (3.9 h−1kpc gravity force resolution) and a radia-
tive transfer grid of 5043 cells. The N-body simulation has been run
from redshift z = 300 to 2.6, with initial conditions generated using
the Zel’dovich approximation and a power spectrum of the linear
fluctuations given by the CAMB code (Lewis, Challinor & Lasenby
2000). This simulation was then used as an input to the radiative
transfer code C2-RAY (Mellema et al. 2006a) to follow the reioniza-
tion history of the IGM. More specifically, the halo catalogues were
used to construct the sources of ionizing radiation as in Iliev et al.
(2007). As the minimum resolved halo mass is Mh,min = 109 M�,
haloes with masses of 108–109 M� were modelled as a subgrid pop-
ulation (Iliev et al. 2014; Ahn et al. 2015). All haloes were assigned
an ionizing photon emission rate per unit time, Ṅγ , proportional to
the halo mass, Mh:

Ṅγ = gγ Mh�b

�0mp

(
10 Myr

�t

)
, (1)

where mp is the proton mass, �b and �0 have their usual cosmolog-
ical meaning, �t = 11.46 Myr is the time between two snapshots
of the N-body simulation, and gγ is a source efficiency coefficient
that incorporates the star formation efficiency, the total photon pro-
duction per stellar baryon and the ionizing photon escape fraction
(Iliev et al. 2006; Jensen et al. 2014). Haloes with masses down
to 109 M� were assigned a source efficiency of gγ = 1.7. Smaller
sources with masses down to 108 M� were assigned gγ = 7.1, to
account for a lower metallicity and a more top-heavy initial mass
function, but they were assumed to be suppressed within ionized
regions (for ionization fraction higher than 10 per cent; Iliev et al.
2014). The radiation emitted by the sources is propagated through
the gridded density field, and the distribution of neutral hydrogen is
obtained at various redshifts. This is used to calculate the associated
differential brightness temperature according to the usual formal-
ism (e.g. Field 1959; Madau, Meiksin & Rees 1997; Furlanetto, Oh
& Briggs 2006b):

δTb = 28.5 mK (1 + δ)xHI

(
�b

0.042

h

0.73

)

×
[(

1 + z

10

) (
0.24

�m

)]1/2

, (2)

where xH I(1 + δ) = nH I/〈nH〉 is the mean density of neutral hydro-
gen in units of the mean density of hydrogen at redshift z.

For our purposes, we used boxes from the simulation at z = 6.68,
7.06 and 7.3, corresponding to volume (mass) averaged ionized
fractions 〈x〉 = 0.93 (0.95), 0.65 (0.73) and 0.48 (0.58), respectively.
These particular boxes were chosen because HSC will have two
narrow-band filters observing at redshifts 6.6 and 7.3, while 7.06 is
an intermediate value.

The same simulations were processed with a Ly α radiative
transfer code to model high-z LAEs and study their observability.
Motivated by detailed radiative transfer calculations by Laursen,
Sommer-Larsen & Razoumov (2011), the Ly α line was modelled
as a double-peaked profile with little emission at the line centre, and
a width that depends on the halo mass. Intrinsic luminosities were
calibrated against observations, with a model where the Ly α lumi-
nosities of haloes of a given mass follow a log-normal distribution
with a mean that is proportional to the halo mass. After assigning

an intrinsic Ly α spectrum to the dark matter haloes in the N-body
simulations, the observed luminosities are calculated including the
attenuation from the IGM along a large number of lines of sight
from each of the haloes (for more details, we refer the reader to the
original papers; Jensen et al. 2013, 2014). From the same work we
extracted the Ly α intrinsic and transmitted luminosities, which we
use to produce HSC mock observations.

In the computation of the 3D cross-power spectra, we merged
bins to obtain �k > 0.02 h Mpc−1, which corresponds to the small-
est mode resolved by an FoV of 16 deg2, i.e. equivalent to our
simulations. We also made sure to avoid correlations in power due
to the window function6 by using a binning with �log k = 0.02. As
the FoV used to compute the 2D cross-power spectra is smaller (i.e.
7 deg2 and 1.7 deg2 at z = 6.6 and 7.3, respectively; see Section 3.2),
we used �log k = 0.03 (0.05) and �k > 0.04 (0.07) h Mpc −1 for
z = 6.6 (7.3).

3 C RO SS-POWER SPECTRU M

In this section, we present our calculations of the theoretical and
observational cross-power spectra.

At each redshift, the 21 cm-galaxy cross-power spectrum at
wavenumber k = |k|, �2

21,gal(k), can be decomposed into three con-
tributing terms (e.g. Lidz et al. 2009):

�2
21,gal(k) = �̃2

21,gal(k)/δTb0

= 〈xH I〉
[
�2

xH I,gal(k) + �2
ρ,gal(k) + �2

xH Iρ,gal(k)
]
, (3)

where �2
xH I,gal, �2

ρ,gal and �2
xH Iρ,gal are the neutral fraction-galaxy,

density-galaxy and neutral density-galaxy cross-power spectra, re-
spectively. �̃2

21,gal is the 21 cm-galaxy cross-power spectrum unnor-
malized by δTb0, δTb0 is the 21 cm brightness temperature relative
to the CMB for a fully neutral gas element at the mean cosmic den-
sity, and 〈xH I〉 is the volume-averaged neutral hydrogen fraction.
�2

a,b is the dimensionless cross-power spectrum of two random
fields, a and b, and it is equal to �2

a,b(k) = k3Pa,b(k)/2π2 for the
3D cross-power spectrum, and �2

a,b(k) = 2πk2Pa,b(k) for the 2D
power spectrum. Pa,b represents the dimensional cross-power spec-
trum between fields a and b. The latter are represented in terms
of their fractional fluctuations at a location r, i.e. δa(r) = (a(r) −
〈a〉)/〈a〉, and similarly for b.7 A more detailed discussion of the
various terms can be found in Lidz et al. (2009).

6 The sphere used to compute a spherically averaged P(k) in a simulation of
comoving length 425 h−1 Mpc must be equivalent in volume and thus have
a radius R = 264 h−1 Mpc comoving. A window function for a spherical
tophat has its first zero at dk R ∼ 4.5, so that k-values spaced by less than
4.5/R = 0.02 h Mpc−1 will be correlated (Feldman, Kaiser & Peacock 1994;
Furlanetto & Lidz 2007; Lidz et al. 2009; Wiersma et al. 2013). Similarly,
the circle used to compute a circularly averaged P(k) must be equivalent in
area and thus have a radius R = 240 h−1 Mpc comoving. A window function
for a circular tophat has its first zero at dk R ∼ 3.8, so that k-values spaced
by less than 3.8/R = 0.02 h Mpc−1 will be correlated.
7 Note that we evaluate the theoretical cross-power spectrum with 〈a〉 =
(
∑N

i=1 ai )/N , where N is the number of pixels in the portion of the simula-
tion used. All the quantities are calculated like this, with the exception of the
galaxy field in mock observations, which is instead calculated using 〈Ngal〉
= Ngal/V, where Ngal is the number of galaxies in the mock observation, and
V is the volume of the survey. This was done for an easier comparison with
the shot-noise power spectrum Pshot(k) = 1/ngal, where ngal is the average
number of galaxies in the survey volume.
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Figure 1. Top panel: spherically averaged 3D 21 cm-galaxy cross-power
spectrum, �2

21,gal (black solid line) at z = 7.3, together with its contribut-

ing terms, i.e. the neutral hydrogen-galaxy cross-power spectrum, �2
xH I,gal

(blue dashed), the density-galaxy cross-power spectrum, �2
ρ,gal (green dash–

dotted) and the neutral density-galaxy cross-power spectrum, �2
xH Iρ,gal (red

dotted). Bottom panel: 21 cm-galaxy cross-correlation coefficient, r21,gal

(black solid), and zero-correlation coefficient (black dotted).

3.1 Theoretical 21 cm-galaxy cross-power spectrum

To understand the 21 cm-galaxy cross-power spectrum, we first
show the theoretical spherically averaged 3D 21 cm-galaxy
cross-power spectrum at z = 7.3, together with its contribut-
ing terms (Fig. 1, top panel) and the corresponding cross-
correlation coefficient (Fig. 1, bottom panel), defined as r21,gal(k) =
P21,gal(k)/[P21(k)Pgal(k)]1/2. This corresponds to the ideal case in
which all galaxies residing in haloes with masses Mh > 1010M�
could be observed. From the behaviour of �2

ρ,gal, it is clear that, as
expected, the galaxies are strongly correlated with the density field
on small scales, because galaxy formation is biased towards high-
density regions, while the correlation decreases as we move towards
larger scales, but always remains positive. The neutral hydrogen-
galaxy cross-power spectrum, �2

xH I,gal, instead, is negative on large
scales where there is a paucity of galaxies but most of the H I resides.
A turnaround is observed in correspondence of the typical scale of
the H II regions, and then the correlation drops off since the hydro-
gen inside such regions is completely ionized independently from
the number of sources. �2

xH Iρ,gal is positive on the largest scales and
becomes negative towards smaller scales, where it cancels out with
�2

ρ,gal. The final 21 cm-galaxy cross-power spectrum thus follows
the shape of �2

xH I,gal on small scales, and that of �2
xH I,gal and �2

ρ,gal
on large scales. The cross-correlation coefficient (bottom panel of
Fig. 1) shows more clearly that the 21 cm signal and the high-z
galaxies are anti-correlated on large scales, and become uncorre-
lated on scales smaller than the typical size of the ionized regions.

Similar conclusions were drawn by Lidz et al. (2009) and
Wiersma et al. (2013), although our results are closer to those of
Lidz et al. (2009) because of the lower resolution employed in the
simulations by Wiersma et al. (2013), which set a limit for ioniz-
ing photon production to haloes with masses of Mh,min = 1010 M�,
rather than Mh,min = 108 M� employed here.

Fig. 2 shows �2
21,gal and r21,gal for the chosen redshifts. The cal-

culation was done using galaxies inside haloes with Mh > 1010 M�,

Figure 2. Top panel: spherically averaged 3D 21 cm-galaxy cross-power
spectrum, �2

21,gal, at z = 7.3 (black solid line), 7.06 (green dashed) and 6.68
(red dash–dotted). Bottom panel: 21 cm-galaxy cross-correlation coefficient,
r21,gal, corresponding to �2

21,gal.

i.e. 3 million galaxies at z = 6.68, 2.3 million at z = 7.06 and 1.9 mil-
lion at z = 7.3. We can see that the amplitude of the power spectrum
decreases with decreasing redshift, while the turnover point shifts
towards larger scales. This indicates that, as reionization proceeds,
the anti-correlation decreases because of the paucity of neutral hy-
drogen, and the ionized bubbles grow in size. This is more clearly
seen in the behaviour of the cross-correlation coefficients, which
shift towards smaller k with decreasing redshift.

3.2 Observed 21 cm-LAE cross-power spectrum

In this section, we will show our predictions for the 2D 21 cm-LAE
cross-power spectrum as it would be observed with LOFAR and
HSC. To do that, we added projection effects and constrained the
galaxy number density to match HSC expectations, and we added
noise to the 21 cm field to simulate LOFAR observations.

HSC will probe the reionization epoch with the ultradeep and
deep layers of the HSC Survey. Observations are made with narrow-
band filters (�z = 0.1, equivalent to approximately one-tenth of our
simulation length ≈42 h−1 Mpc), so that the LAEs redshift will be
tightly constrained. Because the LAEs detected with a particular
filter will be observed as if they were lying on a single plane, the
observed 21 cm-LAE cross-power spectrum will be a circularly
averaged 2D cross-power spectrum. HSC will observe four fields
of 7 deg2 at redshift z = 6.6 as part of a deep layer, and four fields
of 1.7 deg2 (two at z = 6.6 and two at z = 7.3) as part of a ultradeep
layer (Ouchi, private communication). One of the fields in the deep
layer is ELAIS-N1, which will also be observed with LOFAR (Jelić
et al. 2014).

We reduced the box dimension to match the HSC’s FoV (7 deg2

at z = 6.6 and 1.7 deg2 at z = 7.3) by removing external cells.8

We then divided our simulation boxes of brightness temperature and
galaxies into 10 subboxes of 50 slices each, corresponding to a �z =
0.1. Each subbox obtained from the galaxy simulation is collapsed
on to a single plane to mimic the fact that HSC observations will

8 The choice of removing external cells is arbitrary and we have checked
that it does not affect the final results.
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Figure 3. Top panels: 2D unnormalized by δTb0, circularly averaged 21 cm-
galaxy cross-power spectra at z = 7.3 (left-hand panel) and 6.6 (right-hand
panel). Shaded areas indicate scatter from 10 mock observations. Bottom
panels: 21 cm-galaxy cross-correlation coefficient, r21,gal, corresponding to
�2

21,gal. The FoV is 1.7 and 7 deg2 at z = 7.3 and z = 6.6, respectively.

provide a 2D map of galaxies. This map is then correlated with each
of the 50 slices of the corresponding brightness temperature subbox
to obtain 50 2D 21 cm-galaxy cross-power spectra, which are then
averaged to mimic the result of observations of a single FoV. From
the 10 subboxes, we then obtain 10 2D 21 cm-galaxy cross-power
spectra, which can again be averaged so that our results are not
sample dependent.

Fig. 3 shows final, unnormalized by δTb0, 2D 21 cm-galaxy cross-
power spectra before including the noise and the constraints on the
galaxy number density.9 Even in 2D the cross-power spectra still
retain much of their shape, although some features are lost due to
projection effects and reduction in FoV, e.g. the turnover point is not
clear anymore. Projection effects also induce a reduction in the value
of the anti-correlation, clearly observed in the cross-correlation co-
efficient, which drops from r21,gal ≈ −1 to r21,gal ≈ −0.5.

When selecting LAEs for our mock observations, we assign in-
trinsic Ly α equivalent widths (EW) to the galaxy sample according
to a log-normal distribution, as was done by Jensen et al. (2014).
The distribution is designed to approximately fit observations made
by Jiang et al. (2013), while giving 65 per cent of the galaxies EW
below 25 Å (consistent with Stark et al. 2010, as shown in fig. 1
in Jensen et al. 2014). Only galaxies with EW >0 Å are LAEs.
We first selected all LAEs with EW >20 Å (consistent with HSC
expectations), and among these only the 1375 (20) most luminous
ones at z = 6.6 (7.3), to match the number expected to be observed
by HSC.

LOFAR will be detecting the cosmological 21 cm signal with an
FoV of 5 × 5 deg2, and an angular resolution of 3.5 arcmin (Zaroubi
et al. 2012). To simulate the LOFAR noise at each frequency, we
filled a LOFAR measurement set (the real and imaginary parts of the
visibilities) with Gaussian random numbers. This was then imaged

9 We note that while the solid lines represent the absolute value of the average
cross-power spectrum (i.e. the average could be both positive and negative),
the shaded area is obtained from the scatter in absolute averaged values (i.e.
only positive numbers). For this reason, the solid lines do not always lie at
the centre of the shaded areas.

Figure 4. Top panels: 2D unnormalized by δTb0, circularly averaged 21 cm-
LAE cross-power spectra at z = 7.3 (left panel) and 6.6 (right). Shaded areas
indicate scatter from 10 mock observations. Solid (dashed) lines refer to the
cross-power spectra with (without) LOFAR noise. Bottom panels: 21 cm-
galaxy cross-correlation coefficient, r21,gal, corresponding to �2

21,gal. The

FoV is 1.7 and 7 deg2 at z = 7.3 and z = 6.6, respectively.

(Fourier transformed, accounting for the proper weighting) to obtain
noise maps in real space, and their root mean square was normalized
according to (e.g. Taylor, Carilli & Perley 1999):

σn = W

ηs

SEFD√
2N (N − 1)�νtint

, (4)

where W is a factor used to increase the noise according to the
adopted weighting scheme, ηs is the system efficiency, SEFD is the
system equivalent flux density, N is the number of stations, �ν is
the bandwidth and tint is the integration time. Based on empirical
SEFD values for LOFAR (e.g. 3000 Jy at 150 MHz towards the
zenith; van Haarlem et al. 2013), we expect σ n to be about 76 mK
at a resolution of 3.5 arcmin, at 150 MHz, after 600 h and 0.5 MHz
of integration and assuming N = 48, W = 1.3, ηs = 0.9. Note that
adopted noise values are indicative only, and they may change in
the actual observations due to e.g. time-variable station projection
losses of sensitivity, smaller system efficiency, etc. (van Haarlem
et al. 2013). More details about simulating the LOFAR noise can be
found in e.g. Patil et al. (2014). The simulated LOFAR noise was
added to the brightness temperature map from the simulation.

In Fig. 4, we plot the resulting 2D unnormalized by δTb0, circu-
larly averaged 21 cm-LAE cross-power spectra with (solid lines)
and without (dashed) LOFAR noise. Despite the spectra being much
noisier than the previous ones at all scales, a dependence of the nor-
malization on redshift (i.e. amount of H I) and an anti-correlation
(r21,gal ≈ −0.20) are still visible on large scales, with levels of
significance10 of p = 0.003 at z = 6.6 and p = 0.08 at z = 7.3, al-
though the turnover point cannot be clearly identified. Even without
LOFAR noise, observations at small scales will still be largely

10 The level of significance, or p-value, is the probability of obtaining at least
as extreme result given that the null hypothesis is true. The null hypothesis in
this case is that the two fields are not correlated, r = 0. It is calculated from
the cross-correlation coefficient, r, as t = (r

√
n − 2)(1 − r2)−0.5, where n

is the sample size. t gives us the position of the result in the normal distri-
bution from which the p-value is calculated. Results are usually considered
significant if p < 0.05.
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Figure 5. Same as Fig. 4, but for an HSC FoV of 16 deg2 at both redshifts.

affected by shot noise and will not offer any reliable data (see Sec-
tion 5). From this analysis, we conclude that only scales larger than
∼60 (45) h−1 Mpc, i.e. k < 0.1 (0.14) h Mpc−1, at z = 6.6 (7.3) can
be used for cross-correlation studies.

For an HSC FoV equal to the one of LOFAR, though, we would
expect the detection of 3140 and 90 LAEs at z = 6.6 and 7.3,
respectively. In this case (see Fig. 5), the overall noise would be
reduced, the anti-correlation signal would be stronger (r21,gal ≈
−0.30), large scales could be more reliably used and information
could be extracted down to ∼60 (30) h−1 Mpc, i.e. k > 0.1 (0.2)
h Mpc−1, at z = 6.6 (7.3). In addition, also information at scales
larger than ∼130 (80) h−1 Mpc, i.e. k < 0.05 (0.08) h Mpc−1, at
z = 6.6 (7.3) and up to ∼310 h−1 Mpc, i.e. k ∼ 0.02 h Mpc−1,
would be available.

4 C RO S S - C O R R E L AT I O N F U N C T I O N

In this section, we present our calculations of the theoretical and
observational cross-correlation functions.

4.1 Theoretical 21 cm-galaxy cross-correlation function

In addition to the cross-power spectrum, we have also computed
the cross-correlation function, which shows how the correlation
between two fields changes in real space. The cross-correlation
function between fields a and b is defined as ξa,b(r) = 〈δa(x)δb(x +
r)〉, where δ(x) is the fractional fluctuation of the field at location x.

The 3D 21 cm-galaxy cross-correlation function can then be
calculated from the cross-power spectrum as (Park et al. 2014)11

ξ21,gal(r) = 1

(2π)3

∫
P21,gal(k)

sin kr

kr
4πk2dk. (5)

In Fig. 6, we show the 21 cm-galaxy cross-correlation function
at z = 7.3, together with the different terms that contribute to it.

11 Note that when computing the cross-correlation function from the cross-
power spectrum, uncertainties arise because of the integration over a finite
box size and finite resolution (e.g. uncertainties in the information about the
turnover scale; Park et al. 2014). However, because of the large box size and
number of galaxies, it is computationally much more efficient to compute the
3D 21 cm-galaxy cross-correlation function from the cross-power spectrum
than directly.

Figure 6. Theoretical 3D cross-correlation functions at z = 7.3 multiplied
by 10 for better resolution: 21 cm-galaxy, ξ21,gal (black solid line), neutral
fraction-galaxy, ξxH I,gal (blue dashed), density-galaxy, ξρ,gal (green dash–
dotted) and neutral density-galaxy, ξxH Iρ,gal (red dotted). The black dotted
line indicates zero correlation.

Figure 7. Theoretical 3D 21 cm-galaxy cross-correlation function at z =
6.68 (red dash–dotted line), 7.06 (green dashed) and 7.3 (black). The black
dotted line indicates zero correlation.

ξρ,gal shows positive correlation on small scales, where there is an
overdensity of both gas and galaxies, and no correlation on large
scales. The neutral and galaxy fields, ξxH I,gal, are anti-correlated
on small scales (where the gas is mostly ionized and there is an
overdensity of galaxies), mildly correlated on scales just larger than
the typical scale of ionized bubbles (where neutral hydrogen is more
abundant), and show no correlation on large scales (where most
of the neutral hydrogen resides, but there is a paucity of galaxies).
ξxH Iρ,gal and ξ 21,gal behave similarly to ξxH I,gal, although ξxH Iρ,gal turns
over to positive values and no correlation on much smaller scales.
We can see that the typical scale of ionized regions is ∼50 h−1 Mpc.

In Fig. 7, we show the theoretical 3D 21 cm-galaxy cross-
correlation function at z = 6.68, 7.06 and 7.3. The qualitative
behaviour of the curves is similar, with an anti-correlation on small
scales, indicating the typical scale of the ionized regions, followed
by a small positive correlation, and no correlation on larger scales.
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Figure 8. 2D 21 cm-LAE cross-correlation function for our mock obser-
vations with FoV of 1.7 deg2 at z = 7.3 (top left panel) and 7 deg2 at z =
6.6 (top right), and for mock observations with FoV of 16 deg2 at z = 7.3
(bottom left) and z = 6.6 (bottom right). The black dotted lines indicate zero
correlation and shaded areas indicate scatter from 10 mock observations.

As for the case of the power spectrum, the anti-correlation is smaller
with decreasing redshift due to the fainter 21 cm signal.

4.2 Observed 21 cm-LAE cross-correlation function

The observed 2D cross-correlation function can be calculated as
(e.g. Croft et al. 2015)

ξ21,gal(r) =
∑

x δLAE(x)δ21(x + r)

Npair(r)
, (6)

where δLAE and δ21 are fractional fluctuations of the LAE and 21 cm
fields, respectively, and Npair(r) is the number of 21 cm-LAE pairs
at a separation r.

In Fig. 8, we plot the 2D 21 cm-LAE cross-correlation functions
for our mock observations with an FoV of 1.7 deg2 at z = 7.3 and
of 7 deg2 at z = 6.6 (i.e. the equivalent of Fig. 4), together with
those expected for a larger FoV of 16 deg2 (i.e. the equivalent of
Fig. 5). The observed cross-correlation functions show a behaviour
similar to the theoretical ones. Noise is large at all scales, resulting
in a large scatter. While the average of 10 mock observations for
both redshifts shows clear anti-correlation at small scales which
goes towards no correlation at large scales, scatter is large, so the
detection of the anti-correlation might not be possible in a single
mock observation. The anti-correlations become much clearer in
larger FoV, especially at redshift 6.6.

5 D ISCUSSION

Observations of 21 cm emission and high-z LAEs are extremely
challenging, and both will suffer from severe noise problems. Even
assuming that foregrounds subtraction will work perfectly, the sys-
tem noise will still largely exceed the expected signal, in partic-
ular at the smaller scales, so that possibly only scales larger than
∼60 h−1 Mpc (corresponding to k ∼ 0.1 h Mpc−1) will be accessible
by a telescope like LOFAR. In addition, the FoV of HSC is much
smaller than that of LOFAR, so that only a fraction of the large
scales observed by LOFAR will be covered also by HSC.

Figure 9. 2D, unnormalized by δTb0, 21 cm auto-power spectrum with
(upper set of curves) and without (lower set) LOFAR noise. The FoV is 1.7
and 7 deg2 at z = 7.3 and z = 6.6, respectively.

To illustrate this issue further, in Fig. 9 we show the 2D
21 cm auto-power spectra with and without the LOFAR noise after
600 h of observation in FoV of 7 deg2 at z = 6.6 and 1.7 deg2 at z =
7.3, i.e. equivalent to the ones of HSC.12 At both redshifts, noise on
scales smaller than ∼60 h−1 Mpc (i.e. k ∼ 0.1 h Mpc−1) is orders of
magnitude larger than the expected signal, while it decreases grad-
ually at larger scales. Noise on large scales at z = 6.6 is somewhat
larger than at z = 7.3.

The HSC observations discussed here are groundbreaking, as
they will increase the number of detected high-z LAEs by at least
one order of magnitude. However, substantial shot noise is still
expected, as shown in Fig. 10. Observations at both redshifts will
be dominated by shot noise at scales below 10 h−1 Mpc (i.e. k >

0.6 h Mpc−1) at z = 6.6, and 30 h−1 Mpc (i.e. k > 0.2 h Mpc−1) at
z = 7.3, while at large scales the LAEs auto-power spectrum is
stronger than that of the shot noise, in particular at z = 6.6.

Since the 21 cm-LAE cross-power spectrum will be affected by
noise from both instruments, we expect to be able to probe only
scales larger than ∼60 h−1 Mpc (i.e. k < 0.1 h Mpc−1). Such scales
will still have shot noise, in particular at z = 7.3, but this should not
prevent the detection of an anti-correlation.

Stronger anti-correlation could be detected by reducing the noise,
e.g. increasing the integration time for 21 cm observations (σnoise ∼
t
−1/2
int for LOFAR; equation 4), or with a larger FoV. The latter

would increase the number of observed LAEs and thus reduce the
shot noise and extend the number of observed k modes.

In 21 cm-LAE cross-correlation function noise is large at all
scales. This is because, unlike in cross-power spectrum, noise does
not get separated by its k modes, and thus it is equally distributed
on all scales. Comparing cross-correlation functions at z = 7.3 for
our reference mock observations and for mock observations with
a larger FoV (Fig. 8), in the latter case a larger amplitude of the
anti-correlation as well as a smaller scatter can be observed because

12 Note that in observations of the 21 cm auto-power spectra the expectation
value of the noise power spectrum can be subtracted from the measurements.
However, in observations of the 21 cm-LAE cross-power spectra this is not
possible, since instrumental effects from LAE observations are also present
and their influence cannot be treated separately. The same reasoning applies
to LAE observations.
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21 cm emission LAE cross-power spectrum 673

Figure 10. 2D LAE auto-power spectra at z = 7.3 (black solid line) and
z = 6.6 (red dotted), and shot-noise power spectra at z = 7.3 (black dashed)
and z = 6.6 (red dash–dotted). The FoV is 1.7 and 7 deg2 at z = 7.3 and
z = 6.6, respectively.

Figure 11. 2D 21 cm-LAE cross-correlation function at z = 6.6 (top left-
hand panel) using a Gaussian filter with standard deviation σ = 2 (top right),
σ = 5 (bottom left) and σ = 10 (bottom right). The black dotted lines indicate
zero correlation and shaded areas scatter from 10 mock observations. The
FoV is 7 deg2.

of a reduction of the noise component. While the scatter is smaller
also at z = 6.6, the amplitude is not increased. We suggest that this
is due to the LOFAR noise, which has a stronger effect at z = 6.6,
despite being smaller in absolute terms. The noise should also be
responsible for the positive correlation observed at large scales in
the top panels of Figs 11 and 12.

To reduce the noise levels, we also smoothed the 21 cm field with
a Gaussian filter with standard deviations of σ = 2, 5 and 10 (with
smoothing radii 4.14, 10.35 and 20.70 h−1 Mpc, respectively) at
z = 6.6 (Fig. 11) and σ = 1, 2 and 5 (with smoothing radii 2.07, 4.14
and 10.35 h−1 Mpc, respectively) at z = 7.3 (Fig. 12). We clearly
see that both the average cross-correlation function and the scatter
become smoother with increasing σ . However, by smoothing the
field we also loose information (e.g. in terms of anti-correlation
amplitude), which is visible when comparing results with

Figure 12. 2D 21 cm-LAE cross-correlation function at z = 7.3 (top left
panel) using a Gaussian filter with standard deviation σ = 1 (top right),
σ = 2 (bottom left) and σ = 5 (bottom right). The black dotted lines indicate
zero correlation and shaded areas scatter from 10 mock observations. The
FoV is 1.7 deg2.

different σ . Smoothing the signal at z = 6.6 reduces the noise
on small scales enough that the anti-correlation becomes clear even
for the largest scatter. At z = 7.3, instead, the shot noise is larger
because of the smaller LAE sample, so that even after smoothing
the scatter on small scales remains large.

While smoothing reduces noise in the cross-correlation function
(which remains though still noisy on all scales), it is not helpful when
applied to the 21 cm-galaxy cross-power spectrum. The reason for
this is that because the noise is being separated by its k modes,
smoothing would affect only the small scales which would still be
overcontaminated by shot noise. However, the separation of noise
by its k modes is exactly what makes large scales observable and
the 21 cm-galaxy cross-power spectrum a more useful probe of
reionization.

6 C O N C L U S I O N S

In this paper, we present theoretical 3D 21 cm-galaxy cross-power
spectra at redshift 6.68, 7.06 and 7.3 computed from full radiative
transfer + N body simulations by Iliev et al. (2014), which have been
post-processed with a Ly α radiative transfer code (Laursen 2010;
Jensen et al. 2013) to accurately model the observed properties of
LAEs. The mock 21 cm and galaxy observed maps obtained by
adding the LOFAR and HSC characteristics have been used to com-
pute the 2D 21 cm-LAE cross-power spectra and cross-correlation
functions. The present investigation improves on previous efforts
(Lidz et al. 2009; Wiersma et al. 2013) in terms of theoretical mod-
elling (by including e.g. an accurate treatment of the radiative trans-
fer of both line and continuum photons to model the reionization
process and the properties of the LAEs) as well as mock observa-
tions (by targeting the upcoming observation of the ELAIS-N1 field
by the LOFAR and Subaru telescopes).

Our theoretical 3D 21 cm-galaxy cross-power spectra agree with
previous investigations (i.e. Lidz et al. 2009; Wiersma et al. 2013).
More specifically, we are able to recover the same redshift de-
pendence and shape, with a distinct turnover point indicating the
typical scale of ionized bubbles. We confirm that the 21 cm-galaxy
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cross-power spectrum could provide information on the progress of
reionization and the typical size of H II regions at different redshifts.

The measured 21 cm-LAE cross-power spectrum suffers from
projection effects (as it is 2D), as well as from noise in both ra-
dio and LAEs detections. LOFAR recently started observations of
21 cm emission from neutral hydrogen in the redshift range z =
6–11.4 (Yatawatta et al. 2013; Jelić et al. 2014), while HSC will
also soon start its observational campaign with two narrow-band
filters searching for LAEs at z = 6.6 and 7.3 (Ouchi, private com-
munication). Both telescopes plan to observe the ELAIS-N1 field at
z = 6.6, making it possible to detect the 21 cm-galaxy cross-power
spectrum. We constructed mock observations specifically tailored
to match LOFAR and HSC campaigns at redshifts 6.6 and 7.3. Our
mock observations show that despite the observed spectra being
much noisier than the corresponding theoretical 3D ones, depen-
dence of the normalization on redshift (i.e. amount of H I) is clearly
visible, as well as the anti-correlation between the two fields, with a
cross-correlation coefficient r21,gal ≈ −0.20 at levels of significance
of p = 0.003 at z = 6.6 and p = 0.08 at z = 7.3. However, the
turnover point cannot be clearly determined because small scales
will be overwhelmed by noise.

We also investigated properties and observability of the 21 cm-
galaxy cross-correlation functions, which are expected to be neg-
ative on small scales, mildly correlated on scales just larger than
the typical size of ionized regions, and show no correlation on
even larger scales. This agrees well with predictions of the 21 cm-
galaxy cross-correlation function by Park et al. (2014). Despite ob-
servational effects like noise and galaxy number densities, observed
correlation functions should retain the theoretical shape. However,
unlike the observed 21 cm-LAE cross-power spectrum, the correla-
tion function suffers from a strong noise on all scales (as it does not
get separated by its k modes), thus uncertainties in the signal will
be large.

In summary, the 21 cm-LAE cross-power spectrum is a powerful
probe of the EoR which could provide invaluable information on the
progress of reionization and the typical scale of ionized regions at
different redshifts. Observations with LOFAR and HSC will finally
make detection of the 21 cm-LAE cross-power spectrum possible at
redshift 6.6, as they both plan to observe the ELAIS-N1 field. These
observations are going to be very challenging and have substantial
problems with noise, but they will still be able to detect the large
scales of the cross-power spectrum, which is expected to show an
anti-correlation between the two fields.

AC K N OW L E D G E M E N T S

The authors acknowledge the referee for his/her comments, which
helped to improve the manuscript. VJ would like to thank the
Netherlands Foundation for Scientific Research (NWO) for finan-
cial support through VENI grant 639.041.336. ITI was supported
by the Science and Technology Facilities Council (grant numbers
ST/F002858/1, ST/I000976/1 and ST/L000652/1). GM is supported
by Swedish Research Council grant 2012-4144. LVEK and AG ac-
knowledge the financial support from the European Research Coun-
cil under ERC-Starting Grant FIRSTLIGHT – 258942. The authors
would also like to thank Masami Ouchi for kindly providing observ-
ing strategies for the Subaru HSC, and Gianni Bernardi for useful
insights and comments.

The authors acknowledge Paul Shapiro for permission to use
the simulations on which this paper was based, described in Iliev
et al. (2014). That work was supported in part by grants and allo-
cations of which Shapiro is the P.I., including US NSF grant AST-

1009799, NASA grant NNX11AE09G, NASA/JPL grant RSA Nos
1492788 and 1515294, and supercomputer resources from NSF
XSEDE grant TG-AST090005 and the Texas Advanced Comput-
ing Center (TACC) at the University of Texas at Austin. Some of
the numerical computations were done on the Apollo cluster at The
University of Sussex and the Sciama High Performance Compute
(HPC) cluster which is supported by the ICG, SEPNet and the Uni-
versity of Portsmouth. Part of the computations were performed on
the GPC supercomputer at the SciNet HPC Consortium (courtesy
Ue-Li Pen). SciNet is funded by: the Canada Foundation for In-
novation under the auspices of Compute Canada; the Government
of Ontario; Ontario Research Fund – Research Excellence; and the
University of Toronto. The authors thank Kyungjin Ahn for provid-
ing the recipe for including subresolution sources in the simulation
volume.

R E F E R E N C E S

Ahn K., Iliev I. T., Shapiro P. R., Srisawat C., 2015, MNRAS, 450, 1486
Barkana R., Loeb A., 2004, ApJ, 609, 474
Barkana R., Loeb A., 2005, ApJ, 624, L65
Bernardi G. et al., 2009, A&A, 500, 965
Bolton J. S., Haehnelt M. G., Warren S. J., Hewett P. C., Mortlock D. J.,

Venemans B. P., McMahon R. G., Simpson C., 2011, MNRAS, 416, L70
Ciardi B., Ferrara A., Governato F., Jenkins A., 2000, MNRAS, 314, 611
Ciardi B., Madau P., 2003, ApJ, 596, 1
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