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Abstract 
This thesis explores all-optical networks for data centres, with a particular focus on 

network designs for live media production.  

A design for an all-optical data centre network is presented, with experimental 

verification of the feasibility of the network data plane. The design uses fast tunable 

(< 200 ns) lasers and coherent receivers across a passive optical star coupler core, 

forming a network capable of reaching over 1000 nodes. Experimental transmission of 

25 Gb/s data across the network core, with combined wavelength switching and time 

division multiplexing (WS-TDM), is demonstrated. 

Enhancements to laser tuning time via current pre-emphasis are discussed, including 

experimental demonstration of fast wavelength switching (< 35 ns) of a single laser 

between all combinations of 96 wavelengths spaced at 50 GHz over a range wider than 

the optical C-band. Methods of increasing the overall network throughput by using a 

higher complexity modulation format are also described, along with designs for line 

codes to enable pulse amplitude modulation across the WS-TDM network core. 

The construction of an optical star coupler network core is investigated, by evaluating 

methods of constructing large star couplers from smaller optical coupler components. 

By using optical circuit switches to rearrange star coupler connectivity, the network can 

be partitioned, creating independent reserves of bandwidth and resulting in increased 

overall network throughput. Several topologies for constructing a star from optical 

couplers are compared, and algorithms for optimum construction methods are 

presented. 

All of the designs target strict criteria for the flexible and dynamic creation of multicast 

groups, which will enable future live media production workflows in data centres. The 

data throughput performance of the network designs is simulated under synthetic and 

practical media production traffic scenarios, showing improved throughput when 

reconfigurable star couplers are used compared to a single large star. An energy 

consumption evaluation shows reduced network power consumption compared to 

incumbent and other proposed data centre network technologies.  
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Impact statement 
The work in this thesis has potential impact for implementation in future data centre 

networks and as a bridge to future research in dynamic optical networks for data 

centres. 

The advances made in this thesis in experimental demonstration of fast switching 

lasers open up new avenues of academic research, including the use of fast switching 

lasers with coherent data transmission. The novel network designs presented in 
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1. Introduction 

1.1. Data centre size and applications 

Increasing worldwide communications connectivity has enabled new models of 

computing services for businesses and consumers. Computers have traditionally been 

located on premises with end users, but the advent of fast internet connections means 

that resource-intensive tasks such as large scale data storage, interactive web 

applications and processing of complex data sets can now be carried out at remote 

facilities. By placing many computing resources in a central location, economies of 

scale can be exploited. 

Computing resources are aggregated in data centres, which are vast buildings holding 

tens of thousands of individual servers. Commercial data centre owners are reluctant to 

divulge information on their operations, but academic studies have observed 10-15,000 

individual servers in commercial data centres, and 147-1093 servers within university 

data centres [1]. The total number of servers across all data centres has been growing 

rapidly year on year; by 2008 Google, Microsoft and Yahoo! had each already 

deployed 4-500,000 servers worldwide [2], and by 2013 this had doubled to over 

1,000,000 servers spread across at least 15 sites worldwide for each company [3]ï[5].  

The data centre computing model provides challenges not just for the long haul data 

transport between data centres and end users, but also information transfer within the 

data centre itself. Over 75% of data traffic remains within the data centre [6], while total 

data centre traffic is doubling every 18-36 months [7]. The predicted growth in data 

centre traffic (including both the traffic within data centres and the traffic between data 

centres and consumers) is shown in Figure 1. As data centre sizes and scales 

increase, the distances over which intra-data centre traffic must be carried are also 

increasing, to the order of 2 km or more [3]. 

Data centre energy consumption is a major concern for operators users alike. 2% of 

US energy usage is directly attributable to data centres [8], and data centres operated 

by Google alone account for 0.01% of the global energy consumption [3]. Historically, 

data centre energy consumption has risen at 4% per year [8], resulting in a doubling of 

total energy usage over 18 years. The network infrastructure is currently only 

responsible for 10% of the overall power consumption in data centres [9]. However, this 

is projected to rise drastically to up to 50%, due to greater improvements being 

predicted in the power efficiency and effective utilisation of servers than any 

improvements to the power efficiency of networking hardware [9], [10].  
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Figure 1: The growth in worldwide data centre network traffic, including traffic 
within data centres, between data centres, and between data centres and end 
users. Data from [6], including real traffic sampling for past years to aid future 
predictions. 

A major driver of data centre growth is data analytics, where the parallel nature of the 

multiple computing resources in data centres can be exploited to perform analysis on 

datasets of petabits (1015 bits) or greater in size. By splitting up datasets and 

processing them simultaneously using multiple servers, analysis can be performed 

much faster than by using individual computers. Common algorithms for data 

processing include MapReduce [11], Hadoop (a specific implementation of 

MapReduce) [12], and Spark [13], all of which rely on parallel operations across many 

servers simultaneously to increase efficiency, which in turn is driving data centres to 

continue growing in size. 

A second catalyst for growth in cloud computing is the virtualisation of computing 

resources. This involves the creation of virtual machines (VMs), which are self-

contained units of software that can imitate the performance of dedicated hardware, 

regardless of the actual underlying hardware that the software runs on [14]. By using 

VMs, individual processes are no longer tied to specific hardware, and a single server 

can run multiple VMs concurrently. The connectivity between VMs can be arbitrarily 

defined; VMs can be isolated or networked as required. VMs allow any software to be 

run on any hardware in any data centre, and VMs can be created and destroyed on 

demand, matching the agility and scalability requirements of web services. 

Consumer facing services are also key users of data centre resources. Accessing 

remotely stored data from data centres such as web pages and streamed or 

downloadable video currently makes up 85% of global internet traffic [15]. Document 

storage, including photo and video storage, is also handled well by data centres, since 
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data can be stored in multiple locations across one or multiple data centres 

simultaneously, for reliability and redundancy. The expected increase in Internet of 

Things (IoT) devices is also a contributor to data centre growth. IoT devices are often 

low power, with minimal processing and storage capacity on board the device. Data 

processing and storage of data from IoT devices can be efficiently handled by cloud 

services in data centres [16].  

Consumer and enterprise cloud services have already been implemented into 

commercially available data centres. The network architectures of commercial data 

centres are generally similar, and are based on proven principles from 

telecommunications networks. 

1.2. Evolution of network architectures 

Early data centre architectures were generally based on the Clos topology, originally 

proposed to reduce the total number of crosspoints (2x2 switching elements) required 

in a telephony switch [17]. The design allowed switches to provide strictly non-blocking 

paths (allowing all possible input-output connections to occur at any time) without any 

oversubscription (where oversubscription is defined as the potential maximum input 

data flow into a switch being greater than the finite total switch capacity). Figure 2a 

shows the two possible states of a 2x2 crosspoint, which form the basic building block 

of higher port count switches. In Figure 2b, four separate 2x2 crosspoints are combined 

to form a 4x4 switch. However, using the switch layout configuration in Figure 2b, some 

connectivity paths are not always possible simultaneously. For instance, in Figure 2c, if 

A is already connected to F, there is no possible path for B to connect to E. When not 

all paths can be simultaneously provided, a switch can be described as ñblockingò. 

 

Figure 2: a) The two possible states of a 2x2 crosspoint switch; b) 4x4 network 
built from the 2x2 switches shown in a); c) demonstration of blocking in the 4x4 
network - when A is communicating with F, there is no path for B to reach E; d) 
Clos network which allows A to reach E and B to reach F without blocking. 
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To build a non-blocking network connecting 4 inputs to 4 outputs would require sixteen 

separate 2x2 crosspoints in a square array (not shown in this thesis, but described in 

[17]). However, Closôs innovation was to increase the output port count of some 

crosspoints and to add a layer of ñmiddle switchesò at the centre of the network, as 

shown in Figure 2d. In [17] and in the example presented here, the middle switches 

have a port count of 3x3 and some crosspoints become 2 input x 3 output switching 

elements. The addition of the centre switching layer permits all possible combinations 

of input and output connectivity, without blocking any paths. Closôs work in [17] showed 

the general case for a network of ὔ endpoints, which reduced the number of 

crosspoints required from ὕὔ  in a simple square array, to an upper bound of 

ὕ φὔ σὔ  crosspoints or fewer. The exact number of layers, and the port count of 

each crosspoint in each layer, determines whether a network requires fewer 

crosspoints than this upper bound. 

The design shown in Figure 2d provides strictly non-blocking communication; that is, 

communication between any two nodes can always be arranged, without needing to 

change the existing connectivity across the network. Clos also proved in [17] that it is 

possible to provide rearrangeably non-blocking communication, where all possible 

connections between input and output could be arranged, although existing 

connectivity may need to be adapted to achieve some connectivity scenarios. 

The work by Clos on rearrangeably non-blocking architectures is the basis of ñfat treeò 

networks, also known as ñfolded Closò networks, developed by Leiserson in [18]. Given 

that modern electronic communication switches can simultaneously switch both their 

input and output connectivity, and that Ethernet links between switches and/or servers 

are bidirectional, the ñmiddle switchesò introduced by Clos can be removed and 

diagrammatically placed at the top of a hierarchical structure of layers. The ñmiddle 

switchesò in the top layer must have a higher port count than the lower switches to 

ensure non-blocking throughput (no quantified numerical bound is specified by either 

Clos or Leiserson other than that it must be higher ï the minimum port count required 

depends on the specific implementation of the topology). This structure, shown in 

Figure 3, forms the basis of most modern hierarchical data network architectures. 

 

Figure 3: A fat tree (also known as folded Clos) network architecture. 



Introduction - Chapter 1

 

 
19 

1.3. Electronically switched data centre networks 

Present data centre networks are generally constructed using hierarchical layers of 

electronic switches with fewer than 128 ports per switch, due to the convenience of 

deploying small units and their compatibility with legacy networking systems [9]. When 

discussing data centre architectures, there is a convention to describing and drawing 

network topologies; individual nodes (also known as servers) are generally depicted at 

the bottom of the hierarchy, with links ñupwardsò to horizontal layers of switches. A 

typical data centre layout is shown in Figure 4, with servers at the base of the diagram 

linked ñupwardsò to switches shown in ñhigherò layers. 

Individual servers are located in racks, which are physical structures each holding 20-

100 servers. Each rack also contains a Top-of-Rack switch (ToR switch), which is an 

electrical packet switch connecting all of the servers in a single rack, and providing 

links upwards to other switches in the data centre. ToR switches are connected 

upwards to aggregation switches, which provide a first layer of traffic aggregation by 

connecting several racks into a group. Each ToR switch may be connected to several 

different aggregation switches; this provides additional data pathways for both 

increased data throughput and reliability through redundancy.  

Each aggregation switch is then connected to a layer of core switches, which link 

together aggregated groups. Additional layers join together core switches to connect an 

entire data centre site (over distances up to a few kilometres), and to access gateways 

to other data centre sites and the wider internet (over international distances). In large 

data centres, multiple layers of core switches would be required to provide connectivity 

between all of the aggregation switches. 

 

Figure 4: A representative data centre architecture, showing individual servers in 
racks, top of rack switches (ToR), aggregation switches (Agg.) and core 
switches. Each switch has multiple links to higher layers of the network. 
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Hierarchical designs show several benefits. Firstly, oversubscription can be used at 

lower layers of the network structure. This technique takes advantage of the low 

utilisation rates of individual network links from servers to ToRs (for example, < 1% in a 

Facebook data centre [19]) to combine data from multiple servers onto a single network 

link, reducing the total number of links and switch ports required. In addition, each 

switch from the ToR layer upwards in the hierarchy is connected to the rest of the 

network by multiple links, providing redundancy should any individual network link fail. 

However, hierarchical structures also have some flaws. When performing a parallel 

data processing task, the traffic pattern across a data centre shows little 

communication ñlocalityò - a measure of whether data transfer occurs between servers 

that are co-located, or physically separated across the data centre. Traffic patterns 

without locality are not served well by hierarchical structures, particularly in terms of 

bisection bandwidth (defined as the minimum bandwidth between the two halves of a 

network, after considering all possible ways to split the total number of servers into two 

equally sized groups) [20].  

Building high performance hierarchical structures without oversubscription also quickly 

becomes expensive in cost and energy consumption due to the number of switches 

required even at modest (low Tbit/s) total throughput levels ï to increase the switch 

port counts, number of links and link transmission rates across a network to completely 

remove oversubscription would cost 14 times as much as a typical oversubscribed 

network [21]. 

Latency can also become an issue in hierarchical topologies, as traffic may pass 

through many switches between source and destination servers; each switch adds both 

buffering and processing time delays to packets passing through. Switch latency 

increases exponentially with port count, with typical values of latency from 0.5-4.5 µs 

per switch [22]. Different paths through the layered structure may incur different delays 

dependent on the load and buffer size of each switch, resulting in a continuous stream 

of data from a source having variable packet arrival times at the destination should 

packets not all follow the same route through the network. 

Commercial implementations of data centre networks are currently built using 

hierarchical layers of electrical switches. For example, Google published details of their 

existing and historic datacentre architectures in [7]. Clos structures were favoured by 

Google to provide high bisection bandwidth of over 1.3 Pbit/s using link rates of 

10Gbit/s and 40Gbit/s in their 2012 network design (the most recent published work). 

However, the high throughput came at the cost of latency (unquantified in published 

work) due to intermediate buffering in hierarchical layers. Non-standard routing 
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protocols were also required to efficiently route traffic through Googleôs multi-layered 

network. Google do not mention any novel optical technology; instead the network 

structure relied on custom silicon switching processors, with commodity optical links. 

Creating one single electrical switch with greater than 128 ports would also be 

preferable to hierarchical layered designs, by reducing latency, complexity, blocking 

and oversubscription. However, it is challenging to make efficient high port count 

electrical switches, since high port count switching chips are fabricated by forming an 

internal Clos topology of low port count chips. In addition, only small future increases to 

both the total pin count per chip and the bandwidth per pin are expected, due to the 

power constraints at each pin [23]. 

The choice of network topology is often driven by the application which will be run on 

the data centre hardware. One such application, underserved by current technologies 

and explored in work to be described in this thesis, is live media production. 

1.4. Live broadcast production workflows 

Live television and video broadcast production currently uses point-to-point data link 

protocols to send and receive video, audio and ancillary data [24]. Uncompressed 

video footage requires bitrates from 1.5 Gbit/s up to 192 Gbit/s; the bitrate required for 

several common uncompressed video formats is shown in Table 1. For future live 

production systems, the basic video capture format will be an ultra-high definition 

(UHD) format requiring at least 24 Gbit/s. Uncompressed video capture is preferable to 

compressed media streams in live productions, to avoid delays incurred in 

compression and decompression, which can slow down editorial and creative 

workflows. In addition, compression at the point of capture can introduce visual 

artefacts to the media during later processing stages, degrading the video quality. 

The most common standard for links of uncompressed video is the Serial Digital 

Interface (SDI). SDI is a suite of standards for continuous streams of video data 

(including embedded audio), ranging from 270 Mbit/s up to 24 Gbit/s depending on the 

video resolutions required [25]. The broadcast industry at present relies on point-to-

point links using this standard, generally over electrical coaxial cable, although with 

point-to-point optical connectivity when required for long distance links [26], [27]. 

Live media environments predominantly use legacy technologies rather than 

embracing modern network designs. Production facilities currently use IT network 

architectures and protocols to configure point-to-point network routing infrastructure 

[28]. Media transmission protocols up until 2010 have focussed on creating new data 

rate standards from multiples of the SDI point-to-point link standards, rather than fully 

embracing commodity IT network technology [29]. 
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Table 1: A comparison of the data rates required for uncompressed video 
capture and transmission. Data from [30]. 

 

There is now movement across the broadcast industry to use commodity IP (Internet 

Protocol) networks for programme production rather than point-to-point streaming links 

[31]. This type of network will allow advanced live production techniques such as 

remote production (the separation of editorial gallery functions from the event venue), 

and interactive and immersive experiences (e.g. selection of alternative viewpoints, 

overlaid information, and virtual reality content). This relies on elemental ñgrainsò as the 

basis of programme making, rather than streams. Each grain is an individual unit of 

video, audio or data, and is encapsulated in one or more IP packets in an ñIP Studioò 

ecosystem [32]. For example, a grain could be a single frame of video, or a 10 ms 

sample of audio. 

A critical component in live production is timing synchronisation across all media 

sources captured. Video sources are currently locked together using a legacy signal 

from analogue video production, where an electrical pulse signals the start of each 

frame of video. The frequency of each cameraôs frame capture is matched to this 

signal, and phase adjustment can be performed when video frames from multiple 

cameras arrive at a central switching point to ensure clean switching between sources. 

Although precise alignment of IP packets is not required to ensure clean switching, due 

to buffering within all network nodes, video streams can now be switched by changing 

the routing of IP media streams across a network [32]. To avoid delays or buffering, a 
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200 ns bound to network switching time is required, so that switching does not cause 

video or audio break-up while a switch takes place. 

One solution to timing synchronisation for IP studio use is the Precision Time Protocol 

(PTP) standard (formalised as IEEE Standard 1588). This standard was developed to 

synchronise clocks across IP networks, and has been adopted to synchronise clocks at 

every node in an IP media system [33]. Using PTP, the capture of each grain can be 

carefully timestamped to µs accuracy, so that media flows can be reassembled in the 

correct order and at the correct frame rate. Specialist hardware can reduce timing 

uncertainty to 500 ps or less, provided that the synchronisation frequency at which PTP 

timestamps are shared is high enough [34]. 

Live media production is sensitive to latency, due to the need for human operators to 

react to remote situations viewed only through cameras. Although a numerical bound 

on latency can only be determined by the speed of the specific action being filmed (e.g. 

fast moving sports action is more sensitive to latency than landscapes and static 

beauty shots), delays of more than 30 ms cause problems for the interactions between 

remotely located production contribution sites [35]. This is mostly a problem for the 

long-haul network links between remote sites and broadcast galleries, but any undue 

delay in a data centre could cause problems to a production team.  

Delay arises from network transmission and processing of uncompressed video and 

audio data, due to the high bitrate of the media streams. This difficulty can be 

overcome by using lower quality proxies of video streams, with linked timing metadata 

between all of the proxies [36]. However, this adds complexity to the production and 

means that programme makers may not be able to work with the highest quality media 

streams throughout the creative process. An example remote production system is 

shown in Figure 5; a sporting event in Glasgow is captured by cameras at the venue, 

with vision mixing (the choice of camera angles by the director) performed in Salford, 

and audio commentary and processing produced in London. A field trial of this system 

had audio latency of 950 ms and video latency of 1400 ms between Glasgow and 

London, which resulted in difficulties in the creative process of vision mixing [37]. 

There is a difference between the required end-to-end latency at the application layer 

(defined above as 30 ms) and the target network physical layer reconfiguration time. 

When media flows are present across a network, it is essential to switch between the 

flows without any buffering or packet loss causing audio or video break-up. Due to the 

high bitrates of uncompressed media, a single node may only be able to receive a 

single media flow at any time, as the network interface card will be limited in total 

throughput.  
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Figure 5: A remote production scenario of a sports broadcast from Glasgow with 
production systems in Salford and audio processing and contribution in London. 
IP = Internet protocol; HEVC = High efficiency video coding, a compression 
method for video distribution to the public. Figure reproduced from [37]. 

It is therefore required to switch media flows for programme production within the 

network, rather than at the end nodes themselves. Using existing SDI technology, 

ñswitching pointsò are defined within video streams as timeslots where time-aligned 

media streams can be safely switched [38]. By extrapolating the standard switching 

points defined in [38] for low resolution video to the high resolution formats shown in 

Table 1, the ñsafeò switching timeslot is approximately 200 ns. This provides a target 

bound for network reconfiguration time which is much smaller than the latency required 

for data transfer from node to node. 

Complete flexibility is required in the connectivity between all 1000+ nodes in a media 

production network. In most media production facilities, the application requirements 

vary from day-to-day dependent on the type of programme being filmed, the required 

video format of the programme and the video and audio processing requirements. This 

necessitates constant changes to network configurations and routing, in contrast to a 

data centre with generally fixed node locations and fixed link bitrates. In addition, a 

single media flow from a camera or other source will need to be simultaneously 

transmitted to multiple galleries for editorial programme construction, alongside edit 

suites, storage archives and transcoders. This one-to-many data transmission pattern 

is known as multicast. Other nodes will need to simultaneously receive multiple media 

flows for quality control, automated video enhancement and editorial decision making. 

This requires many-to-one data reception, known as incasting. 

The specific network requirements for live media production, which are the target for 

the network designs presented in this thesis, can be summarised as: 

Copyright image removed ï available in [37] and 

downloadable (at time of submission) from 

https://www.bbc.co.uk/rd/publications/whitepaper289 

 

The relevant image is Figure 2 of the referenced 

work, on page 6. 

https://www.bbc.co.uk/rd/publications/whitepaper289
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¶ All-optical network with transparency to bitrate and modulation format, 

achieving bitrates of > 24 Gbit/s with a clear upgrade pathway to 200 Gbit/s 

¶ Network scalable to support at least 1000 nodes 

¶ End-to-end latency below 30 ms 

¶ Packet switching delay below 200 ns (to allow switching of data streams without 

noticeably buffering media flows) 

¶ Support for both multicast and incast traffic 

¶ Completely variable multicast and incast group sizes, from 2 nodes up to and 

including a single multicast group connecting all 1000+ nodes 

The complex patterns of streaming media flows in one-to-many (multicast) and many-

to-one (incast) patterns, which are constantly changing over timescales of seconds to 

hours, are crucial to live media production. Support for these traffic patterns across 

existing data centre topologies is explored in the next section. 

1.5. Multicast and incast in data centres 

When sending data to and from multiple network nodes simultaneously, some 

terminology can be defined to represent different types of traffic flow. Multicast is 

defined as the transmission of data from a single source to multiple destinations 

simultaneously. This is in contrast to unicast (the dominant method of network data 

transfer), defined as data transmission from a single source to a single destination. The 

opposite of multicast is incast, defined as multiple sources simultaneously sending data 

to a single destination. Both multicast and incast traffic patterns are essential for the 

live media application requirements discussed in the previous section. If multicast and 

incast traffic are both present in a network (whether involving the same nodes 

performing dual functions as transmitters or receivers, or different sets of sending and 

receiving nodes), the resulting overall traffic pattern is described as anycast. 

When the same data from a single source is to be transmitted to multiple destinations, 

it is inefficient to set up multiple unicast links, and congestion can occur in parts of the 

network. Consider the topology shown in Figure 6a, which is an arbitrarily chosen 

simple network design showing a single source and two destination nodes connected 

via multiple switches. If the same data is to be sent from the source to both 

destinations by unicast transmissions, the data must be sent twice over some of the 

same links, causing congestion as shown in Figure 6b. To avoid this, a multicast 

transmission can be prepared, so that the network can efficiently send a single stream 

of the data wherever possible, and only split the single stream at the last possible 

switch to minimise the unicast traffic. This reduces congestion, as shown in Figure 6c. 
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Figure 6: a) an example network topology, with a source, two destinations, and 
electronic packet switches (labelled "X"); b) unicast transmission of the same 
data from the source to both destinations; c) multicast transmission of the same 
data from the source to both destinations. 

However, multicast does not scale across hierarchical switch networks, or indeed any 

electrical packet switched networks, due to the limits of multicast addressing. IP 

networks use a single ñmulticast addressò to identify a ñmulticast groupò of servers. To 

route multicast data to the correct destinations within the multicast group, each switch 

must use lookup tables to identify the membership of the groups, and then ensure that 

optimum multicast paths are formed across the network. There is a limited size to the 

address lookup table of each switch (generally in the low 100s of addresses, using 

memory only available for ñnon-standardò addresses), forcing a limit on the total 

number of multicast groups that a network could support. Each server could be a 

member of several multicast groups simultaneously, resulting in more multicast group 

addresses being required than servers can store and process. 

In addition, protocols for switches to communicate routing paths to their neighbours do 

not efficiently cover multicast traffic. Switches may discover routing paths through the 

wider network by exchanging messages with their immediate neighbours, and can 

assume that the addressing and connectivity of the neighbouring servers and nodes 

remains static. Multicast groups can be created and destroyed on demand, and entries 

must be created on all switches on any path between multicast group members. 

Without a central multicast address registry (which is generally the case), the 

complexity of keeping every switch up-to-date with multicast routing becomes 

unmanageable, and especially intolerant of link or switch failures if connectivity must be 

rapidly remapped. 

There is also lack of topological structure to multicast group IP addressing, resulting in 

impractical complexity [39],[40]. IP addresses in data centres are usually allocated so 
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that areas of a data centre are addressed using the same subnet (the first digits of an 

IP address) e.g. 192.174.xxx.xxx would correspond to one region of interconnected 

switches and nodes under a core switch, while 192.175.xxx.xxx would correspond to 

another. This simplifies routing decisions made at each switch and maps the virtual 

address space to the physical data centre layout. However, there is no such planning in 

multicast group addressing; IP multicast addresses are allocated from a reserved block 

with no topological hierarchy. Moreover, the closed protocols of network transport 

between virtual machines may not follow strict IP address structures, further limiting the 

feasibility of IP multicast implementations [41].  

The lack of support for IP multicast over the hierarchical switch network designs 

described in section 1.3 means that physical layer multicast, including optical multicast, 

is a promising solution to provide multicast at data centre scales. To move media 

production services requiring high data rate optical transmission into data centres, it is 

desirable to ensure efficient multicast support using optical technologies. The following 

sections describe the main categories of optical switching which can be used as 

building blocks to create data centre networks. 

1.6. Optical Circuit Switching 

Optical circuit switching (OCS) describes networks which can be reconfigured by 

physically repositioning the paths (ñcircuitsò) over which light flows through the network. 

The paths are generally constructed from optical fibres, although free-space optics can 

also be used to route signals in the optical domain. OCS also encompasses light-paths 

in wavelength division multiplexed (WDM) optical networks, where circuits are set up 

across a network between multiple nodes, using dedicated wavelengths over a single 

fibre [42]. OCS can build future-proof optical networks, since circuit switches are 

agnostic to the optical modulation format and data rate of the optical signals, passing 

all signals equally. In addition, OCS switching units draw little power; for example, a 

320x320 port OCS consumes only 3.3% of the power of a 224 port 10 Gbit/s electrical 

Ethernet packet switch [43]. 

OCS units typically use microelectromechanical systems (MEMS) to steer beams 

between input and output fibre ports; switches with up to 384 x 384 ports are already 

commercially available, with a switching speed of the order of 25 ms [44]. Commercial 

products generally switch on a ms timescale, with a few laboratory prototypes in the µs 

timescale [45]. Given that data packets transmitted at 10 Gbit/s or higher speeds are 

only of ns duration, allowing time for OCS units to switch each packet individually 

would impose a large overhead on network throughput. It is, therefore, more efficient to 
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switch optical paths for flows or bursts of multiple packets, so that the reconfiguration 

time is a shorter proportion of the data flow.  

In this thesis, OCS is used in chapters 4 and 5 to provide connectivity between optical 

passive star couplers to create multicast-capable networks. The slow speed of OCS 

switches (10s ms) compared to fast laser tuning times (< 200 ns) means that it may be 

necessary to reconfigure the OCS units at a different rate to the tunable lasers, to avoid 

excessive network reconfiguration times (see section 1.10) The low power 

consumption of OCS units is reviewed at the end of chapter 5 to justify adding OCS 

units to passive star networks ï the potential increases in network throughput from 

using OCS units are greater than 

1.7. Optical Burst Switching 

Optical burst switching (OBS) assembles groups of data packets at the edge of the 

network that are destined for the same output node (or a group of nodes), before 

transmitting them together as a ñburstò to provide efficient routing of data through the 

network core [46]. Once a burst is assembled at the edge of a network, control data is 

transmitted ahead of the data burst, so that a dedicated optical path can be set up 

through the network. 

There are several methods of controlling the network to set up the required optical 

paths, with a trade-off between causing a delay in transmitting the burst onto the 

network, and guaranteeing that the path reserved for a burst will be collision-free. In 

ñjust-in-timeò signalling, a control packet requesting an optical path is sent on an out-of-

band control channel just ahead of the burst data. The burst itself is sent soon 

afterwards, without waiting for confirmation that the path has been reserved through 

the network core [47]. Although acknowledgements can be sent by the receiver to 

confirm successful reception of the transmitted data, waiting for acknowledgements 

may cause network latency to grow larger than the 30 ms specified for live media 

production in section 1.4. 

Using a central controller to co-ordinate burst access to the network was shown to 

remove the possibility of collisions within the network core in [48]. In addition, with 

global oversight of the assigned wavelengths in a WDM network, wavelengths were 

flexibly reallocated to serve bursts from multiple sources. However, this came at the 

cost of reduced admission of bursts to the network, and a greater (albeit deterministic) 

delay experienced by bursts when waiting at the network edge. While nodes gather 

packets for assembly into bursts, the network interface is not idle and does not 

needlessly seize a wavelength, but can transmit bursts that have previously been 

assembled. However, the work in [48] showed that although increasing the burst 
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assembly time to 50 ms guaranteed the quality of service by removing collisions and 

limiting latency, it reduced overall network utilisation to 50%. This was an inefficient use 

of network resources, and would result in unacceptably high latencies for media 

applications (see section 1.4). 

In this thesis, the operation of the WS-TDM network introduced in chapter 2 operates at 

a mid-point between OBS and optical packet switching (see section 1.8). In the WS-

TDM network, transmitters request wavelengths and timeslots which are allocated by a 

central scheduler. Similarly to OBS networks with fixed time periods to assemble 

bursts, the WS-TDM network reconfigures transceiver wavelengths every 2 µs. 

However, the WS-TDM network does not require a transmitter to wait to collect multiple 

packets into a burst before sending data ï transmitters can request any number of 

timeslots within any 2 µs epoch. 

Although OBS makes more efficient use of network resources than OCS when 

transferring short lived data flows, the indeterminate latency (caused by waiting for 

acknowledgements or transmission rights to avoid collisions), and the overall latency 

involved in collating bursts, mean that OBS is not suitable for transferring real-time 

media streams. An alternative method of optical switching is to switch individual 

packets, rather than bursts of data. 

1.8. Optical Packet Switching 

Optical packet switching (OPS) describes systems where individual data packets are 

switched entirely in the optical domain. This can be achieved using a single centralised 

optical switch, or a network of optical switching units.  

Semiconductor optical amplifiers (SOAs) can be used in OPS sub-systems due to their 

fast on-off switching time (ns), high extinction ratio (20-40 dB), low power operation 

(< 0.2 W) and broadband performance across the optical C-band. Early SOA switches 

exploited the refractive index change within SOA devices due to carrier injection to 

provide switching through interferometric effects [49]. However, it is much more 

common for SOA switching devices to be formed from a power splitter, which splits an 

optical signal in a ñbroadcast-and-selectò fashion [50]. As shown in Figure 7, an input 

signal can be split using a passive optical power splitter, and each output of the splitter 

can pass through an independent SOA; an applied electric current enables the optical 

route through an SOA, while other SOAs are reverse biased to attenuate light 

approaching their paths. Optical power combiners (functionally identical to splitters in 

reverse) combine the signals from multiple SOAs to ensure that all paths are available.  
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Figure 7: A simple design for a broadcast-and-select semiconductor optical 
amplifier (SOA) based optical switch. In this example each of two inputs are split 
into two outputs using a passive splitter. Each output can be independently 
enabled or disabled, allowing unicast or multicast from either input. 

The high optical power gain of SOAs has also been exploited to overcome power 

splitting losses when combining multiple SOAs into non-blocking switching units [51].To 

date, only low port count (from 8x8 up to 32x32 ports) SOA switches have been 

experimentally demonstrated, due to the impact of cascaded ASE noise from multiple 

successive SOAs adding to the original signal. SOA switches can be efficiently 

constructed by using the 2x2 switch design of Figure 7 in a Clos topology (i.e. for an 

8x8 port network, 3 layers of SOAs, requiring 64 SOAs in total). By measuring the 

parameters of multiple optical passes through an 8x8 SOA switch construction block, a 

64x64 SOA switch was simulated in [52] which allowed a 6dB input power dynamic 

range with 2 dB output power penalty.  

Alternatively, Mach Zehnder intensity modulators (MZIs) can be used as optical 

switching elements. The crosstalk from the use of cascaded MZIs as switches was 

shown to be reduced by using SOAs to partially block crosstalk from passing through 

the switch stages [53]. However, the effect of accumulated ASE noise from the SOAs 

on high bitrate signals has yet to be fully assessed in a practical implementation. SOA 

switches have also been integrated into full optical packet processing systems [54], but 

the scalability of this design to greater than 64 outputs has not been demonstrated, so 

the application of SOA switches to data centres requiring at least 1000 outputs is not 

clear. 

SOA switches utilise active switching at the core of the network, but it is also possible 

to route packets in the optical domain using passive network components. An arrayed 

waveguide grating router (AWGR) is a passive device, which routes each different 

wavelength at an input to different destinations. AWGRs use a cyclic wavelength 

routing pattern so that every input can transmit to every output by using a particular 

wavelength [55].  

An example of the cyclic wavelength pattern of a 4x4 AWGR is shown in Figure 8; each 

of 4 different wavelengths (labelled ɚ1 to ɚ4) is present at each input (labelled A-D). 

Each wavelength is routed to a different output, following a mapping which is 
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dependent on the input port. For example, ɚ1 transmitted into input A is routed only to 

output A, but ɚ2 transmitted into input A is routed only to output B.  

 

Figure 8: An example wavelength routing pattern of an arrayed waveguide 
grating router (AWGR). Each input wavelength is routed to only one output fibre, 
showing that AWGRs do not readily support multicast. 

However, when using AWGRs in switching networks, laser tuning times (often ms or 

higher, as described in section 2.2.2) dominate packet switching latency, and the 

coloured nature of AWGRs does not allow any form of multicast [56]. This is shown in 

Figure 8, where each individual wavelength input to any port of an AWGR is only 

routed to a single output. This one-to-one mapping between input and output ports, 

determined by wavelength, forbids broadcast across AWGRs. 

Experimental realisations of AWGR based networks have achieved large port counts ï 

using 512x512 AWGRs in hierarchical systems has been proposed to connect data 

centre scale networks [57]. Despite physical layer feasibility, the latency across large 

scale AWGR systems has yet to be fully quantified, especially when including laser 

tuning times into the total latency experienced by each packet. 

Both SOA and AWGR network designs require a central scheduler, using an 

independent control network to receive requests from nodes and grant allocations. This 

increases the network complexity and cost, by requiring either a parallel electrical 

switching network, or a secondary optical control network, albeit at a lower bitrate. To 

avoid this, it is also possible to use optical header recognition to route data packets 

[58]. A correlator can be used to match addresses contained within the optical data 

packet with known bit patterns, formed from a fibre Bragg grating etched with a 

reflection pattern to match a binary bit sequence. Optical header recognition has been 

shown to operate across several WDM channels simultaneously [59]. However, the 

correlation technique would not scale to a network comprising > 1000 nodes, due to 

the need for a unique optical comparator (i.e. a unique address) for each output. 

Optical header recognition is, therefore, not recommended for use at data centre scale. 

The work in this thesis predominantly concerns ñpacket-likeò switching rather than true 

OPS. Due to the 200 ns reconfiguration time of the WS-TDM network in chapter 2, it is 

not possible to switch every packet individually without the network reconfiguration 
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overhead being larger than the data transmission time. The network is instead 

reconfigured by wavelength every 2 µs, and each wavelength could carry a single large 

packet from a single transmitter up to 50 packets from up to 26 different transmitters. 

However, work in chapter 3 reduces the laser retuning time to 35 ns, which is 

approaching packet-level timescales (analysis of packet durations and switching 

overheads for a range of data transfer rates is shown in Figure 38). 

Having described the three major categories of optical switching, data centre network 

designs incorporating some or all of these technologies can be reviewed to assess 

their suitability for all-optical networks supporting multicast for media production. 

1.9. Data centre network designs 

1.9.1. Literature review criteria 

The following literature review is a study of both theoretical network architectures and 

specific experimental implementations of network topologies, and it is not always 

possible to find numerical metrics by which to compare designs. For instance, 

quantifying the number of distinct multicast groups available in designs based on OCS 

may depend on the port count of each OCS, which is a design choice in any specific 

implementation of an architecture; comments could then only be made on the general 

scalability of a network topology. However, there are some clear metrics which can be 

used to compare architectures; where numerical comparisons are not possible, the 

design choice which would limit the metric is specified e.g. if the only barrier to 

increasing the total number of supported nodes in an OCS network is the OCS port 

count, this will be noted. 

The comparison metrics are as follows: 

Total node count.  Data centres for media production contain over 1000 servers as 

end nodes of the network, so any network design should be able to support at least 

that many end nodes. 

End-to-end latency. As specified in section 1.4, live media production places strict 

bounds on end-to-end communication latency between any pair of servers on the 

network of 30 ms. 

Reconfiguration time. Although a network may have high flexibility and 

reconfigurability to allow new routes or connectivity, it may take time for the physical 

layer reconfiguration (whether wavelength tuning, fibre connectivity via an OCS, or any 

other reconfiguration to take place). For media applications, optical packet switching in 

< 200 ns is essential to ensure that switching operations can take place in inter-packet 

gaps and video or audio streams do not need to be paused or buffered. 
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Multicast capability. In optical network designs with wavelength routing and 

segregation, or limited pathways between central core nodes, multicast is not always 

possible. A network architecture suitable for media production must be multicast 

capable. 

Unlimited number and size of multicast groups. Even though a system may support 

multicast, it may not be possible to create multicast groups of arbitrary sizes. A network 

architecture suitable for media production must be able to create multicast groups of 

any size up to and including all nodes simultaneously. 

Designs excluded from this review include: 

¶ Any design requiring intermediate optical-electrical-optical conversion 

¶ Light-tree approaches using wavelength tuning and/or splitting targeting long-

haul mesh networks rather than data centres 

The metrics are restricted by the following conditions: 

¶ Where the end nodes are ToRs, a value for total node count only includes the 

number of ToRs stated in the published work, since the ToRs themselves could 

have any number of ports to connect servers. 

¶ End-to-end latency does not include control plane latency, but does include all 

propagation time for data transfer. 

Total throughput is not useful as a metric, due to the lack of objective comparison traffic 

patterns and recognised benchmarks [60]. Attempts were made in [60] to define a 

ñworst caseò traffic matrix by which to compare topologies, although network 

simulations in [60] using the defined worst case traffic matrix contradicted many 

previous findings in the literature. 

A comparison of prior work to the defined metrics is presented in Table 2 at the end of 

this chapter, with analysis of the works which most closely meet the application 

demands applications presented below.  

1.9.2. Non-hierarchical electrical switching networks 

Before reviewing all-optical networks, there are some notable electrical switch 

architectures which do not employ hierarchical layered structures. It is challenging to 

quantify numerical metrics to compare the performance of the network topologies for 

several reasons: a lack of experimental data; the wide range of variables in 

constructing the networks; the impracticably high number of possible network 

connectivity arrangements; and the inherent dependence of the system performance 

on the underlying network traffic pattern. Nevertheless, useful (even if qualitative) 



Introduction - Chapter 1

 

34 

comparison metrics include the bisection bandwidth, latency and support for diverse 

traffic patterns. 

DCell [2] used a recursive structure of ñcellsò to form a network which was highly fault 

tolerant due to the partitioning of servers and switches into a cellular structure. 

However, the bisection bandwidth of DCell was only 15% of the bisection bandwidth of 

a fat tree architecture (for a 1000 node network), most likely due to the reliance on 

congested interconnects between cells. Latency was also high (unquantified in 

published work) due to many hops required between switches, and broadcast traffic 

from a single source to multiple destinations was not supported.  

BCube [61] used servers to forward packets on to other servers, which reduced the 

number of switches required; layers of switches were then used to connect groups of 

servers. Further layers of switches were added in a recursive pattern to provide full 

connectivity between the groups, although switches only ever connect to servers, no 

aggregation is provided over switch-to-switch links. Custom routing software or 

hardware was required, which reduced server performance. Queues of buffered 

packets at intermediate servers would also cause latency (unquantified in published 

work). 

VL2 [21] used an enhanced fat tree topology to increase the connectivity within each 

layer of the hierarchical structure. By adding more links between switches than the 

minimum required for a Clos network, the overall throughput and bisection bandwidth 

were increased compared to the Clos architecture (the exact amount of increase 

depends on the number of additional links added). However, this came at the cost of 

increasing the total number of switches required, and the queueing/buffering latency 

that the additional switches incur. 

1.9.3. All-optical data centre networks 

The ñArchonò architecture [62] used a central OCS capable of switching multi-element 

fibre to provide switching between groups of ToR switches in a data centre. The OCS 

was also linked to both a time division multiplexing (TDM) switch for localised traffic 

within the data centre, and wavelength converters to provide WDM links between data 

centres. The overall network throughput of up to 320 Gbit/s per link and the 

combination of an OCS with TDM allowed multicast and incast traffic. However, the 

network scalability was poor due to the large number of complex multi-element fibre 

switching and conversion units required to reach a high port count. Additionally, the 

switch reconfiguration speed was 25 ms (limited by MEMS OCS units), which is greater 

than can be tolerated by media applications. 
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The ñOptical Multicast Systemò [63] constructed a hybrid architecture of OCS switching 

and EPS switching, and permitted multicast flows by switching optical couplers and 

splitters in and out of optical paths, as shown in Figure 9. Although multicast and incast 

are well supported, and the end-to-end latency of 30-50 ms meets the application 

needs, there is not necessarily support for arbitrary and variable multicast group sizes. 

This is because the possible multicast group sizes are set by the sizes of the optical 

couplers and splitters attached to the OCS units, which is set at the time of 

commissioning the network and cannot be changed in real time as application 

demands change. 

ñLIGHTNESSò [22], [64] used a hybrid combination of OCS and OPS to connect data 

centre rack switches. The ñLIGHTNESSò network showed end-to-end latencies of 5 µs 

and the OPS switching units could reconfigure within around 200 µs (although SOAs 

with ns rise times were used as OPS switching elements, the delay time arose from the 

processing required on FPGAs used to control the SOAs). The OPS units only allowed 

multicast in limited circumstances (dependent on the locations of servers within the 

data centre that are members of a multicast group), so OCS can be used to provide 

multicast via optical power splitters. To reconfigure the OCS units of the ñLIGHTNESSò 

design incurred a large delay of 300 ms, due to the configuration of wavelength 

selective switches (WSS). Although beyond the scope of this review, the complexity of 

the ñLIGHTNESSò software control plane brought the total reconfiguration latency to a 

very high 970 ms, which is far in excess of the 30 ms required by media applications. 

 

Figure 9: An example hybrid electrical packet switch (EPS)/optical circuit switch 
(OCS) network, connecting to top of rack switches. 

ñ*-castò [65] demonstrated an all-optical network capable of multicast and incast data 

traffic patterns. The system architecture used OCS units to switch ñphotonic gadgetsò in 

and out of fibre paths between transmitters and receivers; the possible ñgadgetsò 

included splitters, couplers, amplifiers and wavelength filters. Some experimental 

results showed the latency reaching 199 ms when trying to serve 1000 racks with the 

ñ*-castò design, which is far larger than the acceptable latencies for media production 

outlined above. The network design also only partially meets the design requirements 
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for multicast traffic, since fully flexible group sizes are not feasible. This is due to the 

possible group sizes being fixed by the gadgets attached to the OCS, which cannot be 

changed in real time as application demands change. 

The limits to the network reconfiguration speed in ñOptical Multicast Systemò, 

ñLIGHTNESSò and ñ*-castò are the OCS units. Highly scalable OCS units (with port 

counts > 64x64) generally use MEMS to change the path which the light beams follow, 

which require milliseconds to precisely and securely align optical beams in 3D space. 

OCS units are therefore best suited to switching long flows of data, rather than 

individual packets, so that the network reconfiguration time overhead is small (a few %) 

compared to the data transmission time [43].  Only a few laboratory prototype systems 

with low port count (such as a 24x24 port switch in [45] or a 64x64 port switch in [66]) 

have shown microsecond switching times. 

ñLAMBDANETò [67] showed a network centred around an optical star coupler, 

connecting nodes over 40 km distances. Each transmitter in the network was allocated 

a fixed wavelength, and each node contained a WDM demultiplexer followed by an 

individual receiver for each wavelength, so that each receiver could directly receive 

data from all transmitters simultaneously. The ñLAMBDANETò network design only 

targeted up to 128 nodes (limited by power budget across the optical star coupler 

core), which would require 128 receivers at each node ï neither the power budget nor 

number of receivers would permit scaling the network design to > 1000 nodes. 

However, the star coupler network core permitted fully flexible multicast groups, up to 

and including all nodes joining a single multicast group. 

ñOvSò [68] created ñoptical virtual switchesò (OvS) by using switchable wavelength 

routing in the network core to direct packets to their destinations. Although ñOvSò 

showed end-to-end latency of 114 µs which meets the design criteria for low latency 

data transfer, the switching time of 7 ms is too long to provide packet level switching 

that would not interrupt media flows. In addition, although multicast is supported in 

ñOvSò by placing optical couplers and splitters in the optical circuit paths, some 

multicast group arrangements are only feasible using intermediate buffering at 

switching nodes, which may incur queuing and therefore increase latency. 

ñSplitter and Deliveryò [69] and ñMixed Splitter and Deliveryò [70] networks used optical 

splitters followed by optical switches to provide a fully flexible multicast network. The 

published work presented only architectural designs so no quantitative comparisons of 

switching speed can be made from the published results. However, since the designs 

use tunable filters and tunable wavelength converters to ensure that all signals from the 

network core can reach all outputs, the switching time would be limited by the 
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wavelength tuning speed of tunable lasers (the technical feasibility of fast wavelength 

switching is discussed further in section 3.2). 

The network architectures described in this section were all designed for generic data 

centre use, however, some designs have been designed and/or constructed 

specifically targeting live media production applications. 

1.10. Optical networks for broadcast production 

To date, point-to-point links are the only major optical transport innovations for media to 

be commercially realised. The use of specialist fibre optic links for media production 

has been limited to the parallel transmission of video data, breaking down a single high 

bitrate stream into smaller flows and using either space multiplexing across bundles of 

fibre [71], or through coarse wavelength division multiplexing (CWDM) in a proprietary 

protocol [72]. 

Some prior work has already considered applications of all-optical networks specifically 

for media production. In [73] an optical star coupler network supporting broadcast 

workflows was demonstrated as scalable to 200 nodes at a bitrate of up to 2.29 Gbit/s 

per media flow. This network was implemented in a media production centre, but was 

not scalable or futureproof to increased data rates, and would not permit arbitrarily 

sized and variable multicast groups due to the use of a parallelised star coupler 

topology to reach all nodes.  

A further media production network design aimed to connect up to 200 nodes at 

bitrates of up to 1.2 Gbit/s per node [74]. Although this network was also based on a 

star coupler, the design would not scale to the requirements of todayôs media data 

centres (>1000 nodes and 25-200 Gbit/s bitrates) due to the direct detection optical 

receivers allowing insufficient optical power budget. 

It is notable that both networks described in this section, and most networks described 

in section 1.9 were generally based on optical star couplers. It therefore appears that 

star couplers are a promising optical technology to meet the application demands of 

live media streaming. 

1.11. Star coupler networks 

The information in section 1.9 highlighted that prior work on optical networks has not 

led to a design capable of meeting all of the demands of media production applications, 

and the networks that have the best performance against the defined metrics are all 

based on passive optical star couplers. To consider the specific properties of star 

coupler networks in detail, further literature has been reviewed, and the distinct 
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contribution of the work presented in this thesis highlighted compared to prior 

publications. 

An early design known as LOCNET split wide and narrow band services via an optical 

star coupler [75]. The network was designed to support only 64 end nodes (not the 

>1000 targeted by this work for data centre scale), and switching functionality was only 

performed using TDM, which limited the bitrate that could be used for data 

transmission by each node (to 4 Mbit/s in the published implementation, and to the 

transmitter line rate divided by the number of nodes in a generalised case). 

The Knockout star coupler switch described in [76], [77] showed a star coupler switch 

capable of broadcasting all inputs to all outputs for up to 1000 nodes, however the 

switch design assumed that packet loss was unavoidable in any practical switching 

implementation. The effects of packet loss were mitigated using parallel buffers at the 

receivers, but for a 70% network load, 12 receiver buffers each capable of holding 40 

packets were required. This approach is not suitable for media streaming, since 

buffering would incur latency, and if buffers overflowed, dropped packets would cause 

loss of media which could not be resent in real time. 

Work published in [78] considered the use of tunable transmitters and receivers over a 

single large optical star coupler, despite fast tunable lasers not having been developed 

at the time of its publication. The design in [78] was focussed on suitable control 

protocols for scheduling traffic over a star coupler network rather than the network 

design itself; this thesis does not consider the optimum control protocol but instead 

provides physical layer verification of the feasibility of a star coupler data centre 

network. 

A suite of publications considered fibre star couplers to be ñshared directional 

multichannelò (SDM) devices, capable of connecting multiple nodes in a single-hop 

architecture[79]ï[82]. However, the general case of the SDM topology required multiple 

transceivers per node to guarantee flexible connectivity, and the separated nature of 

the star couplers meant that efficient multicast (using a single transmitter per multicast 

flow) could not be supported between all nodes. Additionally, the total throughput of the 

network was limited, as the work explicitly ruled out sharing the fibre bandwidth through 

wavelength or time division multiplexing. The work described in this thesis explored 

star coupler architectures which require only a single transmitter per node to permit 

any-to-any multicast and incast traffic, which reduces the overall data centre network 

complexity and cost. 

Other prior work has considered the arrangement of multiple star couplers connected 

to have the same connectivity as a single star coupler. The work in [83] used multiple 
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small star couplers to reduce the total amount of cabling while maintaining the 

abstraction of a single star coupler connecting all network nodes, while the work in [84] 

considered the construction of larger stars from smaller stars to increase the total node 

count ([84] showed only a general network topology so no specific numbers were 

given). However, the work in both  [83] and [84] did not use reconfigurable star coupler 

combinations as a tool to increase the total capacity. The work in chapters 4 and 5 of 

this thesis, where stars are constructed from combinations of smaller star couplers via 

switching units, is focussed on increasing the total network throughput without losing 

the connectivity properties of star couplers. 

Star coupler properties will be explored further in section 2.2.1, which describes each 

of the subsystems necessary to build an all-optical network capable of meeting all of 

the design metrics described above. 

1.12. Conclusions and thesis outline 

The application requirements of live media production, alongside the prior work 

reviewed in this chapter outlined the following design requirements which are not all 

met in a single design by any work to date: 

¶ All-optical network with transparency to bitrate and modulation format, 

achieving bitrates of at least 24 Gbit/s with a clear pathway to upgrade to 200 

Gbit/s 

¶ Network scalable to support at least 1000 nodes 

¶ End-to-end latency below 30 ms 

¶ Packet switching delay below 200 ns (to allow switching of data streams without 

noticeably buffering media flows) 

¶ Support for both multicast and incast traffic 

¶ Completely variable multicast and incast group sizes, from 2 nodes up to and 

including a single multicast group connecting all 1000+ nodes 

The designs reviewed here which showed performance closest to these desired 

characteristics used optical star couplers to enable fully flexible multicast groupings. 

However, none of the prior work also met all of the bitrate, node count scalability, 

latency and switching speed requirements, which the work presented in this thesis 

targets: 

¶ Most prior work on star coupler networks reviewed in this chapter was 

performed at low transmission rates per node (Mbit/s or lower); chapter 2 

describes the feasibility of 25 Gbit/s transmission across an optical star, while 
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the network designs of chapters 4 and 5 are transparent to the bitrate and 

transmission formats used. 

¶ To integrate optical star coupler networks into data centres suitable for live 

media production requires networks with over 1000 ports, which presents 

challenges for signal integrity due to high power splitting ratios; chapter 2 

demonstrates the physical layer feasibility of a 1000 port star coupler network at 

both 10 Gbit/s and 25 Gbit/s. 

¶ End-to-end latency was not measured during the experiments described in this 

thesis, due to the focus of the work being on the network physical layer rather 

than network drivers in the nodes and/or the control plane. However, the data 

plane latency will only be due to the speed of light in the optical fibre between 

the transmitter and receiver, due to the single-hop nature of the network. This is 

described in chapter 2. 

¶ Packet switching times of 200 ns can be achieved using fast tunable lasers; full 

system demonstrations of 200 ns laser tuning speed (measured from the start 

of a laser tuning to error-free data recovery) are described in chapter 2, and 

further reductions of laser tuning time to 35 ns are described in chapter 3. 

¶ When using an optical star network, multicast and incast are inherently 

supported for arbitrary numbers of casting groups and group sizes. Chapters 4 

and 5 present methods of increasing the input across star networks, by using 

reconfigurable circuit switches to configure optical star couplers while 

maintaining the same multicast and incast connectivity of a single passive  

optical star. 

In summary, Chapter 2 outlines the WS-TDMA physical layer network design based on 

a star topology, and describes experiments carried out to explore and verify the 

physical layer feasibility of the design. Chapter 3 suggests improvements to the tunable 

laser and line coding subsystems within the WS-TDMA network, to reduce the network 

reconfiguration time and increase overall throughput. Chapter 4 presents methods to 

construct passive optical star networks on-demand, while chapter 5 presents a method 

to split a larger star; both chapters are seeking to use dynamic optical components to 

increase the throughput of star networks without losing the desirable characteristics. 

Chapter 6 both concludes the thesis and discusses future work which may develop 

from the concepts and results that it describes. 

1.13. Publications related to work described in this thesis 

¶ Alistarh, D., Ballani, H., Costa, P., Funnell, A., Benjamin, J., Watts, P. and 

Thomsen, B., 2015, August. A high-radix, low-latency optical switch for data 
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centers. In ACM SIGCOMM Computer Communication Review (Vol. 45, No. 4, 

pp. 367-368). ACM. 

¶ Funnell, A., Benjamin, J., Ballani, H., Costa, P., Watts, P. and Thomsen, B.C., 

2016, March. High port count hybrid wavelength switched TDMA (WS-TDMA) 

optical switch for data centers. In Optical Fiber Communications Conference 

and Exhibition (OFC), 2016 (pp. 1-3). IEEE. 

¶ Benjamin, J.L., Funnell, A., Watts, P.M. and Thomsen, B., 2017, August. A high 

speed hardware scheduler for 1000-port optical packet switches to enable 

scalable data centers. In High-Performance Interconnects (HOTI), 2017 IEEE 

25th Annual Symposium on (pp. 41-48). IEEE. 

¶ Funnell, A.C., Shi, K., Costa, P., Watts, P., Ballani, H. and Thomsen, B.C., 

2017. Hybrid Wavelength Switched-TDMA High Port Count All-Optical Data 

Centre Switch. Journal of Lightwave Technology, 35(20), pp.4438-4444.  
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Table 2: A comparison of prior work on all-optical networks for data centres. 
Prior work which almost, but not entirely, meets the data centre application 
requirements is denoted in the right-hand column with an asterisk (*), and 
analysed further in section 1.9. 

* *  * *  
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2. The hybrid WS-TDM star network 
This chapter describes an all-optical network design which meets the system 

requirements specified in chapter 1, for all-optical, low-latency, fully flexible multicast 

communications across a 1000 node data centre. Components and subsystems 

necessary to realise construction of the network are presented, and experimental 

results showing the feasibility of the physical layer of the design are discussed. 

2.1. High level system design 

At a high level, the star network design proposed in this chapter can be abstracted as a 

single broadcast-and-select switch, with a finite total throughput capacity to be shared 

between all connected nodes. By creating a single shared pool of bandwidth, the 

network can flexibly allocate transmission rights to nodes that request connectivity, 

before reconfiguring as the desired traffic pattern changes. All network nodes are at the 

same topological layer, connected to just one switch, without a hierarchical structure. 

The network therefore has lower absolute latency, and lower variability in latency 

compared to transmitting data in several short ñhopsò between multiple electrical 

switches. This is due to buffering and queuing being implemented independently at 

each switch within a layered electrical switching network. 

The core element of this network design is a passive star coupler, as shown at the 

centre of Figure 10. The broadcast-and-select property of a passive optical star coupler 

means that all input optical signals are split in power and distributed across all outputs. 

The broadcast nature of a passive optical star coupler means that multicast is 

inherently supported. Multicast groups can be formed up to and including all network 

nodes simultaneously, and there are no limits to the flexibility of multicast group 

creation. 

 

Figure 10: The star coupler network design, supporting N nodes. DSDBR = 
Digital Supermode Distributed Bragg Reflector. MZM = Mach-Zehnder Modulator. 

Each node is equipped with an optical transmitter, comprising a tunable DSDBR laser 

and a Mach-Zehnder modulator (MZM). If a different wavelength is used at each 

transmitter, all wavelengths will combine in the core of the star coupler, and every 
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output port will simultaneously carry all of the input wavelengths. Tunable filtering at 

each output is necessary to ensure that only a single channel is received from the star 

coupler core without interference from other channels. In this design, a tunable local 

oscillator to a coherent receiver provides tunable wavelength filtering at each output. 

This network design is highly reconfigurable; wavelengths can be used to partition the 

network dependent on the connectivity requests between transmitters and receivers. 

During a fixed time period defined as an ñepochò, all transmitters and receivers are 

each allocated a wavelength on which to send or receive data, and they remain at the 

same wavelength for the duration of the epoch. This effectively partitions the network 

by wavelength into distinct groups of senders and receivers, as illustrated in Figure 11.  

 

Figure 11a): An example star network connecting N nodes to a central passive 
optical star; b): The same physical network partitioned by wavelength during an 
epoch. 

In Figure 11a, the physical connectivity of the fibre network shows that all senders and 

receivers are connected to a single optical star coupler. In Figure 11b, the star 

connectivity has been partitioned by wavelength during an epoch; the tunable receivers 

each only receive transmissions on the wavelength that they are tuned to. In between 

each epoch, tuning time is allowed for all transmitters and receivers to tune to new 

wavelengths simultaneously; no data is transmitted during the tuning time. This 

removes the possibility of spurious wavelengths emitted during the tuning process 

interfering with data transmissions through the network. 

Each epoch has a fixed 2 ɛs duration, before transmitters and receivers all retune 

simultaneously over the subsequent 200 ns. The epoch duration is selected to meet a 

trade-off between several competing factors: 

¶ It is desirable that the reconfiguration downtime causes at most a 10% 

overhead to reduce total throughput; 200 ns is a conservative estimate of the 

maximum time required for the receive and transmit lasers to retune between 

any two wavelengths and for error free data recovery. Fixing reconfiguration 

time at 200 ns therefore means at least an epoch duration of at least 1.8 µs 

(
Ȣ

Ȣ Ȣ
ρπϷ. 
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¶ The network requires a separate control plane to perform scheduling of 

transmissions through the star coupler core. Work in [85] described the 

implementation of a control plane for the WS-TDM star network, requiring 

0.5 µs to collect requests from transmitters, 1 µs to calculate and allocate 

transmission rights, and 0.5 µs to send allocated grants to nodes. This requires 

2 µs total; a 2 µs epoch would permit scheduling to be performed just one 

epoch in advance. A shorter epoch time would mean a reduction in the number 

of nodes supported, a reduction in the number of requests or grants that nodes 

can send/receive, or a less optimal allocation of requests due to less 

computation time available. 

¶ The data plane must be able to efficiently support large Ethernet frame sizes 

e.g. the maximum Ethernet packet size is 1542 bytes (= 12336 bits). At 25 

Gbit/s, this packet would require 0.49 µs to transmit. A 2 µs epoch would 

therefore permit 4 maximum size packets to be transmitted at 25 Gbit/s in a 

single epoch, allowing multiple transmitters to share a single wavelength during 

an epoch even when the individual units of data are large. 

¶ For 1000 nodes on the network, and assuming completely equal sharing of the 

total available bandwidth (i.e. 89 wavelengths each carrying 25 Gbit/s), every 

node could transmit 564 bytes per epoch. This could be anything from a single 

564 byte packet, up to 8 minimum sized (64 byte) packets per epoch, per 

transmitter. For a fixed data rate, an increase in the number of nodes would 

result in a decrease in the mean data per epoch that a node can transmit. For 

1000 nodes, a 2 µs epoch is a sensible trade-off between maximising the 

average amount of data that each node can transmit per epoch and minimising 

the time between retuning to allow high flexibility in sharing the total pool of 

available bandwidth. 

The tunable lasers of the transmitters and receiver local oscillators can be tuned to any 

of 89 possible wavelengths on the ITU 50 GHz grid (an international standard to define 

absolute frequency of optical channels) in the optical C-band (defined as 1530-1565 

nm). The available tuning range of the DSDBR lasers is limited to the C-band to match 

the useful range of erbium doped fibre amplifiers (EDFAs) used in long-haul optical 

transmission systems. 

To avoid interference between transmissions within the coupler, only 89 transmissions 

(one per wavelength) can be launched into the star coupler simultaneously, regardless 

of the total number of network nodes. However, using wavelength alone to split the 

network would cause inefficient bandwidth allocation. Each transmitter and receiver is 

tuned to a single wavelength for the entire duration of an epoch, but individual packets 
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are of short duration relative to the 2 µs epochs (the minimum 64 byte Ethernet packet 

size is 50 ns at 10 Gbit/s or even 5 ns at 100 Gbit/s). If the traffic pattern and 

wavelength allocation only permits a single transmitter to send data for a duration much 

shorter than the 2 µs epoch, a large amount of potential transmission time may be 

wasted. 

By using time division multiplexing (TDM), each wavelength can be shared by multiple 

transmitters during an epoch. Each epoch can be further split in the time domain into 

50 ñtimeslotsò and a transmitter can be allocated specific timeslots to transmit on its 

allocated wavelength. The number 50 was chosen to allow high flexibility in 

transmission rights allocation but without excessive controller complexity. Each 

transmitter can request multiple adjacent timeslots to transmit any packet size (from the 

length of a single timeslot up to the full epoch duration). 

To avoid conflicting wavelength usage and ensure consistent alignment of timeslots, it 

is necessary to synchronise all transceivers to a central controller. This could be 

achieved using a separate star coupler to connect dedicated control transceivers at 

each node to a centralised network controller and clock. Details of the 

controller/scheduler are beyond the scope of this thesis, which focuses on the 

architecture and feasibility of the data plane. However, work elsewhere in [86] has 

shown the feasibility of computing schedules for optical star networks of 1000 nodes, 

where demands were collected by a centralised controller, transmission rights 

allocated, and grants returned from the controller to all transceivers, all within a 2 µs 

epoch. Further work elsewhere in [87] has demonstrated clock synchronisation and 

receiver phase alignment on sub-nanosecond timescales for data centre networks, 

verifying the feasibility of an optical packet-like switching approach. 

2.2. Enabling technologies and sub-systems 

2.2.1. Optical stars 

Optical star couplers are simply optical power combiners and splitters - all input optical 

power is split equally between all output ports. Optical star couplers are directional i.e. 

power can flow from any input port to any output port, or vice versa, but power does not 

flow between inputs or between outputs. Couplers can be formed by fusing bundles of 

fibre together, creating a mixing region where power from each input fibre is coupled 

into all other fibres. Star couplers can also be formed on planar lightwave circuits, 

where multilayer designs can efficiently reach port counts in excess of 100x100 [88]. 

The key characteristics of a star coupler are the uniformity of power splitting between 

ports (values of 0.1 to 0.5% power variation between output ports are typical, mainly 

due to misalignment of the fibres during fabrication), and the uniformity of power 
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splitting by wavelength (±0.2 dB power variation across the C-band is typical). Both of 

these properties can be tuned at the point of fabrication. For use in an all-optical star 

network, minimum power variation between ports and with wavelength is ideal, so that 

each port can be considered identical. 

A fibre star coupler formed from a single fused bundle of fibres could lead to high levels 

of optical power at the centre of the star at the point where the optical power from all 

transmitters is combined, as in Figure 12a. High optical powers within fibre results in 

non-linear interactions due to the intensity dependent refractive index (or Kerr effect), 

such as self-phase modulation, cross-phase modulation and inter- and intra-channel 

four wave mixing [89]. All of these effects would degrade data transmission 

performance across the coupler.  

Assuming 10 dBm transmitted power per transmitter, 1000 x 10 dBm = 40 dBm at the 

centre of the star coupler, although assuming only 89 transmitters can be active 

simultaneously (one per C-band wavelength) and the rest are attenuated by 15 dB, this 

total power is reduced to 29.5 dBm. This is still excessively high, so to counteract this, 

a Banyan topology of couplers can be formed, which uses a connected network of 

smaller couplers to produce the same connectivity as a single large star, as in Figure 

12b [90]. Since input power is split by the small couplers at every stage of a Banyan 

topology, the total power at any coupler is not high enough to cause non-linear effects. 

For example, a topology using three layers of 10x10 couplers to reach 1000 ports in 

total would result in a total power of 20 dBm in the centre of each coupler, which should 

be tolerable without signal degradation or fibre damage. 

 

Figure 12a): A star coupler formed from the fusion of fibre tails at a single central 
point; b): a Banyan network formed from 2x2 fibre couplers which abstracts to a 
single non-blocking passive star; c): a Banyan network based on 3x3 couplers. 

In practical manufacturing terms, each coupler incurs additional power losses, through 

both splicing and excess loss. These losses are accumulated per coupler, regardless 

of the coupler split ratio. Therefore, if a higher split ratio coupler is used as a building 

block, the total system loss can be reduced. For example, using 3x3 couplers as a 

building block as shown in Figure 12c requires fewer couplers on each end-to-end path 

than an equivalent port count network built from 2x2 couplers. This in turn requires 

fewer splices, resulting in a lower total system loss.  
































































































































































































































































