
The Influence of Substorms on Extreme Rates of
Change of the Surface Horizontal Magnetic
Field in the United Kingdom
Mervyn P. Freeman1 , Colin Forsyth2 , and I. Jonathan Rae2

1British Antarctic Survey, Cambridge, UK, 2Mullard Space Science Laboratory, University College London, Dorking,
Surrey, UK

Abstract We investigate how statistical properties of the rate of change R of the surface horizontal
magnetic field in the United Kingdom differ during substorm expansion and recovery phases compared
with other times. R is calculated from 1‐min magnetic field data from three INTERMAGNET observatories
—Lerwick, Eskdalemuir, and Hartland and between 1996 and 2014—nearly two solar cycles. Substorm
expansion and recovery phases are identified from the SuperMAG Lower index using the Substorm Onsets
and Phases from Indices of the Electrojet method. The probability distribution of R is decomposed into
categories of whether during substorm expansion and recovery phases, in enhanced convection intervals, or
at other times. From this, we find that 54–56% of all extreme R values (defined as above the 99.97th
percentile) occur during substorm expansion or recovery phases. By similarly decomposing the magnetic
local time variation of the occurrence of large R values (>99th percentile), we deduce that 21–25% of
large R during substorm expansion and recovery phases are attributable to the Disturbance Polar (DP)1
magnetic perturbation caused by the substorm current wedge. This corresponds to 10–14% of all large R in
the entire data set. These results, together with asymptotic trends in occurrence probabilities, may
indicate the two‐cell DP2 magnetic perturbation caused by magnetospheric convection as the dominant
source of hazardous R > 600 nT/min that is potentially damaging to the U.K. National Grid. Thus, further
research is needed to understand and model DP2, its mesoscale turbulent structure, and substorm
feedbacks in order that GIC impact on the National Grid may be better understood and predicted.

1. Introduction

Electricity supply networks, such as the U.K.'s National Grid, can be adversely affected by geomagnetically
induced currents (GIC; e.g., Cannon et al., 2013; Erinmez et al., 2002; Love et al., 2018; Rodger et al., 2017;
Thomson et al., 2005). A GIC is driven in the conducting Earth (Thomson & Weaver, 1975) and grounded
electricity supply network (Lehtinen & Pirjola, 1985) by an electric field that is induced by temporal
variations in the surface magnetic field. These magnetic variations are caused by changes in electrical
currents flowing in the ionosphere and further out in space.

While the detailed properties of GICs will thus depend on the structure and interactions of the inducing
currents, ground conductivity, and network components (e.g., Beggan, 2015; Erinmez et al., 2002;
Thomson et al., 2005; Viljanen et al., 1999), a necessary condition for any potentially damaging GIC is a large
rate of change of the horizontal component of the surface magnetic field ∂H/∂t (Viljanen et al., 2001). As a
guide to what may constitute “potentially damaging” and “large,” Thomson et al. (2005) report that
sustained GICs above about 25 A are of potential concern to the U.K. National Grid engineers. And
Thomson et al. (2005) showed that measured GIC fluctuations transiently exceeding this level could be
reasonably reproduced from surface magnetic field data less than 100 km away in which ∂H/∂t from 1‐s data
reached about 10 nT/s or equivalently about 600 nT/min (if sustained).

Consequently, it is useful to assess the return periods of extreme ∂H/∂t (Nikitina et al., 2016; Thomson et al.,
2011) and to understand the physical sources of large ∂H/∂t with a view to their prediction. In general, the
strongest surface magnetic field perturbations occur during geomagnetic storms. (This is almost by
definition if storms are identified using indices such as aa, Ap, or Kp that are derived from the range of
surface magnetic field variations, although the conventional definition of a storm is based on the Dst index
which is not based on range; e.g., Love & Gannon, 2009, and references therein.) Geomagnetic storms are
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typically caused by corotating interaction regions or coronal mass ejections originating from the Sun
(Borovsky & Denton, 2006), whose arrival is potentially predictable from solar and interplanetary observa-
tions (e.g., Harrison et al., 2017; Zhao & Dryer, 2014). However, understanding and predicting consequent
surface magnetic field perturbations is challenging, even if the all‐important state of the interplanetary
magnetic field (IMF) is known. For example, in a study of how well first principles and empirical models
can reproduce 1‐min surface magnetic field variations during four storms (Pulkkinen et al., 2011), the
so‐called prediction efficiencies of the models were typically no better than assuming the average observed
perturbation over the storm rather than the model prediction. (The prediction efficiency is defined as the
ratio of the sum squared difference between the observed and modeled surface magnetic field over a storm
to the variance of the observed field.)

An important source of uncertainty in predicting surface magnetic field variations comes from the strong
and dynamic ionospheric currents generated by substorms. A substorm is a cycle of energy storage and
release within the magnetosphere that comprises three phases—growth, expansion, and recovery
(Akasofu, 1964; McPherron, 1970; McPherron et al., 1973): (1) The growth phase lasts ~1 hr during which
the IMF orientation is favorable (i.e., predominantly southward) for reconnection at the magnetopause to
be sustained. This creates open magnetic flux, which is advected into the magnetotail lobes. The lobe mag-
netic field strength and hence magnetic pressure increase, causing an increase of the total pressure in the
central plasma sheet (Forsyth et al., 2014). The associated increase in magnetotail energy and cross‐tail
current continues until some point of instability known as substorm onset (e.g., Kalmoni et al., 2015,
2017, 2018). (2) Following onset, the expansion phase lasts about 20 min during which the cross‐tail current
is diverted into the ionosphere to form a substorm current wedge (SCW), the aurora brightens, the magnetic
field relaxes toward a dipolar configuration, and closed and then open magnetic flux is reconnected forming
a plasmoid (Hones, 1979). The expansion phase releases magnetic energy (e.g., Coxon et al., 2018) through
Joule heating of the thermosphere (e.g., Tanskanen et al., 2002) and particle precipitation into it (e.g.,
Ostgaard et al., 2002), the enhancement of particle energy in the ring current (e.g., Sandhu et al., 2018),
and the ejection of the plasmoid downtail. (3) Finally, the recovery phase lasts 2–3 hr during which the
substorm currents decay and energy continues to be lost from the system by Joule heating and particle
precipitation into the atmosphere.

The substorm is imperfectly and inconsistently represented in first principles models (Gordeev et al., 2017),
which contributes to the aforementioned poor prediction of the surface magnetic field. Only limited
prediction of the timing and size of substorms has so far been possible. Substorms in corotating interaction
region‐ and coronal mass ejection‐driven storms tend to recur quasi‐periodically on a time scale of 2–4 hr
(Huang et al., 2004; Lee et al., 2006). In these cases, Morley et al. (2009) suggest some predictability of
individual onsets if not amplitudes. More generally, only the statistics of substorm recurrence and amplitude
have been successfully reproduced, rather than individual substorm onset times and sizes (Freeman &
Morley, 2004; Morley et al., 2007).

The general inability to predict individual substorms appears problematic to protecting electricity supply
networks because there is evidence that substorms influence ∂H/∂t and hence GICs: First, GIC occurrence
in Finland maximizes around midnight magnetic local time (MLT; Viljanen et al., 2001), which is where the
Disturbance Polar 1 (DP1) surface magnetic field perturbation associated with the SCW is concentrated (e.g.,
Shore et al., 2018). Second, DP1 is found to be the third greatest contributor to the total variance of the
surface magnetic field in winter, based on a decomposition of the surface magnetic field variation into a
set of empirical orthogonal functions (EOFs; analogous to Fourier decomposition; Shore et al., 2018). The
DP1 EOF and three other EOFs describing DP1 evolution can contribute about a fifth of the total variance
(Shore et al., 2017). Third, the time of the maximum ∂H/∂t observed between 20 min before substorm onset
to 60–90 min afterward peaks within a few minutes after the onset (Turnbull et al., 2009; Viljanen
et al., 2006).

However, ∂H/∂t can also be caused by other current sources, and these may be more predictable. From the
EOF analysis of Shore et al. (2018), we know the following: The leading contributor to the surface horizontal
magnetic field variance in any given month over a solar cycle is the DP2 magnetic disturbance (Nishida,
1968a, 1968b) associated with the global convection cycle (Dungey, 1961). DP2 is characterized by its two‐
cell spatial structure and its variable but near‐continuous presence. Typically, 20–50% of the DP2
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contribution is explained by the north‐south component of the IMF. In summer months, the second most
important contributor to monthly surface horizontal magnetic field variance is the single‐cell DPY
magnetic disturbance (Friis‐Christensen & Wilhjelm, 1975) that creates a dawn‐dusk asymmetry in DP2.
Typically, 25–65% of the DPY contribution is explained by the east‐west component of the IMF. In other
months, the second most important contributor describes the expansion and contraction of DP2
(Lockwood et al., 1990) and has been termed DP2EC by Shore et al. The DP2EC contribution is poorly
explained (<20% of its variance) by the IMF vector, as is DP1.

In summary, while substorms do appear to influence ∂H/∂t and GICs, it is unclear just how important the
DP1 magnetic disturbance caused by substorms is. Consequently, explicit comparisons are needed of the
relative likelihood of potentially hazardous ∂H/∂t during the substorm expansion and recovery phases com-
pared to other times and of the relative importance of DP1, DP2, and other sources. Here, we make these
comparisons by analyzing surface magnetic field variations in the United Kingdom over more than one solar
cycle. In section 2 we introduce the data sources and the general statistical methodology for analyzing them
and testing for substorm dependencies. In section 3 we present the results factually with minimal physical
interpretation. In section 4 we interpret the results in terms of the substorm and other physical influences
on large ∂H/∂t. In section 5 we summarize our main conclusions.

2. Method
2.1. Magnetometer Data

We analyze magnetometer data from the three INTERMAGNET observatories located in the United
Kingdom and operated by the British Geological Survey. The observatories are Lerwick (LER),
Eskdalemuir (ESK), and Hartland (HAD) at geographic and geomagnetic coordinates given in Table 1. As
shown in Figure 1, these magnetometers straddle the United Kingdom and the National Grid.

The time interval of the analysis is from 1996 to 2014 inclusive (hence, the choice of 2005 as the central year
for calculating the geomagnetic coordinates given in Table 1). This interval begins with the solar minimum

at the start of solar cycle 23 in 1996 (annual average sunspot numberS ¼ 12). It goes through solar maximum

around 2000 (S ¼ 174) to the very low and prolonged solar minimum around 2009 (S ¼ 5) at the start of solar

cycle 24. It then ends just after the weaker solar maximum around 2013 (S ¼ 94).

2.2. Rate of Change Estimation

We analyze the rate of change R of the horizontal surface magnetic field vectorH= (X,Y), where X and Y are
the geographic northward and eastward components

R ¼ δHj j
δt

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X t þ δtð Þ−X tð Þ½ �2 þ Y t þ δtð Þ−Y tð Þ½ �2

q

δt
(1)

That is, R is the absolute displacement of the vectorH per unit time between times t and t+δt (e.g., Viljanen
et al., 2001), rather than, for example, the rate of change of the vector magnitude dH/dt = d|H|/dt (Thomson
et al., 2011). Taking the directional change inH into account may be important because it can be very vari-
able (e.g., Viljanen et al., 2001) and the GICs produced in an electricity supply network depend on its relative
orientation to the inducing field (e.g., Beggan, 2015). For the INTERMAGNET data used here, δt = 1 min is

Table 1
Coordinates of the U.K. INTERMAGNET Observatories

Observatory
Geographic
latitude (°N)

Geographic
longitude (°E)

Corrected geomagnetic
latitude (°N)

Corrected geomagnetic
longitude (°E)

LER 60.138 358.817 58.0 80.7
ESK 55.314 356.794 52.6 77.0
HAD 50.995 355.516 47.5 74.5

Note. Corrected geomagnetic coordinates are given for the year 2005. LER = Lerwick; ESK = Eskdalemuir;
HAD = Hartland.
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the separation in time between samples and each sample is a 1‐min average centered on the universal time
coordinated (UTC) minute (e.g., t = 01:39:00 UTC is the average between 01:38:30 UTC and 01:39:29 UTC).
We will use the variable R for the measure defined using equation (1) and 1‐min INTERMAGNET data and
reserve ∂H/∂t as the abbreviation for the rate of change of the horizontal component of the surface magnetic
field vector in general.

2.3. Probability Density Estimation

A statistical distribution is defined by its probability density (or probability per unit range of R), which can be
estimated by

pi Rð Þ ¼ ni
NΔ

(2)

where ni is the number of samples in the ith bin (i = 1,2,3,…), N is the total number of samples, and Δ is the
width of the bin. Since, as we shall see, the probability density function (PDF) has a heavy tail (i.e., tends to
zero slower than an exponential), we shall use nonuniform bins that are monotonically increasing in width.
This is because a given constant bin width would be either too small in the tail or too large in the bulk of the
distribution to adequately estimate the PDF. In the former case, it is difficult to assess the shape of the tail

Figure 1. Amap of the United Kingdom and Ireland, and part of France, showing the Lerwick (LER), Eskdalemuir (ESK),
and Hartland (HAD) magnetic observatories (magenta triangles) with respect to the high‐voltage transmission lines
(in blue, red, and green) of the U.K. National Grid.
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because many bins have zero or few counts and hence relatively large statistical uncertainty. In the latter
case, only a few bins would cover the bulk of the distribution.

In what follows, we shall use bins that are algebraically increasing in width and hence evenly spaced in logR.
That is, we count the frequency ni of log10R in evenly spaced bins with centers at log10Rc = log10(Rmin)
+(i − 1/2)log10(w), where i = 1,2, … ,Nbin − 1 is the index of the bin, Rmin is the left‐hand edge of the first
bin, and log10(w) is the bin width in logR space. The magnetometer measurements have an amplitude reso-

lution of 0.1 nT in each cardinal direction (St‐Louis, 2012), and so |δH| is quantized in units of 0:1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j2 þ k2

p

where j,k ∈ {0,1,2,…}. Thus, we choose values of Rmin = 0.09 nT and w = 1.4 to ensure that at least one
quantized value lies in each of the bins. In this case, the bin centers are at Rc = 0.09(1.4)(i − 1/2) nT/min
and the bin width Δ = 0.036(1.4)(i − 1) nT/min. We also choose Nbin = 28 to encompass all nonzero values
of R at the three observatories for 1996–2014; the maximum measured value being R = 710 nT/min at
LER at 21:19 UTC on 30 October 2003.

Lastly, samples where R is less than the 0.1‐nT quantization value are all recorded in the INTERMAGNET
data set as R = 0 and hence logR → − ∞. Consequently, we define a bin i = 0 between zero and Rmin and
centered at Rmin/2 with probability density

p0 Rð Þ ¼ n0
NRmin

(3)

In this way, these R values are properly included in the PDF even though their values are not
precisely known.

Error bars on the PDF value for each bin are estimated for a given confidence interval, defined as the propor-
tion of times that the experimental result would be within the corresponding error bars if the experiment
were repeated many times. Following Gehrels (1986), the observed frequency in a given bin ni is indepen-
dently and identically distributed according to a Poisson distribution. This tends to a normal distribution
for sufficiently large ni, in which case the 68.27% confidence interval corresponds to ±1 standard deviation
and the error bars are the familiar±

ffiffiffiffi
ni

p
(to within a few percent for ni > 100). However, for smaller frequen-

cies the error bars deviate from this approximation and are asymmetric. Thus, we calculate error bars for the
68.27% confidence interval assuming the general Poisson distribution using the tabulated values provided by
Gehrels (1986).

2.4. Substorm Phase Identification

The aim of this paper is to investigate how the statistical distribution of R is affected by substorm phase and
in particular to ask whether the most extreme R associated with potentially damaging GIC preferentially
occurs in the expansion and recovery phases following substorm onset. The phases have been identified
using the Substorm Onsets and Phases from Indices of the Electrojet (SOPHIE) technique devised by
Forsyth et al. (2015). Briefly, the technique estimates the time derivative of the 30‐min low‐pass filtered
SuperMAG Lower index (SML; Gjerloev, 2012) and then separately finds the percentiles of the positive
derivative and of the magnitude of the negative derivative. A negative derivative whose magnitude is above
a given expansion phase threshold percentile (EPT) is deemed to be in an expansion phase and a positive
derivative above a given recovery phase threshold percentile is within a recovery phase. Any other time is
identified as being within a “possible growth phase.” Resulting short phases (typically less than 30 min) that
occur apparently out of order in the expected growth‐expansion‐recovery phase sequence are then
reclassified as one of the surrounding phases. This algorithm is then repeated for the same EPT but varying
recovery phase threshold percentile until the number of expansion and recovery phases are most similar.
After this, the start of each expansion phase is adjusted using the time derivative of the unfiltered SML.

EPT is thus a free parameter. Decreasing EPT will increase the number of intervals identified as expansion
phases (and similarly recovery phases). In this study we use EPT = 90%, which identifies most substorm
onsets (see section 4.1) and provides a conservative estimate of the amount of time spent in the expansion
and recovery phases (4.1% and 9.3%, respectively). We choose to be conservative because if we find (as we
indeed do below) that instances of large R dominantly occur during the expansion and recovery phases, then
this result will also stand (and even more dominantly) if EPT was reduced.
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In the SOPHIEmethod, expansion and recovery phases are additionally subdivided into two classes based on
the typical rate of change of SML over the expansion phase compared to that of the SuperMAG Upper index
(SMU). Denoting dX as the 1‐min change in X, then a test is made of whether either the mean or median of
|dSML|/|dSMU| over the expansion phase is less than 2. If the test result is true, then the expansion phase
and subsequent recovery phase identified by SOPHIE are reclassified as an enhanced convection interval
instead. Physically, this is interpreted as an implied relatively symmetric enhancement of the eastward
and westward auroral electrojets that is indicative of an enhancement of DP2 rather than DP1. In this case,
enhanced convection intervals are not substorms, and so we will consider them here as separate from the
other expansion and recovery phases. (The percentages given in the previous paragraph assume this.)

In summary, using the SOPHIE method, we divide all R values into four categories according to whether
they occur during the expansion phase, recovery phase, enhanced convection interval, or possible growth
phase. Henceforth, we will use “other times” rather than possible growth phase because growth phase typi-
cally implies an interval of increasing magnetotail magnetic flux and it is unclear that this is always so in the
possible growth phase category, for example, at very quiet times and/or many hours before a substorm onset.

2.5. Definition of Large, Extreme, and Hazardous Rates of Change

Finally, as mentioned above, we are most interested in the dependence on substorm phase of values of R that
are potentially hazardous to the National Grid. In section 1, we suggested that this may correspond to sus-
tained ∂H/∂t > 10 nT/s. Thus, here, we shall define hazardous R as values exceeding 600 nT/min, recogniz-
ing that this is only a rough guide. In our 19‐year magnetometer data set, R exceeded 600 nT/min on only 4,
2, and 0 occasions at LER, ESK, and HAD, respectively, during 1996 to 2014; the exceedances being on either
29 or 30 October 2013 during the so‐called “Halloween” storm (e.g., Thomson et al., 2005). So hazardous R is
too rare to statistically conclude any substorm dependence from these samples alone. Yet hazardous R is suf-
ficiently frequent to be relevant to electricity infrastructure management and planning; an extreme value
analysis (Thomson et al., 2011) estimates the return period of a 600‐nT/min value to be 10–30 years at ESK.

Consequently, we shall examine how the probability of R depends on substorm phase over a sufficient range
of the tail of the probability distribution that any identified dependence may reasonably be extrapolated
beyond the observed limit. In this context, we shall follow Thomson et al. (2011) and use the term extreme
R for values of R exceeding the quantile E corresponding to the 99.97th percentile. This is because, in
extreme value theory, the asymptotic distribution of the tail of a wide range of distributions tends to the gen-
eralized Pareto distribution F(x) = 1 − (1+Kx/σ)−1/K, where the exceedance x = R − E > 0 and K and σ are
the shape and scale parameters, respectively. Thomson et al. (2011) found that this tendency occurred at the
99.97th percentile of R at ESK and most other European INTERMAGNET observatories that they studied.
Hence, this percentile defines extreme values in this sense. The value of R at the 99.97th percentile is
E = 66 nT/min for LER, 41 nT/min for ESK, and 20 nT/min for HAD.

We shall also use the term large R for values above the 99th percentile, corresponding to 8.5 nT/min for LER,
6.8 nT/min for ESK, and 4.2 nT/min for HAD.

3. Results
3.1. Variation of Large and Extreme R With Time

In order to set the following substorm dependence results in context, Figure 2 summarizes the occurrence of
large and extreme R in each Carrington rotation (CR) over our study interval 1996–2014 for (a) LER, (b) ESK,
and (c) HAD. For reference, the first rotation shown is CR 1905, which starts at 01:25 UTC on 17 January
1996, and the last is CR 2157, which ends at 14:35 UTC on 8 December 2014. The vertical guidelines show
the times of the solar maxima (dashed) in solar cycle 23 and solar cycle 24 and the intervening solar mini-
mum (dotted). These were defined from the monthly mean sunspot number whose maxima occurred in
July 2000 (CR 1964–1965) and February 2014 (CR 2146–2147) and the minimum occurred in August 2009
(CR 2086–2087).

The top row of Figure 2 shows the CR probability and 68.27% confidence interval error bars. The CR prob-
ability is the probability of occurrence of a large R (blue) and extreme R (orange) value in a given rotation.
Also shown is a 13‐rotation running mean of this probability for large R (black), corresponding to an
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approximately annual smoothing. There is considerable rotation‐to‐rotation variation but with a clear solar
cycle modulation, peaking in the declining phase after solar cycle 23 maximum.

The bottom row of Figure 2 shows the corresponding cumulative probability of large R (blue) and extreme R
(orange) lying in each CR, from which it can be more readily seen that the vast majority of extreme R (81%,
90%, and 86% for LER, ESK, and HAD, respectively) occur between solar cycle 23 maximum and the follow-
ing minimum. The majority of large R occur over this interval too (67%, 67%, and 66% for LER, ESK, and
HAD, respectively). Also evident is a rapid jump in the cumulative probability at all three stations in CR
2009 between 13:03 UT, 23 October 2003 and 20:20 UT, 19 November 2003. This rotation includes the
Halloween storm and contains 26%, 33%, and 28% of all the extreme R values at LER, ESK, and HAD, respec-
tively (and an additional ~7–8% in the next rotation at ESK andHAD). The probabilities for rotation 2009 are
in fact off scale in the probability plots (Figure 2 top row). However, the Halloween storm is not such a domi-
nant contributor to large R (5% at all three stations).

3.2. Parent Distribution

Figure 3 shows the PDFs of R for LER (black), ESK (orange), and HAD (blue) for the interval 1996–2014
inclusive in which only 81, 11, and 4 samples, respectively, were missing out of the 9,993,599 maximum
possible. Using the same station color coding, the vertical guidelines show, from left to right, the 90th
percentiles (dotted), the 99th percentiles (dashed) that we have used to define large R, and the 99.97th
percentiles (long dashed) defining extreme R. The distribution tail above about the 90th percentile falls off
rapidly (roughly ~R−3 at ESK) and increasingly so with decreasing CGM latitude as is evident from the
divergence of the PDF tail with increasing R at the three stations.

Figure 2. Occurrence of large and extreme R in each Carrington rotation (CR) over years 1996–2014 for (a) LER, (b) ESK, and (c) HAD. Top row shows
the CR probability—the probability of occurrence of large R (blue) and extreme R (orange) in a given rotation,and a 13‐rotation running mean of the large
R probability (black). The lower horizontal axis is the year and the upper axis is the CR number. Bottom row shows the corresponding cumulative probabilities with
the same horizontal axes. For reference, the first rotation shown is CR 1905, which starts at 01:25 UTC on 17 January 1996, and the last is CR 2157, which ends
at 14:35 UTC on 8 December 2014. The vertical dashed guidelines show the times of the solar maxima (dashed lines) in solar cycle 23 and solar cycle 24 and
the intervening solar minimum (dotted line), defined from the monthly mean sunspot number.
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3.3. Substorm Phase Distributions

The top row of Figure 4 presents again the PDFs of all R values for (a) LER,
(b) ESK, and (c) HAD for the interval 1996–2014 inclusive, in a similar
format to Figure 3. These total PDFs are shown in black. For each panel,
superposed are the partial PDFs for R values identified to occur in the
substorm expansion phase (sky blue), recovery phase (purple), enhanced
convection interval (green), and at other times (i.e., the so‐called possible
growth phase; orange). That is, for each station, the sum of these four
PDFs gives the total PDF. For all three stations, extreme R values (i.e.,
above the 99.97th percentile—long dashed vertical guideline) occur more
often in the expansion and recovery phases than at other times and also
more often in enhanced convection intervals than at other times.

To show this more clearly, and to quantify how much more often, the
lower panels of Figure 4 show the percentage proportion of all R values
in each bin that occur in the expansion phase (sky blue), recovery phase
(purple), enhanced convection interval (green), at other times (thick
orange), and in the expansion and recovery phases combined (thick blue).
Proportions based on frequencies less than 25 are not joined by a contin-
uous curve as these will have significant uncertainties (>20%). It can be
seen that the proportion of R values occurring in the expansion and recov-
ery phases, as well as during enhanced convection intervals, increases as R
increases, while consequently the proportion during other times decreases
with increasing R. Comparing the two thick curves, R values at the
extreme threshold (i.e., 99.97th percentile) are twice as likely to occur in
expansion and recovery phases combined than at other times at HAD
and five times more likely at LER.

Values of R at both the large and extreme thresholds (i.e., dashed and long dashed vertical guidelines) occur
about half the time in the combined expansion and recovery phases. Integrating the PDF above the large
threshold, we find that 55% of large R at LER occur during the substorm expansion and recovery phases
combined, compared with 19% during enhanced convection intervals and 27% other times. For ESK these
percentages are 49%, 16%, and 35%, respectively, and at HAD they are 49%, 15%, and 36%. Similarly, we find
that 56% of extreme R at LER occur during the substorm expansion and recovery phases combined,
compared with 32% during enhanced convection intervals and 12% other times. For ESK these percentages
are 54%, 32%, and 14%, respectively, and at HAD they are 54%, 30%, and 16%. Note that the substorm‐related
percentages are likely to be an underestimate because of the conservative expansion phase threshold,
EPT = 90, that we have used in the SOPHIE technique.

The preponderance of large and extreme R values during the expansion and recovery phases combined is
despite the fact that these phases account for a minority of all data (13.4%). Thus, in Figure 5 we present
the R occurrence in a different way: Rather than the partial PDFs considered in Figure 4, the top row of
Figure 5 now compares the PDFs calculated for each phase separately, that is, normalized by the number
of samples in each phase rather than by the total number of samples. This then is the probability density
of R given a particular phase. As before, the PDF for all R values is shown in black. Above the 90th percentile
(dotted vertical guideline), we see that R values are more likely than this overall PDF in the expansion phase
(sky blue), recovery phase (purple), and enhanced convection (green) and less likely during other
times (orange).

In the respective lower panels of Figure 5 are then shown the ratios of the PDF in the expansion phase (sky
blue), recovery phase (purple), enhanced convection (green), and other times (orange) with respect to the
overall PDF. Similar to Figure 4, ratios based on frequencies less than 25 are not joined by a continuous curve
to indicate their relatively large uncertainty. For large R above the 99th percentile (dashed vertical guide-
line), R values in the expansion phase are about five times more likely to occur than overall and about three
times more likely in the recovery phase. Also shown are the ratios of the PDF in the expansion and recovery
phases combined (thick blue) and in enhanced convection intervals (thick green) with respect to the PDF at

Figure 3. The PDFs of R for the LER (black), ESK (orange), and HAD (blue)
magnetic observatories for the interval 1996–2014 inclusive. Using the
same station color coding, the vertical guidelines show, from left to right, the
90 (dotted), 99 (dashed), and 99.97 (long dashed) percentiles of each
distribution. (The 90th percentile at LER is hidden because it is virtually the
same as at ESK.) PDF = probability density function; LER = Lerwick;
ESK = Eskdalemuir; HAD = Hartland.
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other times. This shows that at the 99th percentile, R values in the expansion and recovery phases combined
are 8–10 times more likely to occur than during other times (depending on station), and this increases to at
least 10–30 timesmore likely for extreme R above the 99.97th percentile (long dashed vertical guideline). The
PDF ratios for enhanced convection intervals are even higher, with extreme R being over 10 times more
likely than overall and over 100 times more likely than at other times.

3.4. MLT Variation

Lastly, we analyze how the occurrence of large R varies with MLT. The top row of Figure 6 shows the prob-
ability of R being above the 99th percentile as a function of MLT for (a) LER, (b) ESK, and (c) HAD. As
before, we show the probability for all values in the sample (black) and for the subsets in the expansion phase
(sky blue), recovery phase (purple), enhanced convection (green), at other times (orange), and in the expan-
sion and recovery phases combined (blue).

For LER it is evident that the probability of large R (black) has a broad peak between 19 and 01MLT and that
this mainly arises from an increased probability of large R centered on 22 MLT during the expansion and
recovery phases combined (blue). In contrast, the probability of large R (black) at both ESK and HAD has
two peaks—one at 8 MLT and another more complicated one at 16 MLT or later. This MLT structure arises
mainly from that of the expansion and recovery phases combined (blue) which peaks near 8 MLT and pre-
midnight, but it is also influenced by the MLT variation of large R at other times (orange). The probability of
large R during enhanced convection (green) is relatively minor and varies more smoothly than the other
phases but once again seems more similar at ESK and HAD than at LER in the sense that it peaks around
24 MLT at LER but premidnight at ESK and HAD.

Figure 4. (a–c) Top row: The partial PDFs of R for the LER, ESK, and HADmagnetic observatories for the interval 1996–2014 inclusive from the expansion phase
(sky blue), recovery phase (purple), enhanced convection (green), other times (orange), and overall (black). Bottom row: The proportion of the overall PDF at
each value of R contributed by the expansion phase (sky blue), recovery phase (purple), enhanced convection (green), other times (thick orange), and by the
expansion and recovery phases combined (thick blue). The vertical guidelines in each of the panels show, from left to right, the 90 (dotted), 99 (dashed), and 99.97
(long dashed) percentiles of the total distribution. PDF = probability density function; LER = Lerwick; ESK = Eskdalemuir; HAD = Hartland.
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Comparing the probability of large R during the expansion and recovery phases combined (blue) with that at
other times (orange), we see that they are quite similar at ESK and HAD between 6 and 15 MLT. This sug-
gests that the effect on large R following substorm onset is mainly an enhancement in occurrence on the
nightside at these two stations, which seems reasonable given the known formation of the SCW and asso-
ciated DP1 magnetic disturbance. In fact, a nightside enhancement in the probability of large R is seen at
all three stations following onset in the sense that the probability variation with MLT during the expansion
and recovery phases combined diverges from that at other times in the premidnight sector.

To clarify and evaluate this, in the lower panels we decompose the probability during the expansion and
recovery phases combined (blue) into two components. The first component (orange) is simply proportional
to the probability at other times, scaled by the ratio of the probability during the expansion and recovery
phases combined to the probability at other times averaged between 6 and 15 MLT. These ratios are found
to be 1.52 at LER and 1.09 at ESK and HAD. The other component (dark orange) is the residual, which is
mostly concentrated in the 17–24 MLT sector. Summing each probability variation over all MLT, we find
that at LER the 55% of all large R occurring during the expansion and recovery phases combined (cf. the dis-
cussion of Figure 4 in section 3.3) is composed of 41% with the sameMLT variation as during other times and
14% which varies differently and peaks premidnight (i.e., the residual). At ESK these percentages are 49%,
38%, and 11%, respectively, and at HAD they are 49%, 39%, and 10%. Or put another way, the residual
accounts for 25% at LER (i.e., =14%/55%), 23% at ESK, and 21% at HAD of large R occurring during the
expansion and recovery phases combined.

Figure 5. (a–c) Top row: The PDFs of R for the LER, ESK, and HADmagnetic observatories for the interval 1996–2014 inclusive for the expansion phase (sky blue),
recovery phase (purple), enhanced convection (green), other times (orange), and overall (black). Bottom row: The ratio of the PDF at each value of R from the
expansion phase (sky blue), recovery phase (purple), enhanced convection (green), and other times (orange) to the overall PDF. Also shown is the ratio of the PDF of
R from the expansion and recovery phases combined to that from other times (thick blue) and from enhanced convection intervals to that from other times
(thick green). For these latter two ratios, the dashed and dotted slanted lines respectively show possible asymptotic trends, derived from best fit power laws between
large and extreme R. The vertical guidelines in each of these three panels show, from left to right, the 90 (dotted), 99 (dashed), and 99.97 (long dashed) percentiles of
the total distribution. PDF = probability density function; LER = Lerwick; ESK = Eskdalemuir; HAD = Hartland.
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4. Discussion

We have analyzed the statistics of the rate of change R of the horizontal component of the surface magnetic
field at three U.K. locations and whether and how this is influenced by the substorm. The motivation for the
study is to understand the potential role of the substorm in causing hazardous GIC, specifically in respect to
the U.K.'s National Grid. Hazardous GIC have been associated with ∂H/∂t of hundreds of nanoTesla per
minute which are so rare that, even with the 19 years of data used here, the sample size is too small to draw
conclusions on influencing factors. For example, only four values of R exceed 600 nT/min at LER, two values
at ESK, and none at HAD. Consequently, our analyses have focused on the statistical properties of large and
extreme R, which we define as above the 99th and 99.97th percentiles, respectively, in order to identify likely
physical sources and asymptotic behaviors.

4.1. Sources of Large and Extreme R
4.1.1. Substorm
We have provided the first quantitative evidence that large and extreme R in the United Kingdom mostly
occur during substorm expansion and recovery phases, compared to enhanced convection intervals and
other times (see section 3.3). Even though substorm expansion and recovery phases accounted for just
13.4% of our data set, we have found (Figure 4) that about half of all large and extreme R occur during these
times. Specifically, depending on the magnetometer station, 49–55% of all large R and 54–56% of extreme
R occur during substorm expansion and recovery phases.

Referring to Figure 4, this proportion appears to increase rapidly up to the large R threshold but then not to
increase much more up to the extreme R threshold. Beyond this, statistical uncertainties are too large to be
sure of the asymptotic tendency. Instead, we note that as R increases from large to extreme, the proportion of
R during enhanced convection intervals increases from 15–19% (depending on station) to 30–32%, while the
proportion during other times decreases from 27–36% to 12–16%. Thus, it is possible that enhanced

Figure 6. (a–c) Top row: The probability of R exceeding the 99th percentile for the LER, ESK, and HADmagnetic observatories for the interval 1996–2014 inclusive
as a function of magnetic local time (MLT) during the expansion phase (sky blue), recovery phase (purple), expansion and recovery phases combined (blue),
enhanced convection (green), other times (orange), and overall (black). Bottom row: Decomposition of the probability during the expansion and recovery phases
combined (blue) into two components. The first component (orange) is proportional to the probability at other times, scaled by ratios 1.52 at LER and 1.09 at ESK
and HAD. The other component (dark orange) is the residual. LER = Lerwick; ESK = Eskdalemuir; HAD = Hartland; MLT = magnetic local time.
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convection intervals become an increasingly important source as R gets even more extreme, potentially riv-
alling the substorm.Whether this is so is an important focus for future study, not least because substorms are
currently unpredictable whereas enhanced convection is probably more predictable.

When normalized by the duration of the different data subsets (Figure 5), it is clear that large and extreme R
is much more likely to occur when in the substorm expansion and recovery phases or during enhanced con-
vection intervals than at other times. R at the 99th percentile is 8–10 times more likely to occur when in the
substorm expansion and recovery phases than at other times, increasing to 15–30 times more likely for R at
the 99.97th percentile. These ratios are even higher during enhanced convection intervals, though it must be
remembered that these intervals relatively rare (comprising 1.7% of the total data set) compared with sub-
storm expansion and recovery phases (13.4% combined).

Comparing large R occurrence between the expansion and recovery phases, we find that large R is around
50%more likely in the expansion phase (Figure 5) but overall about 50%more numerous during the recovery
phase (Figure 4) because over twice the time is spent in the recovery phase. This is consistent with the ana-
lyses of Turnbull et al. (2009) and Viljanen et al. (2006) who showed that the maximum ∂H/∂t within an
interval from just before substorm onset to 60–90 min afterward preferentially occurs within about 10 min
after onset (during the expansion phase) but can occur at any time within the 60‐90 min after substorm onset
(which would include both the expansion and the longer recovery phase). Importantly, we have now
extended their studies to compare this postonset occurrence to that at other times.

As noted in section 2, the numbers given above for the substorm contribution to large and extreme R occur-
rence are expected to be lower bounds because we have chosen a conservative value of the free parameter
EPT that defines the expansion phase in the SOPHIE method. Consequently, some large R instances may
have been wrongly identified to occur at other times rather than during the expansion and recovery phases.
Specifically, we chose EPT = 90 rather than the recommended EPT= 75 (Forsyth et al., 2015). Besides being
conservative, another rationale for this choice is that decreasing EPT increases the number of intervals iden-
tified as expansion phases (from an average of 1,255 per year for EPT = 90 to 2,417 for EPT = 75 to 3,503 for
EPT = 50) but does not monotonically change the number of expansion phase onsets preceded by a possible
growth phase (1,004 per year for EPT = 90 to 1,384 for EPT = 75 to 982 for EPT = 50). It seems reasonable to
suppose that expansion phases preceded by a possible growth phase are classical substorm onsets, whereas
the remaining expansion phases preceded by a recovery phase are postonset intensifications of |SML|.
Consequently, with this interpretation, choosing EPT = 90 rather than a lower value preferentially selects
substorm expansion phases (i.e., following a possible growth phase) and minimizes other intensification‐
related expansion phases (i.e., following a recovery phase). The resulting average of 1,255 expansion phases
per year (or 1,004 postgrowth expansion phases per year) between 1996 and 2014 is similar to other estimates
of the annual number of substorm onsets, such as the study of Chu et al. (2015) which we estimate finds an
average of about 1,300 onsets per year over nearly the same interval (1996–2012). Thus, we believe that our
choice of EPT = 90 is preferable for identifying the influence on R of the substorm as it is classically defined.
In any event, we reiterate that our conservative choice provides at worst a lower bound for the effects of the
substorm on large and extreme R occurrence.

As an aside, we can also infer that the substorm expansion phase onsets must typically be more rapid
changes in |SML| than postonset intensifications because their occurrence is relatively insensitive to
varying EPT.
4.1.2. Substorm DP1
Additional evidence for a substorm source was provided in section 3.4 by the analysis of the probability of
large R with MLT. In Figure 6 we showed that the overall variation at LER varies fairly smoothly from a
minimum at noon MLT to a maximum at 20–24 MLT, whereas at ESK and HAD it is a minimum near 3
MLT and has peaks at 8 MLT and at 16 or 19 MLT, respectively. By comparison, Juusola et al. (2015) report
an MLT variation for the same percentile of ∂H/∂t, which has a broad minimum at 11–16 MLT and peaks at
about 5 and 22 MLT. Their data came mostly from higher latitudes (>63° CGM latitude) and so these
differences in MLT variation likely reflect how the relative contributions to large ∂H/∂t from different
current systems change with latitude.

To investigate this, we noted that for all three U.K. observatories the probability of large R during the sub-
storm expansion and recovery phases is enhanced with respect to that at other times in the nightside. This
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led us to demonstrate that theMLT variation of the probability of large R during the substorm expansion and
recovery phases could be decomposed into a component with the same MLT variation as during other times
and another component which varies differently with MLT and peaks premidnight. This latter component
thus only occurs during the expansion and recovery phases and has an MLT extent between about 16 and
05 MLT that is similar to that of the DP1 magnetic perturbation of the SCW electrojet (e.g., Shore et al.,
2018). These facts give us little doubt that this component of large R is attributable to large and rapid fluctua-
tions in DP1. It has been suggested that during intense geomagnetic storms the SCW moves to later MLT
(Ohtani et al., 2018), but lack of data precludes us from reliably extending our statistical MLT analysis to
extreme R.

We found that this DP1 component contributes 14% of all large R at LER, 11% at ESK, and 10% at HAD. As a
percentage of large R occurrence during the substorm expansion and recovery phases alone, the
DP1 component contributes 25% at LER, 23% at ESK, and 21% at HAD. Given that DP1 is a defining feature
of the substorm, it is perhaps surprising that only a small minority of large R are directly attributable to DP1.
4.1.3. DP2
The remaining 75–79% of large R perturbations during the expansion and recovery phases are distributed
over all MLT and have the same MLT variation as during other times but are more likely to occur than dur-
ing other times (excluding enhanced convection intervals; see section 3.3). This indicates that the current
source of these large R is (a) large scale, (b) ubiquitous, but (c) enhanced during the expansion and recovery
phases with respect to other times. The magnetosphere‐ionosphere current system associated with the DP2
perturbation of the surface magnetic field is consistent with these properties:

(a) DP2 is large scale, comprising a surface magnetic field perturbation over the entire high‐latitude iono-
sphere (Shore et al., 2017, 2018). However, DP2 H is strongest in the auroral oval and peaks around 3
and 17 MLT, which is different to the occurrence of non‐DP1 large R seen in the lower panels of
Figure 6: At LER, this is a maximum at midnight MLT and minimum at noon MLT, and at ESK and
HAD it peaks at 8 and 16 MLT and is a minimum near 3 MLT. Such an inconsistency could be because
the directional distribution of ∂H/∂t is known to be more scattered than that ofH due to mesoscale fluc-
tuations in the ionosphere (Viljanen et al., 2001). In this case, a local correspondence betweenH caused
by DP2 and R caused by mesoscale fluctuation of DP2 would not be expected. Instead, we would expect
the magnitude of R to be proportional to the global strength of DP2 because the mesoscale fluctuations
are thought to arise from a turbulent cascade of the global‐scale eddies of the two‐cell ionospheric con-
vection associated with DP2 (Abel et al., 2006, 2007, 2009). The magnitude of R would also be expected
to decrease with increasing latitudinal distance from the DP2 electrojets, in which the mesoscale fluc-
tuations are concentrated. This would explain the MLT variation of the probability of large R at LER,
which, being a typically subauroral station, is closest to the auroral oval at midnight MLT and furthest
away at noon MLT because the oval is tilted by several degrees antisunward (Holzworth &Meng, 1975).
In fact, at high geomagnetic disturbance level, Kp = 8, it is estimated (Carbary, 2005) that LER varies
from well inside the auroral oval at midnight MLT (i.e., 5.9° poleward of its equatorward edge) to just
outside it (i.e., 1.5° equatorward) at 14 MLT (noon MLT data are not available). By comparison, ESK
varies from 0.5° inside to 6.9° outside and HAD varies from 4.6° to 12° outside.

(b) DP2, and hence themesoscale turbulence within it, is sustained by the trans‐polar voltage created by the
motional electric field of the solar wind across open magnetic field lines which are ever present (e.g.,
Lockwood et al., 1990). Furthermore, DP2 is known to always be the largest contributor to monthly var-
iance of the surface magnetic field (Shore et al., 2018), and so DP2 turbulence could cause large R at
any time.

(c) DP2 is stronger during the substorm expansion and recovery phases than at other times because (i) the
transpolar voltage is positively correlated with southward IMF (e.g., Haaland et al., 2007; Reiff et al.,
1981) and southward IMF is also a necessary condition for substorm onset (e.g., Freeman & Morley,
2009) and (ii) substorms generally enhance ionospheric conductivity during the expansion and recovery
phases (Aksnes et al., 2002; Gjerloev &Hoffman, 2000a, 2000b) producing stronger ionospheric currents
and hence R for a given voltage.

In summary, non‐DP1 large R during the substorm expansion and recovery phases could be caused by
mesoscale fluctuations of DP2 (despite DP2 H having a different MLT variation). Note also that enhanced
convection intervals are defined by rapidly and approximately equally increasing eastward and westward
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electrojet strengths, consistent with strong DP2 (see section 2.4). Thus, the above arguments may then
similarly explain the importance of enhanced convection intervals to the occurrence of large and extreme
R (Figures 4 and 5).
4.1.4. Sudden Commencement
Another possible source of non‐DP1 large R is from Sudden Impulses and Sudden Storm Commencements,
collectively known as geomagnetic Sudden Commencements (SC) (Fiori et al., 2014). These are caused by
compression of the magnetosphere when an interplanetary shock passes the Earth. Consequently, like
DP2, SC are large scale and can occur both during substorms and at other times. At the Earth's surface,
an SC comprises two components—DL and DP, giving rise to a complicated variation with latitude and
MLT of the surface H signature (Araki, 1994), and consequently of R (Carter et al., 2016; Fiori et al., 2014).

DL is the purely compressional perturbation of the surface magnetic field caused by the enhancement of the
magnetopause current confining the compressed magnetosphere. Theoretically and observationally, the
compressional perturbation for a given solar wind dynamic pressure change is highest at noon MLT and
decreases toward midnight MLT (Kokubun, 1983; Russell et al., 1992). This may partly explain the higher
probability of large R during daytime MLT at ESK and HAD (but not the opposite tendency at LER that
we have associated with latitudinal proximity to the auroral zone currents; see 4.1.3 above). However, DL
is only expected to be dominant between 15° and 30° CGM latitude during northward IMF (Russell
et al., 1992).

Otherwise, the DP component is important. This is caused by coupling of the magnetospheric compression
to shear Alfvén waves and field‐aligned resonances (Farrugia et al., 1989; Lysak & Lee, 1992; Southwood &
Kivelson, 1990), causing so‐called travelling convection vortices (TCV; Friis‐Christensen et al., 1988) that
propagate away westward and eastward from noon MLT and whose strength maximizes around 9 MLT
(Moretto et al., 1997). In contrast to the purely compressional SC, the strength of the TCV‐associated
localized surface magnetic field perturbations will be influenced by ionospheric conductivity from a combi-
nation of both solar illumination and particle precipitation (Hartinger et al., 2017). Thus, the DP component
might contribute to the dayside enhancement in large R seen at ESK and HAD and possibly the peaks at 8
and 16 MLT that are symmetric about the origin of TCV propagation at noon MLT. As with DP2, the depen-
dence on conductivity could contribute to the greater probability of large R during the substorm expansion
and recovery phases compared with other times.
4.1.5. Storm Time Pc5 Waves
Another possible Alfvén wave source of large R is Pc5 pulsations caused by the Kelvin‐Helmholtz instability
and overreflection of waveguidemodes at the magnetopause (e.g., Mann et al., 1999; and references therein).
This is associated with dawnside, and sometimes also duskside, peaks in wave power which might be asso-
ciated with the 8 and 16 MLT peaks in large R. Such pulsations are not usually considered as a GIC source.
However, a 4‐min period Pc5 wave of amplitude A nT would correspond to R ~ A nT/min and so waves
exceeding the large R threshold of say 6.8 nT/min at ESK would not be exceptional. Furthermore, Pc5 power
increases with solar wind speed (Mathie & Mann, 2001) and so by extrapolation it is conceivable that Pc5
waves could become of sufficiently large amplitude to produce extreme R during say magnetic storms caused
by high‐speed solar wind streams. Indeed, a study by Marin et al. (2014) has shown that at midlatitude and
auroral zone magnetometers during the recovery phase of the Halloween magnetic storm high wave powers
occurred in both the morning and afternoon MLT with rates of change corresponding to R ~ 100 nT/min,
above the extreme R threshold in the United Kingdom.

In summary, we suggest that while large and extreme R are most prevalent during the substorm and
expansion phases, they are caused by various physical sources besides the SCW. The separation and relative
importance of these will be investigated further in future studies.

4.2. Implications for the National Grid

As mentioned earlier, the purpose of this study is to understand the possible factors influencing relatively
common large R and extreme R in the United Kingdom in order to extrapolate to the rare hazardous R
(>600 nT/min) that may adversely affect the U.K.'s National Grid.

From a simple overall risk assessment point of view, just over half of all instances of extreme R in the
United Kingdom occurred during the substorm expansion and recovery phases (sections 3.3 and 4.1.1).

10.1029/2018SW002148Space Weather

FREEMAN ET AL. 14



An additional third of extreme R occur during enhanced convection intervals. The proportion of R
occurring during other times appears to monotonically decrease with increasing R (Figure 4), and so
it seems clear that substorm expansion and recovery phases and enhanced convection intervals are
the two important influences on the hazardous R that may damage the National Grid. However, the
trend in the relative importance of these two influences is uncertain. The importance of enhanced con-
vection systematically increases between the large and extreme R thresholds but then appears to plateau
or even decrease at larger R. This would suggest that the substorm expansion and recovery phases
remain the most important influence for hazardous R. However, the low occurrence frequencies of R
in this region make the statistical uncertainties too high to be certain of this tendency. If instead the
trend seen between large and extreme R thresholds continued then this could imply that enhanced
convection intervals become as important as substorm expansion and recovery phases as the source of
hazardous R.

From a nowcasting perspective, we can conclude that if observations tell us that a substorm onset has
occurred and we are in the expansion or recovery phase then, in the absence of other information, we esti-
mate that the probability of extreme R is increased by ~10 compared to other times (Figure 5). Of course,
other information, such as substorm size, might well influence the relative probability of extreme R, but this
has not been investigated here (e.g., Weimer, 1994, provides evidence that the post onset rate of change of
the lower auroral electrojet index AL increases with peak AL). In Figure 5, the ratio of the PDF of R during
the expansion and recovery phases compared to other times is roughly a power law over the statistically
reliable (i.e., continuous curve) region above the large R threshold. Simple extrapolation of the best fit
(shown by the dashed black line) indicates that the PDF ratio rises to ~100 at the hazardous R ~ 600‐nT/
min threshold. Similarly, the probability of extreme R is increased by a factor of ~100 during enhanced con-
vection intervals compared to other times and extrapolates (dotted black line) to ~1,000 for R ~ 600 nT/min.
The divergence of the substorm and enhanced convection trends would then indicate an ultimately
asymptotic dominance of enhanced convection intervals as the source of hazardous R. However, as with
the discussion of Figure 4, simple extrapolation is questionable and is primarily to demonstrate a possibility
rather than a fact.

From a forecasting perspective, the majority influence of the substorm on extreme R occurrence seems pro-
blematic because, as discussed in section 1, it is not currently possible to forecast the timing of substorm
onset and the size of DP1 because they are almost certainly nonlinear time‐integrated properties of the inter-
planetary state that are not fully known and likely have chaotic properties (e.g., Freeman & Farrugia, 1999;
Freeman &Morley, 2004; Morley et al., 2007, 2009). However, if the aforementioned asymptotic dominance
of enhanced convection intervals as the source of hazardous R is true, then the forecasting prospects at this
higher level of R are improved. This is because, almost by definition, DP2 is surely dominant during
enhanced convection intervals and DP2 is more predictable than DP1 from interplanetary observations
(e.g., Shore et al., 2018). Even if this were not true and hazardous R mostly occurs during substorm expan-
sion and recovery phases, our decomposition of large R by MLT showed that DP1 is a minor influence on
large R occurrence and that amplification of DP2 variations during the expansion and recovery phase, and
possibly also of SC, is why the substorm is such an important influence on large R. From this, it seems likely
that our ability to understand and forecast DP2 rather than DP1 is the key to forecasting hazardous R,
recognizing however that the substorm feedback on ionospheric conductivity may be important for
understanding DP2. This will be another focus of future work.

While this study has concentrated in the United Kingdom, we expect similar properties of large and extreme
R at other locations with similar geomagnetic latitude, though differences could arise from local geology
affecting the contribution to H and hence, R, from currents induced in the ground (e.g., Tanskanen et al.,
2001). For example, the estimated 100‐year return levels of ∂H/∂t at HAD and LER are not significantly dif-
ferent to those at approximately the same (uncorrected) geomagnetic latitudes in Canada (observatories VIC
and MEA, respectively), whereas the return level at ESK is anomalously higher than at a similar latitude in
Canada (GLN or STJ) and also higher than HAD or LER on either latitudinal side of ESK (Nikitina et al.,
2016; Thomson et al., 2011). Systematic differences would also be expected with varying geomagnetic lati-
tude (e.g., Juusola et al., 2015; Nikitina et al., 2016; Thomson et al., 2011), and this was indeed observed
between the three U.K. magnetic observatories studied here (e.g., Figures 3 and 6). Consequently, we intend
to extend our analysis to other locations.
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Furthermore, as mentioned in section 1, knowledge of R is a necessary but insufficient condition for under-
standing the impact on an electricity supply network. Thus, we intend our results to be used in conjunction
with other information (e.g., network architecture and ground conductivity) to deduce the all‐
important GICs.

5. Conclusions

We have shown that the large and extreme rates of change R in the horizontal component of the surface
magnetic field at three U.K. locations (LER, ESK, and HAD) are strongly influenced by the substorm.
Large refers to above the 99th percentile and extreme to above the 99.97th percentile. Key facts are as
follows:

• Our analysis finds that 56% of all extreme R values at LER occur during the substorm expansion or
recovery phases and 54% at both ESK and HAD. These may be underestimates because a conservative
definition of the substorm was used.

• The MLT variation of large R occurrence at LER indicates that only 25% of large R values during the sub-
storm expansion or recovery phases are attributable to the DP1magnetic perturbation caused by the SCW.
This corresponds to 14% of all large R. The corresponding numbers are 23% and 11% at ESK and 21% and
10% at HAD. Other candidate sources of large R are DP2, SC, and storm time Pc5 waves.

• Given that an observation is during the expansion or recovery phase, the occurrence probability of R at the
99.97th percentile is increased by ~10 compared to other times. Based on simple extrapolation of the
approximately power law trend between large and extreme R, this factor rises to ~100 for R ~ 600 nT/min.

• Similarly, the occurrence probability of R at the 99.97th percentile is increased by a factor of ~100 during
enhanced convection intervals compared to other times and extrapolates to ~1,000 for R ~ 600 nT/min.

• The above results suggest DP2 as the dominant source of hazardous R > 600 nT/min that is potentially
damaging to the U.K. National Grid.

We conclude that further research is needed to understand and model DP2, its mesoscale turbulent
structure, and substorm feedbacks on it in order that GIC impact on the U.K. National Grid may be better
understood and predicted.
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