Quadratic recursive convolution (QRC) in dispersive media simulation of finite-difference time-domain (FDTD)
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Abstract: This paper presents a novel formulation for dispersive media computation in finite-difference time-domain (FDTD). Motivated by conventional recursive convolution (RC) methods in handling convolution integral, the method name quadratic RC (QRC) makes improvement in the approximation of electric field in convolution integral. The electric field is approximated by quadratic function determined by the fields at three time steps at current, next and former. Via quadratic interpolation, the convolution integral result is approximated by the linear combination of three electric fields, rather than two fields in trapezoidal RC (TRC) or piecewise linear RC (PLRC) and one field in constant RC (CRC). Because three electric fields is required for the convolution integral, the method needs two more back level storage of the electric fields to fulfill the recursion process. Numerical demonstrations of Debye and Drude slab's transmission and reflection coefficients demonstrate the efficiency and accuracy of the novel method.
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1 Introduction

Finite-difference time-domain (FDTD) has been widely used in electromagnetic computation since Yee presented his famous staggered grid and leapfrog updating iteration [1]. One of the most important advantages of the FDTD is that the broadband response can be obtained via only one computation. The FDTD's stability analysis [2], computation area's truncation [3] method are developed in the last decades and the application area is enhanced. To simplify the difference equations and make electric and magnetic fields more symmetry, equi-dimensional form is proposed [4]. The FDTD makes it possible that the analysis of interaction of electromagnetic waves with material bodies of arbitrary shape.

The classical FDTD assumed that the permittivity, permeability and conductivity are constant and independent of frequency. However, for many real materials of interest, these parameters vary significantly with frequency, such as snow, ice, soil, see water and plasma. Extension of FDTD to frequency-dependent materials has received relatively high attention since 1990s and many methods were raised to simulate dispersive media [5-11]. The methods to compute dispersive media generally can be summarized into three categories: recursive convolution (RC), auxiliary differential equation (ADE), and Z transform (ZT). RC expresses the constitutive relation in time domain with a convolution integral which is calculated by recursively [5-7, 10]. ADE introduces auxiliary differential equation which is updated along with Maxwell's equation in time domain [12, 13]. ZT transform the constitutive relation to Z domain and then transforms to time domain, in which shift operator is used to create difference equations [9].

There are some other aspects relative to the dispersive media's computation. Unconditionally stable complex envelope split-step wave-equation FDTD formulation was presented and it is based on incorporating the Strang time-splitting approach into the exponential evolution operator scheme [14]. This method can model dispersive electromagnetic application. A rational-fraction dispersion model for efficient simulation of dispersive material in FDTD was proposed [15]. The model can simulate optical properties of arbitrary linear dispersive media over a wide wavelength range. Weakly conditionally stable (WCS) was involved in ADE-FDTD to release the time step's limit and can be used in computing general hybrid dispersive media [16]. Berenger's perfectly matched layer (PML) was also extended to truncate dispersive media [3].

There are several RC formulation styles in computing dispersive media, including constant RC (CRC), trapezoidal RC (TRC) and piecewise linear RC (PLRC). The first proposed RC assumed that the electric field in the convolution integral is constant, so it is called CRC [5]. In TRC, the electric field in the convolution integral is approximated by the average of the field at the terminal of the interval [17]. PLRC assumes that the electric field is a linear function in the convolution interval [10]. Theoretical analysis and numerical demonstrations show that TRC and PLRC are more accurate than CRC, but they need to store one more back level electric field in recursion process.

Motivated by the three RC styles, this paper presents a novel method named quadratic RC (QRC) in computation of dispersive media. In this paper, we shall show how to improve the electric field's approximation by binomial interpolation. In the QRC, electric field in the convolution interval is approximated by quadratic function which is polynomial interpolation of three sampled electric fields which are current time step field, the field at next time step and former time step. The cost is that two more back level fields need to be stored to finish the recursion process. At last, numerical examples demonstrate the QRC's efficiency and accuracy.

Time factor $e^{j\omega \delta t}$ is assumed and suppressed in this paper.

2 Formulation of the convolution integral

2.1 General form of the RC approach

The constitutive relation of electric flux density $D$ and electric field intensity $E$ is
\[ \mathbf{D}(\omega) = \varepsilon_0 (\varepsilon_\infty + \chi(\omega)) \mathbf{E}(\omega) \]

where \( \omega \) is angular frequency, \( \varepsilon_0 \) is permittivity of free space, \( \varepsilon_\infty \) is infinite frequency relative permittivity, \( \chi(\omega) \) is susceptibility which tends to zero when the frequency tends to infinitely large. To emphasize the frequency dependence of the fields, we keep argument \( \omega \) with \( \mathbf{D} \) and \( \mathbf{E} \) in (1).

We can get the time domain constitutive relation by Fourier's transform which contains convolution integral, that is

\[ \mathbf{D}(t) = \varepsilon_0 (\varepsilon_\infty \mathbf{E}(t) + \int_0^\infty \chi(t-\tau)\mathbf{E}(\tau)d\tau) \]

By using notation of \( f^n = f(n\Delta t) \), where \( f \) is an arbitrary field and \( \Delta t \) is temporal increment, we get the discrete form of the constitutive relation at time step \( n \)

\[ \mathbf{D}^n = \varepsilon_0 (\varepsilon_\infty \mathbf{E}^n + \int_0^{\Delta t} \chi(n\Delta t - \tau)\mathbf{E}(\tau)d\tau) \]

The value of \( \mathbf{D} \) at the next time step is

\[ \mathbf{D}^{n+1} = \varepsilon_0 (\varepsilon_\infty \mathbf{E}^{n+1} + \int_0^{\Delta t} \chi((n+1)\Delta t - \tau)\mathbf{E}(\tau)d\tau) \]

Difference of \( \mathbf{D}^{n+1} \) and \( \mathbf{D}^n \) is expressed as

\[ \mathbf{D}^{n+1} - \mathbf{D}^n = \varepsilon_0 \varepsilon_\infty (\mathbf{E}^{n+1} - \mathbf{E}^n) + \varepsilon_0 \int_0^{\Delta t} \chi((n+1)\Delta t - \tau)\mathbf{E}(\tau)d\tau - \varepsilon_0 \int_0^{\Delta t} \chi(n\Delta t - \tau)\mathbf{E}(\tau)d\tau \]

\[ = \varepsilon_0 \varepsilon_\infty (\mathbf{E}^{n+1} - \mathbf{E}^n) - \varepsilon_0 \Psi^n + \varepsilon_0 \Gamma^n \]

where

\[ \Gamma^n = \int_0^{\Delta t} \chi((n+1)\Delta t - \tau)\mathbf{E}(\tau)d\tau \]

\[ \Psi^n = \int_0^{\Delta t} \chi(n\Delta t - \tau)\mathbf{E}(\tau)d\tau \]

\[ \Delta \chi(t) = \chi(t) - \chi(t + \Delta t) \]

For dispersive media whose \( \Delta \chi(t) \) is exponential function \( \Delta \chi = e^{-\alpha t} \), we have \( \Delta \chi(t + \Delta t) = \Delta \chi(t)e^{-\alpha \Delta t} \). Therefore, for this kind of dispersive media, \( \Psi^n \) can be updated by recursion

\[ \Psi^n = \int_0^{\Delta t} \Delta \chi((n+1)\Delta t - \tau)\mathbf{E}(\tau)d\tau \]

\[ = \int_0^{\Delta t} \Delta \chi((n+1)\Delta t - \tau)\mathbf{E}(\tau)d\tau + \int_0^{\Delta t} \Delta \chi((n+1)\Delta t - \tau)\mathbf{E}(\tau)d\tau \]

\[ = e^{-\alpha \Delta t} \Psi^n + \Gamma^n \]

where

\[ \Gamma^n = \int_0^{\Delta t} \Delta \chi((n+1)\Delta t - \tau)\mathbf{E}(\tau)d\tau \]

Up till now, we did no approximation in the convolution integral. The key points of RC lie in the two integrals \( \Gamma^n \) and \( \Gamma^n_x \).

2.2 The CRC, TRC and PLRC’s approximations

Because \( \mathbf{E}(\tau) \) is sampled as the integer time step in the FDTD, we cannot know the exact value in the interval \([n\Delta t,(n+1)n\Delta t]\) and can only do some approximation. For the CRC method, \( \mathbf{E}(\tau) \) is approximated by a constant \( \mathbf{E}^{n+1} \) in the integral interval (6) and (10), so we get

\[ \Gamma^n = \mathbf{E}^{n+1} \chi_0 \]

\[ \Gamma^n_x = \mathbf{E}^{n+1} \Delta \chi_0 \]

where

\[ \chi_0 = \int_0^\Delta \chi(\tau)d\tau \]

\[ \Delta \chi_0 = \int_0^\Delta \Delta \chi(\tau)d\tau \]

In conduction of (13) and (14), variable substitution of \( (n+1)\Delta t - \tau \to \tau \) is utilized.

For the TRC method, \( \mathbf{E}(\tau) \) is approximated by \( (\mathbf{E}^{n+1} + \mathbf{E}^n)/2 \) in the integral interval (6) and (10), so we get
\[ \Gamma_x = \frac{E^{n+1} + E^n}{2} \Delta x_0 \]  
\[ \Gamma_{x_0} = \frac{E^{n+1} + E^n}{2} \Delta x_0 \]  

For the PLRC method, \( E(\tau) \) is approximated by a piecewise linear function expressed by

\[ E(\tau) = E^{n+1} \frac{\tau - (n+1)\Delta \tau}{\Delta \tau} + E^n \frac{\tau - n\Delta \tau}{\Delta \tau} \]  

Substituting (17) into (6) and (10), we have

\[ \Gamma_x = E^{n+1}(x_0 - \xi_0) + E^n \xi_0 \]  
\[ \Gamma_{x_0} = E^{n+1}(\Delta x_0 - \Delta \xi_0) + E^n \Delta \xi_0 \]  

where

\[ \xi_0 = \int_0^\infty \chi(\tau) \frac{\tau}{\Delta \tau} d\tau \]  
\[ \Delta \xi_0 = \int_0^\infty \Delta \chi(\tau) \frac{\tau}{\Delta \tau} d\tau \]  

The above RC methods approximate \( E(\tau) \) by different manners. The CRC uses only one terminal's value of the integral interval and has the least accuracy. The TRC and PLRC use both the terminal values of the integral interval and are more accurate. The cost of TRC and PLRC is that one more back level of electric field should be stored in the memory to complete the recursion process. In PLRC, convolution \( \xi_0 \) and \( \Delta \xi_0 \) are also required.

2.3 The QRC's approximation

In the QRC method, \( E(\tau) \) in the integral interval \([n\Delta \tau, (n+1)\Delta \tau]\) is approximated by quadratic interpolation of \( E^{n+1}, E^n, E^{n-1} \), which is

\[ E(\tau) \approx E^{n+1} \frac{(\tau - (n+1)\Delta \tau)(\tau - n\Delta \tau)}{2\Delta \tau^2} + E^n \frac{(\tau - (n+1)\Delta \tau)(\tau - n\Delta \tau)}{\Delta \tau^2} + E^{n-1} \frac{(\tau - n\Delta \tau)(\tau - (n-1)\Delta \tau)}{2\Delta \tau^2} \]  

By variable substitution of \( s = (n+1)\Delta \tau - \tau \), (22) can be expressed as

\[ E(\tau) = E^{n+1} \frac{(2\Delta \tau - s)(\Delta \tau - s)}{2\Delta \tau^2} + E^n \frac{(2\Delta \tau - s)(\Delta \tau - s)}{\Delta \tau^2} + E^{n-1} \frac{(\Delta \tau - s)(2\Delta \tau - s)}{2\Delta \tau^2} \]  

By the same substitution, (6) can be expressed as

\[ \Gamma_x = \int_0^\infty \chi(s) E(\tau) ds \]  

Substituting (23) into (24), considering definition of \( x_0, \xi_0 \) in (13) and (20), we get

\[ \Gamma_x = E^{n+1}(x_0 - \frac{3}{2} \xi_0 + \xi_0) + E^n (2\xi_0 - 2\xi_0) + E^{n-1} (-\frac{1}{2} \xi_0 + \xi_0) \]  

where

\[ \xi_0 = \frac{1}{2} \int_0^\infty \chi(\tau) \left( \frac{\tau}{\Delta \tau} \right)^2 d\tau \]  

By the same procedure, \( \Gamma_{x_0} \) can be similarly constructed and we have

\[ \Gamma_{x_0} = E^{n+1} \left( \Delta x_0 - \frac{3}{2} \Delta \xi_0 + \Delta \xi_0 \right) + E^n \left( 2\Delta \xi_0 - 2\Delta \xi_0 \right) + E^{n-1} \left( -\frac{1}{2} \Delta \xi_0 + \Delta \xi_0 \right) \]  

where

\[ \Delta \xi_0 = \frac{1}{2} \int_0^\infty \Delta \chi(\tau) \left( \frac{\tau}{\Delta \tau} \right)^2 d\tau \]  

In QRC, \( \Gamma_x \) and \( \Gamma_{x_0} \) is a linear combination of \( E^{n+1}, E^n, E^{n-1} \).

2.4 Unified expressions of the RCs

Actually, \( \Gamma_x \) and \( \Gamma_{x_0} \) of the RC, TRC, PLRC and QRC can be expressed by the unified forms, which are

\[ \Gamma_x = A_x E^{n+1} + B_x E^n + C_x E^{n-1} \]  
\[ \Gamma_{x_0} = A_{x_0} E^{n+1} + B_{x_0} E^n + C_{x_0} E^{n-1} \]  

where \( A_x, B_x, C_x, A_{x_0}, B_{x_0} \) and \( C_{x_0} \) are coefficients, which are chosen properly in the different style of the
From Table 1, we can see that the four styles of RC methods have the same stencil. The difference of the four RC methods is that the six coefficients’ choices. For conventional RC methods including the CRC, TRC and PLRC, $C_x$ and $C_{\Delta\tau}$ are ignored and $E(\tau)$ in the integral interval is approximated by a constant or a linear function. In QRC method, $E(\tau)$ in the interval is approximated by a quadratic function and the approximation is more accurate.

### 3 Fields updating

By using Ampere's law $\nabla \times H = \frac{\partial D}{\partial t}$ and the approximation of $\frac{\partial D}{\partial t} \mid _{t=(n+1/2)\Delta t} \approx \frac{D^{n+1} - D^n}{\Delta t}$, we have

$$\varepsilon_0\varepsilon_a \left( E^{n+1} - E^n \right) - \varepsilon_0 \Psi^n + \varepsilon_0 \left( A_x E^{n+1} + B_x E^n + C_x E^{n-1} \right) = \Delta \nabla \times H^{n+1/2}$$

By introducing (31), (5) and (29) is used. Then $E^{n+1}$ can be expressed in the explicit form

$$E^{n+1} = \frac{\varepsilon_0 - B_x}{\varepsilon_0 + A_x} E^n + \frac{-C_x}{\varepsilon_0 + A_x} E^{n-1} + \frac{1}{\varepsilon_0 + A_x} \Psi^n + \frac{\Delta t}{\varepsilon_0 \left( \varepsilon_0 + A_x \right)} \nabla \times H^{n+1/2}$$

where $\Psi^n$ can be updated recursively by (9).

As we aforementioned, (9) is validated only when $\Delta \chi(t)$ of the media is an exponential function. We can demonstrate that for Debye and Drude media, $\Delta \chi(t)$ satisfy the requirement. Susceptibility of Debye media is

$$\chi^{\text{Debye}}(\omega) = \frac{\Delta \varepsilon}{1 + j\omega \tau_0}$$

where $\Delta \varepsilon = \varepsilon_s - \varepsilon_a$ and $\varepsilon_s$ is static permittivity, $\tau_0$ is relaxation time. Susceptibilities of Drude is

$$\chi^{\text{Drude}}(\omega) = \frac{\omega_p^2}{j\omega (j\omega + \nu)}$$

where $\omega_p$ is radian plasma frequency, $\nu$ is collision frequency. The susceptibilities of time domain can be obtained via Fourier's transform

$$\chi^{\text{Debye}}(t) = \frac{\Delta \varepsilon}{\tau_0} e^{-t/\tau_0} U(t)$$

$$\chi^{\text{Drude}}(t) = \frac{\omega_p^2}{\nu} \left( 1 - e^{-t/\nu} \right) U(t)$$

where $U(t)$ is Heaviside function which is 1 when $t \geq 0$ and 0 when $t < 0$. From definition of $\Delta \chi$ in (8), We have

$$\Delta \chi^{\text{Debye}}(t) = \frac{\Delta \varepsilon}{\tau_0} e^{-t/\tau_0} \left( 1 - e^{-t/\tau_0} \right) U(t)$$
\[ \Delta \chi^{\text{Drude}}(t) = -\frac{\omega_p^2}{\nu} e^{-\nu t} \left(1 - e^{-\nu t} \right) U(t) \]  

They are both exponential function and thus (9) is valid for Debye and Drude media.

Integrals of \( \chi_0, \ \xi_0, \ \zeta_0, \ \Delta \chi_0, \ \Delta \xi_0 \) and \( \Delta \zeta_0 \) for Debye and Drude media are listed in Table 2.

**Table 2  Integrals of \( \chi_0, \ \xi_0, \ \zeta_0, \ \Delta \chi_0, \ \Delta \xi_0 \) and \( \Delta \zeta_0 \)**

<table>
<thead>
<tr>
<th>( \chi_0 )</th>
<th>( \Delta \xi_0 )</th>
<th>( \Delta \zeta_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \xi_0 )</td>
<td>( 1 - e^{-\frac{\Delta t}{\tau_0}} )</td>
<td>( -\frac{\omega_p^2}{\nu} \Delta t )</td>
</tr>
<tr>
<td>( \Delta \zeta_0 )</td>
<td>( \frac{\tau_0}{\Delta \xi_0} \Delta \xi_0 \left( 1 - e^{-\frac{\Delta t}{\tau_0}} \right) )</td>
<td>( -\frac{\omega_p^2}{\nu} \left( 1 - e^{-\nu t} \right) )</td>
</tr>
</tbody>
</table>

4   Numerical validations

4.1   Plasma slab

Numerical experiments of plasma and Debye media slabs' reflection and transmission coefficients are conducted to demonstrate the efficiency and accuracy of the QRC.

Plasma is a typical Drude media. The validation example used here is a classic example proposed in [6] and many authors used it to validate their algorithms. Plasma occupies 50~250 grids. The grid's size is 75μm. The time increment is \( \Delta t=0.125ps \), then we get the stable factor \( s = 0.5 \) of time difference, where \( c \) is light speed in free space. The incident signal is differential Gaussian pulse, which is expressed as

\[ f(t) = (t-t_0)e^{-\left(\frac{t-t_0}{\tau}\right)^2} \]  

where \( \tau = 60\Delta t \) is shape factor and \( t_0 = 3\tau \).

The fields updating iteration is repeated 8000 times and the incident, reflected and transmitted waves at the bound of the slab were recorded. By Fourier transforms, we get response on frequency domain and then the complex reflection and transmission coefficients are obtained. The four styles of the RCs are all tested and compared. The results are shown in Figure 1 and Figure 2.

![Complex reflection coefficients' magnitude](image1.png)  
(a) Complex reflection coefficients' magnitude.  

![Complex reflection coefficients' phase](image2.png)  
(b) Complex reflection coefficients' phase.

Figure 1   Complex reflection coefficients of Drude slab after 8000 time steps compared with the exact steady-state frequency domain solution.
From Figure 1 and Figure 2, we can see that QRC’s results agree well with the exact frequency domain results. All of the RCs are comparatively accurate in Figure 1 and Figure 2. The detailed part between 80 ~ 85 GHz of the Figure 1 (b) is given in Figure 3 to validate the accuracy more clearly.

From Figure 3, we can see that QRC is more accurate than CRC method. The QRC has almost the same accuracy with the TRC and the PLRC and the curves are almost superposed.

4.2 Debye media slab
Debye media slab's complex reflection and transmission coefficients are calculated by the QRC and other RCs. The grid settings and incident signal are the same with the former plasma slab experiment. The Debye media's parameters are $\tau_0 = 0.1 \text{ns}$, $\Delta \varepsilon = 1$ and $\varepsilon_\infty = 1$. The results are shown in Figure 4 and Figure 5 which show excellent agreement with analysis results.
5 Conclusion

This paper presents a novel recursive convolution method named QRC in computation of dispersive media using FDTD. The electric field in the convolution integral is approximated by a quadratic function determined by the adjacent three sampled fields. The integral result is a linearly combination of three electric fields at current, former and next integer time step. This method requires two more back level electric field, so need more memory in application. The numerical validations demonstrate the accuracy and efficiency of the QRC.
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