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Abstract

Information security embodies the complex interaction between security policies, user perceptions of these policies, productive activity and the security culture in general. The vast majority of organisations consist not solely of data and technology, but have human actors involved in the productive activity, and are thus socio-technical systems. The aim of this thesis is to understand how individuals perceive, understand and react to information security policies, and how they fit into productive tasks, while investigating the viability of measuring each of these aspects.

An analytical evaluation and empirical user study in three countries of banking policies evidences difficulties in understanding policies. A second study quantifies actual user characteristics and shows that the assumptions on user behaviour in the policies are unrealistic. Advice attempting to explain security aspects to the general public fail to improve user understanding, and security awareness is promoted without measuring the impact of the interventions. Better understanding and measurements of security culture are needed.

This demand is pursued in the remainder of the thesis: in two companies, the results of context-aware surveys that elicit responses to typical scenarios of non-compliant behaviours are evaluated. The responses are used to define the security culture of the company, and to re-frame the notion of Security Champions based on the observed security cultures.

Finally, the impact of a change in password policy in a university with over 100,000 users for 17 months is studied. Virtually all users respond positively to the policy change, adopting a more secure password over time in response to a longer password lifetime. This work gives evidence for the benefit of involving users in security decisions.

The metrics developed in this thesis allow security to be grounded in the actual circumstances of the organisation and its human actors and security to be evaluated objectively. By involving and empowering individuals, security can become workable and sustainable.
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Every aspect of human life today is influenced by security considerations, security decisions and security design. Our home internet router is a cyber security device that requires configuration, we shop online, we bank online, we date online, and almost every job has a digital element to it that invariably requires some security considerations. Yet many recent security and data breaches have put security in the limelight and have caused the general public to start questioning whether security is really achieves all that it claims to do.

The common element to all security considerations are humans. They are the ones who design and build the protections, they are the ones that are to be protected, they manage the protection and reap (or suffer) the consequences of these security considerations. This thesis studies their view of security. I build and validate methods and tools to gather the perceptions of individuals when interacting with security, both as employees in organisations and as individuals interacting with organisations and businesses. I measure the impact of security on individuals’ behaviours and understanding of systems, and provide evidence as to what constitutes reasonable. My contribution is a picture of security from the perspective of those living it, rather than from the view of those that designed it.

In the following Sections 1.1 to 1.4 I scope the actors and threats considered in this thesis. The threat model here is circular: security specifications are treated both as the solution and the threat to the system. External events and actors are obviously motivators and drivers for some of these specifications, but this thesis does not consider the reactions to these explicitly. Instead, I focus on the externalities of these responses (i.e. the impact on individuals and their behaviours) and build
tools and methodologies that are holistically applicable.

I state my research questions in Section 1.5 and then subsequently outline the contributions of the remaining chapters and their relevance to them.

1.1 Security scope

Security is in its essence defined as a freedom from harm. This emphasises that security should be supportive for individuals and organisations alike. It should support individuals to live their lives and enable productivity, as without this security the productive task may not exist or not produce fruitful results. By this measure security should not be in conflict with the productive tasks. However, as it is often the case, the manifestation of security is not perfect. This results in inefficiencies, and failures in the capacity to protect: this is the cost of security. The understanding of threats and consequences differs between security managers, security architects and individuals; these differences are often sources of conflicts. Further, the decisions around security are (and will) always based on incomplete information of the end users’ context. My work, particularly through the Productive Security and perception work in Chapters 5 and 6, provides an overview of the existing security culture, and how this end user/employee culture sits with the intended security culture of the organisation. Consider the following example: an organisation decides to implement a clear desk policy in order to protect confidential information, but at the same time, many business processes are paper based. If employees follow the policy rigorously, an additional 20 minutes are spent each day on storage and retrieval of these physical documents from the secure lockers. Some employees adapt their working practices by batching tasks, which causes delays in other departments. Others decide to hide the documents under their desks overnight. Only by repeatedly re-assessing this disparity can improvements to the inefficiencies of security objectively be made. The research in this thesis contributes to the methodology of identifying and measuring these conflicts and misalignments in a real-world setting, and investigates if user needs are considered or represented in security decisions, and how this might explain the resultant user response.

The security I consider here is essentially a solution for managing the risk of non-intended consequences and events. One may manage the risk by reducing the likelihood or the impact of the consequences, by transferring the risk to another party who is better suited to managing the risk, or by mitigating it entirely. In the environments that I study as part of this thesis, this management of security is described through a statement of intent, the security policy. The policy can be driven by external pressures (mainly regulatory, or even as re-affirmations of laws)
or through requirements that enable productive activity (for example, statements designed to protect confidential information such as intellectual property). In many cases, aspects of the policy evolve over time in response to events. The rigorous and repeatable methodologies presented in this thesis are sufficiently granular and targeted to capture these complexities. In principle, the policy should be applicable to those and workable for those that should adhere to it. This aspect is fundamental to this thesis, and I investigate this claim in organisations and other environments.

1.2 Security manifestation

The security policy is implemented through either soft or hard measures. Soft measures are guidelines, dos and do not dos that rely on the individuals goodwill (or threat of sanctions) for execution. Hard security measures are reliant on systems to enforce the policy such as physical access control measures, firewalls, internet gateway proxy servers or password expiration. Individuals can work around these measures or develop coping strategies (see Section 2.4) to manage these security measures. A significant part of this thesis focusses on understanding the reasons behind individuals’ strategies when faced with security measures.

Often new security measures are added in response to new threats being discovered. These new security measures are regularly implemented through restrictions to existing procedures and modifications to protocols. In essence, the new security is bolted on. This reactive security behaviour causes a number of frictions: productivity is harmed through non-optimal procedures. Further, the new policies may not actually be workable, causing those delivering the procedure to have to be non-compliant in order to get their work done (see Section 2.2). Essentially, modifications to existing procedures and protocols require the cooperation of the individuals who execute them (Guo et al. 2011), but also need to acknowledge that employee populations are not homogeneous. As part of my research, I have focussed on the impact of modifications to policy on security behaviours (see Section 1.6.3). There are many aspects that influence whether these modifications are successfully applied, and this thesis contributes to the existing knowledge base.

1.3 Security awareness

In order to encourage the uptake of good security practices, security awareness professionals promote the policy and attempt to improve security behaviours in the organisation. They often act as a mediator between policy and practice, as
individuals actively promoting the policy are more approachable than the authors of the policy who may have few actual interactions with the rest of the organisation.

Security Awareness is often supported by knowledgeable individuals in teams, who are often called Security Champions as they act as promoters of security in their local teams, even though it is not their official role. As part of this thesis, I study which type of security champions organisations should promote for their organisational circumstances. I find that there is a role in the development of effective and secure organisation security policies for employees who not only follow and promote policy, but also those who question the adequacy of policy, or challenge it through finding alternative solutions; socialise security solutions through engagement with peers; and those who would expect security to justify itself by being a critical part of their productive work. These findings demonstrate that organisations can find a range of security champions if they engage with distinct viewpoints on policy. In Section 6.8 we find that investing solely in Security Champions who rigidly follow policy misses opportunities to involve the wider organisation in the shaping of effective and workable security.

1.4 Security decision making

Security decisions dictate the organisation's security policy. This thesis focusses on the effect of the policies. The understanding of productive tasks and feedback from the actual executing individuals can only benefit the quality of the decision making process.

Through the methodologies presented in this thesis, I contribute to building a thorough, measurable understanding of the security behaviours in an organisation, with the knowledge of existing frictions between organisational levels. I have provided means to rigorously and repetitively measure the impact, or indeed co-existence, of security decisions upon end users and employees and their productive tasks. This understanding can then be used to articulate a workable security policy that is good enough for the organisation.

1.5 Research questions

The studies presented in this thesis focus on understanding user perceptions and behaviour when faced with security, in particular when security changes. This requires us to be able to measure user intentions, behaviour and understanding in a comparable way. I address this challenge through the work on the banking project (overview in Section 1.6.1.1, more detail in Chapter 4), on the Productive Secur-
In particular, I consider the following research questions (RQ):

RQ1  what is the capacity of data collection tools to identify conflicts between security and other organisational drivers (such as the organisation’s security behaviours)?

RQ2  How can this data be used to allow organisations to target remediations?

RQ3  How are user needs considered or represented in user-facing policies, and how might this explain the resultant user response?

RQ4  Does involving users in security decision making affect the organisation’s security behaviours?

RQ5  Can security compliance be measured through individual responses to situations that are in the individual’s context of use?

I discuss these questions in more detail throughout the remainder of the introduction; in particular when giving an overview of all projects presented in this Thesis in Section 1.6. I discuss the natural extension to my research in the final section of my thesis (Chapter 8), where I summarise my findings and discuss if one can combine user expectations and needs with security requirements to devise security that is good enough for the organisation and its members/customers/users as a whole.

1.6  Overview of thesis

In this section I give an overview of the research projects that form parts of this thesis as well as outline the structure of the content. The current, introductory chapter serves as motivation and summary. The literature review in Chapter 2 focusses on the related literature that is relevant to the thesis as a whole, while individual chapters relating to specific studies have their own short sections on relevant related literature (i.e. Sections 4.2, 6.2 and 7.2). The main literature review chapter is followed by a short chapter where I specifically examine survey constructs used in measuring security behaviours (Chapter 3).

The main research studies in this thesis commence by understanding the complexities of policies, which in turn motivate the subsequent chapters. In the banking studies, I combine a qualitative analysis of banking Terms and Conditions with two survey studies (a short summary is given below in Section 1.6.1.1, the full research is described in Chapter 4), highlighting the divergence between the expected behaviour assumed by the policy and actual behaviour by consumers, as well as the difficulties in comprehending the actual Terms and Conditions.
This is followed by two studies on how security aspects are perceived by end users (Section 5.1) and security professionals (Section 5.2), highlighting the demand for better understanding and measuring security behaviours.

As I will discuss in Chapter 3, much of existing research uses survey instruments to deduce what the likely behaviour might be, rather than explicitly going out and observing peoples behaviours. In contrast, the survey methodology developed in Productive Security (Section 1.6.2 and Chapter 6) attempts to approach the inferred behaviour problem by putting the questions into realistic circumstances for the security behaviour. I also develop an approach for statistically evaluating the validity of this approach.

Based on the measurements obtained through the Productive Security methodology, I enhance the notion of Security Champions to become a useful tool to adapt security interventions to an organisation’s security behaviours (Section 6.8).

The security behaviours in an organisation are particularly apparent when challenged by a change in policy. In the password study (Section 1.6.3 and Chapter 7), a policy change involves users, allowing them to determine the expiration of their password lifetime through the complexity of their passwords. I measure how users respond to this policy change, allowing the organisation to fine tune their intervention.

I will now discuss these topics in more detail.

1.6.1 Motivational research

The research described in this section serves as motivation for later work, and directly describes where policies, user behaviour and understanding diverge.

A common approach to understanding security behaviours is to build behavioural models using surveys (see Chapter 3). These surveys utilise a number of survey constructs that infer some human characteristic through a set of abstract questions, and make predictions on actual behaviour. I think that understanding human behaviour is essential to improving security. But rather than building an explanatory model of human actions (which leads researchers and practitioners to believe that they can fix the problem by altering humans so that the model predicts a more favourable outcome), I think that studying human perceptions of security and the interactions between security and primary tasks is more fruitful. It focuses our future research more towards making security actually workable for everyone and the business, and it allows us to understand the motivations behind users’ behaviours that were unintended by the engineers.

The following publications underpin this section:
1.6: Overview of thesis

Are Payment Card Contracts Unfair? by Steven J. Murdoch, Ingolf Becker, Ruba Abu-Salma, Ross Anderson, Nicholas Bohm, Alice Hutchings, M. Angela Sasse and Gianluca Stringhini, Financial Cryptography and Data Security, 2016 (Murdoch et al. 2016);

International Comparison of Bank Fraud Reimbursement: Customer Perceptions and Contractual Terms by Ingolf Becker, Alice Hutchings, Ruba Abu-Salma, Ross Anderson, Nicholas Bohm, Steven J. Murdoch, M. Angela Sasse and Gianluca Stringhini, first appeared in WEIS 2016 (Becker et al. 2016), and then in an extended form in the Journal of Cybersecurity 2017 (Becker et al. 2017);

Metaphors considered harmful? An exploratory study of the effectiveness of functional metaphors for end-to-end encryption by Albesè Demjaha, Jonathan M. Spring, Ingolf Becker, Simon Parkin and M. Angela Sasse, in USEC 2018 (Demjaha et al. 2018);

Awareness Is Hard: A Tale of Two Challenges & It’s Time to Communicate Two SANS Security Awareness reports for which I analysed the data (SANS Securing The Human 2016, 2017).

The first two items from the list are summarised below in Section 1.6.1.1, and are discussed in more detail in Chapter 4. The last two items are described in Chapter 5 with summaries given below in Sections 1.6.1.2 and 1.6.1.3.

1.6.1.1 Banking research

The banking studies investigate to what extent bank customers understand the Terms and Conditions (T&Cs) they have signed up to. If many customers are not able to understand T&Cs and the behaviours they are expected to comply with, they risk not being compensated when their accounts are breached.

We conduct an expert analysis of 30 bank contracts across 25 countries and find that most contract terms are too vague for customers to infer required behaviour. In some cases the rules vary for different products, meaning the advice can be contradictory at worst. While many banks allow customers to write Personal Identification Numbers (PINs) down (as long as they are disguised and not kept with the card), 20% of banks categorically forbid writing PINs down, and a handful stipulate that the customer have a unique PIN for each account.

We test our findings with two surveys. First, we build an understanding of customers’ PIN behaviour by conducting a survey of 241 British residents. We find that while only a third of PINs are ever changed, almost half of bank customers write at least one PIN down. We also find bank conditions that are too vague to
test, or even contradictory on whether PINs could be shared across cards. Yet, some hazardous practices are not forbidden by many banks: of the 22.9% who re-use PINs across devices, half also use their bank PINs on their mobile phones.

The second survey compares the participant’s perceptions and understanding of the T&Cs themselves. We recruit 151 participants in Germany, the US and UK. Their responses mostly agree with the outcomes of our expert evaluation of the contracts: only 35% fully understand the T&Cs, and 28% find important sections are unclear. There are strong regional variations: Germans find their T&Cs particularly hard to understand, and US bank customers assume some of their behaviours contravened the T&Cs, but are reassured when they actually read them.

We conclude that many bank contracts fail a simple test of fairness, and ‘strong authentication’, as required by the Payment Services Directive II, should include usability testing.

These three studies neatly highlight the gaps between actual security policy, security policy understanding by customers, and actual security behaviour.

1.6.1.2 Metaphors research

Research has shown that users do not use encryption and fail to understand the security properties that encryption provides. We hypothesise that one contributing factor to failed user understanding is poor explanations of security properties, as the technical descriptions used to explain encryption focus on structural mental models. We methodically generate and analytically evaluate metaphors for end-to-end (E2E) encryption that cue functional models and test the effect of these metaphors and other commonly used explanations on users’ understanding of E2E-encryption through a survey with 211 participants.

While the analytical evaluation showed promising results, none of the descriptions tested in the survey improve understanding; descriptions frequently cue users in a way that undoes their previously correct understanding. Metaphors developed from user language are better than existing industry descriptions, in that ours cause less harm.

We conclude that creating explanatory metaphors for encryption technologies is hard. Short statements that attempt to cue mental models do not improve participants’ understanding. Better solutions should build on our methodology to test a variety of potential metaphors, to understand both the improvement and harm that metaphors may elicit.

My main contribution to this research (Demjaha et al. 2018) is the design, execution and analysis of the survey with 211 respondents. I also took part in the
metaphor coding exercise and performed the statistical analysis. This research is
relevant to this thesis because it highlights that oversimplifications and attempts
to explain complex issues through analogies is rarely successful. Individuals need
to have some level of understanding of the technical details in order to be able to
understand the consequences of their actions and interactions with the system.

1.6.1.3 SANS Securing the Human research

The SANS Securing The Human group conducts an annual questionnaire on the
state of security awareness in the industry. The questions capture professional
demographics, and attempt to discover broad trends throughout the community.
In Section 5.2, I have included a short extract from the survey as it demonstrates
the lack of scientific approaches to improving organisational security behaviours
and therefore serves as motivation and impact of my research: security awareness
professionals are desperate to better their interventions.

I have been fortunate enough to gain access to the raw survey data, and I have
been particularly interested in the metrics employed by professionals in the security
awareness field as well as the effectiveness of security awareness in general. The
SANS team creates a well-designed report on the quantitative results each year,
and my analysis has been part of this report in 2016 and 2017.

The survey highlights the necessity of my research: awareness interventions need
to be supportive of the organisational environment that they are deployed in. My
research in Chapter 6 identifies the organisational structures that should be targeted
as well as the security behaviours, through Security Champions, that will aid the
success of the intervention.

The interventions need to be harmonised with other advice so that individuals
do not have to reconcile opposing arguments (such as the conflicts I have identified
in Chapter 4), and the advice has to be understandable (unlike advice I have studied
in Chapter 4 and Section 5.1).

Further, when interventions are deployed, the response should be measured, for
example as my research on the password project demonstrates (Chapter 7).

1.6.2 Productive Security

Productive Security was one of three projects of the EPSRC funded Research Insti-
tute in the Science of Cyber Security (RISC). I was not funded through this project,
however my thesis topic was chosen to support the work of this project.

The work presented here responds to the findings from the security percep-
tions work above by developing and executing a methodology that explains the
organisational security habits and allows interventions to be tailored to the existing
behaviours.

From this project, the following publications form the basis of the work described
in this thesis:

**Productive Security: A Scalable Methodology for Analysing Employee
Security Behaviours** by Adam Beautement, Ingolf Becker, Simon Parkin,
Kat Krol and M. Angela Sasse, in SOUPS 2016 (Beautement et al. 2016);

**Applying Cognitive Control Modes to Identify Security Fatigue Hotspots**
by Simon Parkin, Kat Krol, Ingolf Becker and M. Angela Sasse, in SOUPS
2016 Workshop on Security Fatigue (Parkin et al. 2016);

**Finding Security Champions in Blends of Organisational Culture** by Ingolf Becker,
Simon Parkin and M. Angela Sasse, in EuroUSEC 2017 (Becker,
Parkin and Sasse 2017a);

**Measuring the Success of Context-Aware Security Behaviour Surveys** by Ingolf Becker,
Simon Parkin and M. Angela Sasse, in LASER 2017 (Becker,
Parkin and Sasse 2017b).

My research on this project focuses on two surveys delivered to the employees at
two large, multi-national organisations (referred to Company A & B). We received
1486 responses at Company A and 641 responses at Company B.

This project is summarised in the following sections. The studies are discussed
in detail in Chapter 6.

1.6.2.1 Background

Organisational security policies are often written without sufficiently taking into
account the goals and capabilities of the employees who must follow them. Effective
security management requires that security managers are able to assess the effect-
iveness of their policies, including their impact on employee behaviour. Security
managers define policies and procedures to express how employees should behave to
‘do their bit’ for information security. They assume these policies are compatible
with the business processes and individual employees’ tasks as they know them.
Security managers usually rely on the ‘official’ description of how those processes
are run; the day-to-day reality is different, and this is where security policies can
cause friction. Organisations need employees to participate in the construction of
workable security, by identifying where policies causes friction, are ambiguous, or
just do not apply.

Yet security tasks can burden the individual, to the extent that security fatigue
promotes habits that undermine security.
1.6.2.2 Aim

Effective security management requires that security managers are able to assess the effectiveness of their policies, including their impact on employee behaviour. Current efforts to involve employees in security act to identify employees who can be local representatives of policy—as with the currently popular idea of ‘Security Champions’—rather than as a representative of employee security needs.

Additionally, as a reflective task, we aim to establish the usefulness of framing survey questions around active security controls and problems experienced by employees, by assessing the validity of the clustering. We introduce measures for the appropriateness of the survey scenarios for each company and the quality of candidate answer options. We use these scores to articulate the methodological improvements between the two surveys.

1.6.2.3 Method

We present a methodology for gathering large scale data sets on employee behaviour and attitudes via scenario-based surveys. The survey questions are grounded in rich data drawn from interviews, and probe perceptions of security measures and their impact. We analyse the responses by clustering the data on various demographic information to establish distinguishing features in the organisation, and attempt to identify a structural analysis towards helping organisations ‘close the loop’ and get input from employees.

We develop a methodology to verify the clustering of participants, where 516 (Company A) and 195 (B) free-text responses are coded by two annotators. Inter-annotator metrics are adopted to identify agreement. Further, we analyse 5196 (A) and 1824 (B) appropriateness and severity scores to measure the appropriateness and quality of the questions.

1.6.2.4 Results

We demonstrate that our approach is capable of determining important differences between various population groups. The post-hoc validation raises questions on a number of clusterings, although Krippendorff’s $\alpha$ improves for reliable questions by 0.15 from A to B. We find that the scenarios presented in B are more recognisable to the participants, suggesting that the survey design has indeed improved.

The analysis of 608 responses finds that attitude to policy and behaviour types—the prevailing security cultures—vary greatly in Company B and across four business divisions examined in further detail. There is a role in contributing to the effective-
ness of security policies not only for those who follow policy, but also for those who question policy, socialise solutions, or expect security to justify itself as a critical part of their productive work.

By examining routine security behaviours, we identify perceived contributors and consequences of security fatigue, and the strategies that a person may adopt when feeling overburdened by security. Behaviours and strategies are framed according to a model of cognitive control modes, to explore the role of human performance and error in producing security fatigue. Security tasks are then considered in terms of modes such as unconscious routines and knowledge-based ad-hoc approaches.

1.6.2.5 Conclusions

Our work has been used to set policy within the partner companies, illustrating the real-world impact of our research. Security Champions cannot be uniform across the organisation. Organisations should re-think the role of security champions as diverse ‘bottom-up’ agents to change policy for the better, rather than communicators of existing ‘top-down’ policies.

However, to be able to draw valid conclusions from survey responses, the train of analysis needs to be well documented. Our approach allows us to further validate the clustering of responses by utilising free-text responses. Further, we establish the relevance and appropriateness of the scenarios for individual organisations. While much prior research draws on survey instruments from research before it, this is then often applied in a different context; in these cases adding metrics of appropriateness and severity to the survey design can ensure that results relate to the security experiences of employees.

1.6.3 Password project

The password project was a RISCS small grants funded project where I studied the effect of a policy change by measuring the impact on user behaviour through log events.

It supports this thesis by evaluating a security policy change and measuring the response of users.

From this project, the following publications form the basis of the work described in this thesis:

Quantifying the impact of password policy change by Simon Parkin, Ingolf Becker, Albesë Demjaha, Julienne Park, Nissy Sombatruang and M. Angela Sasse, unpublished report (Parkin et al. 2017);

This research is a case study where we observe a change in UCL’s password policy. We analyse the password change behaviour of 100,000 staff and students over a period of 14 months. The following sections outline the research, and the full research summary can be found in Chapter 7.

1.6.3.1 Aim

The goal of the IT staff who conceived the policy was to encourage stronger passwords by varying password lifetime according to password strength. Strength was measured through Shannon entropy (acknowledged to be a poor measure of password strength by the academic community, but still widely used in practice). When users change their password, a password meter informs them of the lifetime of their new password, which may vary from 100 days (50 bits of entropy) to 350 days (120 bits of entropy).

1.6.3.2 Method

We analysed data of nearly 200,000 password changes and 115,000 resets of passwords that were forgotten/expired over a period of 14 months.

1.6.3.3 Results

The new policy took over 100 days to gain traction, but after that, average entropy rose steadily. After another 12 months, the average password lifetime increased from 146 days (63 bits) to 170 days (70 bits). Maths and Physical Sciences schools demonstrate the strongest passwords with 179 days average lifetime (72 bits); research and teaching staff choose one order of magnitude stronger passwords than postgraduate students.

We also found that passwords with more than 300 days of lifetime are 4 times as likely to be reset as passwords of 100 days of lifetime. Users who reset their password more than once per year (27% of users) choose passwords with over 10 days fewer lifetime, and while they also respond to the policy, maintain this deficit.

1.6.3.4 Conclusions

Where password expiration has been seen in related studies to have no positive impact on the strength of passwords, it appears that here the inconvenience of
changing a main password pushes users to choose stronger passwords than the minimum requirement at this institution. We conclude that linking password lifetime to strength at the point of password creation is a viable strategy for encouraging users to choose stronger passwords (at least when measured by Shannon entropy).

### 1.6.4 Other research conducted during my PhD

I also contributed to the following publications, however they are outside the scope of this thesis:


### 1.7 My original contributions of this thesis

This thesis focusses on methodologies to measure interactions with security. Methodologies put policies in contrast with perceptions of them and measures of actual use. Security behaviours are reliably analysed in realistic contexts, and cross-sectional studies and longitudinal studies demonstrate variations of approaches and habits of security.

All of my research has been conducted in collaboration with other researchers. In writing this thesis, I have made use of manuscripts that were written by myself and my co-authors. While I was the first and main author of the majority of publications, and in particular those that I mainly focus on in this thesis, it is likely that I have re-used sections that were not phrased by myself. Throughout this thesis I indicate which original publication the work is based on.

Despite this, the following contributions I consider my own, in order of appearance in this thesis:

1. A systematic review of survey constructs used for understanding security behaviours (Chapter 3) found that much existing research focusses on identifying
psychological metrics that explain human factors. The focus in this research is on establishing internal validity rather than on organisational applicability.

2. I reviewed the Terms and Conditions of three banks as part of Section 4.3.

3. I designed, executed and analysed a survey study to understand customers’ payment card behaviour and perceptions (Section 4.4), finding that participants have many different payment cards and PINs, which cause most customers to violate their banks’ Terms and Conditions to some extent.

4. I designed a survey methodology for contrasting users expectations of policies with their understanding of the policy, taking care not to bias participants’ responses Section 4.5.2.

5. I executed the above methodology in a cross-cultural survey study between the UK, US and Germany to understand customers’ perceptions and understanding of banking Terms and Conditions (Section 4.5), finding that only a minority of individuals understand the T&Cs.

6. I designed a survey for measuring the understanding of the functionality provided by E2E-encrypted messaging apps using a test-retest survey. I executed and analysed this survey on 211 respondents (Section 5.1).

7. I analysed the survey responses of the SANS Security Awareness in 2016 and 2017 (Section 5.2), highlighting the desire for actual metrics on employee security behaviour.

8. I created a methodology for continuous evaluation of an organisation’s security behaviours through context-aware surveys (Section 6.3).

9. I conducted an analysis of 1486 survey responses at Company A and 641 survey responses at Company B (Section 6.4), finding strong regional and divisional differences in security maturity, attitude and behaviour types that explain responses to security conflicts.

10. I created a methodology for validating context-based surveys (Section 6.4) by manually coding free-text responses to questions that align with the mapping of the context-based surveys. I executed it on the two surveys (Section 6.10) with two annotators each, finding that a number of mappings are not sufficiently supported by the validation.

11. I identified profiles of Security Champions in organisations (Section 6.8), arguing that the security culture of individual organisational units warrants a specific security mark-up of a security champion in order to promote culture change efficiently.

12. I measured the effect of a policy intervention at an institution with over 100,000 users for over a year (Chapter 7), finding that throughout the institution users will choose stronger passwords when rewarded with longer password lifetime.
This chapter puts my research on measuring and understanding security behaviours into the perspective of existing research. I establish the state of the art and identify the gaps in existing knowledge that my contribution in the following chapters aims to fill.

The review begins with an overview of existing methodologies and studies on measuring security (Section 2.1), which is then followed by a review of literature of user-centred studies on explanations and consequences of unworkable security.

2.1 Measuring security

Engaging users is important in the development of meaningful, effective security behaviour surveys. If studies are conducted out of context, reproduction of results is difficult (Open Science Collaboration 2015). Yet much of security awareness research examines individuals’ abilities to internalise and enact knowledge of security risks and controls in an abstract setting. Efforts to measure security behaviour frequently assess individuals’ competency in general security skills. Much of this research ignores the bounded effort of the individual (Beautement, Sasse and Wonham 2008; Herley 2009, 2014), and that employees in organisations have other responsibilities (Ashenden and Lawrence 2016).

Egelman, Harbach and Peer developed the Security Behavior Intentions Scale (SeBIS) to predict security behaviours for common controls (awareness\(^1\), passwords, updating, and securement) (2016). The SeBIS survey comprises of 16 items on a

\(^1\)For clarity, constructs/abstract ideas that are measured are underlined throughout this thesis.
5-point Likert scale. SeBIS was deployed on several occasions through Mechanical Turk (and in one case, PhoneLab). The goal of the work was to determine if self-reported, intended, behaviours translated into actual behaviour. To this end, tasks were set relating to each behaviour category (such as identifying fake login pages). The authors accepted that the designed tasks were targeted and narrow in scope, but with a focus on exploring SeBIS’ predictive capabilities in this limited setting. Here we use scenarios and options based in real organisational settings to establish an individual’s behaviour type and attitude toward the security apparatus around them; the focus is not on predicting behaviour, but rather to capture a snapshot of how effectively security provisions are perceived to be supporting the business.

Parsons et al. sought to validate a survey tool for measuring information security awareness and awareness initiatives, the Human Aspects of Information Security Questionnaire (HAIS-Q) (2017). The HAIS-Q is a 63-item questionnaire exploring a number of areas: password management, email use, internet use, social media use, mobile devices, information handling, and incident reporting. The HAIS-Q has been deployed across a number of groups of working professionals. Two studies were conducted: in one study, participants completed the HAIS-Q and were tested for security skills (in this case, identifying potential phishing links amongst a range of fabricated emails); in the second study, engagement of participants in the survey was examined by establishing the level of non-responsivity. Here, we similarly seek to determine whether the scenarios and response options in our surveys resonate with participants, through examination of internal measures within our situated surveys. By doing so we identify repeatable measures for measuring engagement. Parsons et al. suggested applying the HAIS-Q to measure the effectiveness of security awareness initiatives, where here we measure the capacity of a security behaviour survey tool to measure employees’ relationship with the security apparatus—be it provisioned or appropriated—that is available to them in the organisation.

Rajivan et al. propose a questionnaire for capturing users’ level of security expertise, presented as being a critical factor in how well an individual can assess risk and use available security controls (2017). The questionnaire seeks to separate respondents across the dimensions of skills, rules, and knowledge, toward understanding how individuals apply these in different situations. Here we discuss our survey methodology as a means to not only determine how employees use the tools available to them as individuals and groups, but also how they respond to specific risks which can potentially arise in their working environment. Rajivan et al. also included free-text questions to capture additional comments from participants, where we use a similar internal mechanism in our situated scenarios so that participants can further describe security experiences from their own perspective (further
informing the picture of security on the ground).

Karlsson, Karlsson and Åström posit that in organisations, information security compliance must be evaluated relative to employees’ work tasks (and with this, competing goals and their related values such as productivity and efficiency) (2017). The authors speak of there being ‘tensions and dilemmas’ where one option is preferable to others that are available.

The authors evaluate both a value-monistic (non-contextualised) measure of compliance (i.e. ‘a traditional measure of information security compliance that asks respondents to report their compliance with information security regulations’) and a value-pluralistic (contextualised) measure of compliance (‘Reports respondents’ tendencies to neglect information security regulations in situations when information security has come into conflict with other organisational imperatives’). The authors results highlight the importance of contextualising security measures to individual’s circumstances:

‘When a value-monistic measure of compliance was adopted as the dependent variable, the results suggested that information security compliance was a function of employees’ intentions to comply, as well as their self-efficacy and awareness of information security policies. However, information security compliance was not at all related to the occurrence of conflicts between information security and other organisational value systems.

When the dependent variable was changed to a more value-pluralistic measure, the results suggested that employees’ compliance behaviour was to a great extent a function of the occurrence of conflicts between information security and other organisational values. In a situation where information security policies come into conflict with the efficiency and effectiveness of workflow, as well as the personal integrity and well-being of individuals, employees are less likely to comply.’

(Karlsson, Karlsson and Åström 2017, Section 6)

The measures used by Karlsson, Karlsson and Åström of contextualised compliance are still generic and not tailored to an organisation specifically, yet the difference in results are considerable. This leads us to believe that properly contextualised, scenario-based survey responses improve external validity even further.

We argue that surveys that are situated in scenarios that the participants can relate to will engage them and evoke genuine responses, which can inform efforts to improve the effectiveness of security solutions in an organisation. Some research has focused on basing scenario design in literature, where Blythe (2015) argues
that scenarios should ‘avoid unusual events and characters but nonetheless resonate with the respondent in a way that they are readily understood while presenting multiple solutions.’ Siponen and Vance argue that research needs to be practically relevant by ensuring contextual relevance (2014). Their five suggestions focus on studying information system policy violations, but are equally transferable to other behavioural research (and related to the principles derived by Krol et al. (2016) for studying usability in security and privacy). Many examples of security behaviour research using questionnaire instruments do not consider the role of task conflicts characterised by Karlsson, Karlsson and Åström (2017).

These works instead draw on existing questions from prior research (e.g. Sohrabi Safa, Von Solms and Furnell (2016), Ifinedo (2014), Tamjidyamcholo et al. (2014), Cheng et al. (2013) and Witherspoon et al. (2013) as described in Chapter 3). The importance of scenario-based surveys is underlined by Wash, Rader and Fennell’s findings that individuals do not self-report security accurately: it undermines much of the traditional self-reported constructs used for inferring personal security behaviour (2017).

I will revisit some of these construct based measurement studies in Chapter 3, where I focus on the ancestry and validation of survey constructs in a separate rigorous study.

2.2 Factors influencing compliance

Previous work has explored factors and activities within organisations which can influence individual compliance with security policies (e.g., Topa and Karyda (2015)), implying that the act of declaring a security policy does not in itself guarantee compliance. A survey of works in this area by Sommestad et al. implies that factors such as perceived behavioural control and the types of training delivered around policy are reliable predictors of compliance, summarising that for anticipating compliance constructs for values and norms are more effective than systems around sanctions and rewards (2014). Here we consider ways to engage with characteristics of organisational and security culture at scale, toward aligning individual security responsibility and the accessibility of provisioned security systems. In this regard, some works consider the role of ‘security champions’ as role models within distinct groups of employees, as examples that others can follow.

Connolly, Lang and Tygar explore the role of deterrent factors in organisational security and the minimisation of ‘human error’ (2015). The authors examine how organisational culture, national culture, and security countermeasures can influence employee security behaviours. An existing organisational culture framework guided
2.2: Factors influencing compliance

Semi-structured interviews with employees from a range of companies in the USA and Ireland. Where employees are encouraged to make local decisions and voice their opinions within the organisation, they are more likely to comply with security policies and procedures. Excluding employees from the conversation around security encourages non-compliance. Compliant behaviours may also rest on secure working being an integral value of the organisation, and the visible presence of countermeasures such as policy and security training is implied as reducing insecure behaviour.

In this thesis, I explore how different security cultures are measured and can be engaged for their strengths, to help organisations define workable behaviours.

Posey et al. consider the differences between information security professionals and other employees in organisations, in terms of their perceptions around security (2014). Security professionals consider workarounds by employees as a threat to the organisation, where here we consider whether such activities—essentially, deviation from what professionals expect—are an opportunity for the organisation to develop security which integrates naturally with business processes (Kirlappos, Parkin and Sasse 2014). They found that both security professionals and other employees were concerned about careless behaviour threatening the security of the organisation, yet also noted the potential systematic threats that stem from insecure, yet mandatory technologies. Security professionals underestimated the negative impact of security infrastructure upon employees, and overestimated employees’ tendency to distance themselves from security. The authors note that future solutions could act to unify the differences in views between security professionals and employees, rather than determining which group is ‘correct’. In their work, perceptions are framed around responses to security events, where here the survey used to drive analysis asks participants to choose amongst responses to scenarios; both the scenario and the range of responses are based on self-reports from employees. In some sense employees noted potential threats which involved peers around them, whereas a weak theme amongst security professionals was inadequate policies. Organisational culture was considered as a global theme, although different kinds of behaviour were reported as concerns to varying degrees, where here we explore the potential for culture to be made up of a range of behaviour types existing all at once.

Hsu et al. examine extra-role security behaviours: those not specified in the information security policy recognised by the organisation (2015). The influence of social controls, rather than formal controls alone, is also explored. The authors asserted that employee involvement in the development of information security policy is critical, given that ‘involvement’ is a foundational social control. The authors also found that maintaining a mix of formal and social controls can benefit an organisation. Here we explore whether variations of following and challenging of policy
can be blended to benefit an organisation. Driving compliance through formal controls only is seen to stifle extra-role security behaviour. Combinations of security cultures—security leaders—may be necessary to encourage both proactive security behaviour and allegiance to the fundamentals principles of security policy.

Johnston et al. deploy a scenario-based survey, to 242 individuals with experience of using computers and working in organisations with security procedures, to examine how personality traits and derived perceptions of situational factors (such as sanction certainty and threat severity) determine an individual’s inclination toward policy violation (2016). The study focuses on specific dispositional factors, those being stability and plasticity, and how these meta-traits interact with the derived perceptions of sanctions, threat appraisal and coping appraisal. Rather than arguing in terms of dispositional factors, we use scenarios as an experimental construct, to explore participants’ perceptions around security. Individuals exhibiting Stability may conform with rules, whereas those exhibiting Plasticity may take more risks but only when there is seen to be a benefit in doing so. The authors note that differing forms of persuasive engagement may be necessary to target different personality types, but that controls such as sanctions must be seen as equally fair to all.

Furnell and Rajendran develop a model of the influences on security behaviour, relating workplace-based influences and workplace-independent influences; colleague behaviour is an element of workplace interactions, for instance (2012). By considering situational factors, the authors note that factors such as fatigue and the perceived importance of the primary task can impact the enactment of security behaviours. It is further noted that intention to follow security policy can be separate from factors such as the usability of security controls. Based upon a focus group exercise with a number of professionals, disciplinary procedures are seen as a strong influential factor for compliance, but so is colleague behaviour.

Rather than attempting to shift all employee’s behaviours to the characteristics of security champions, I explore whether employees and groups of employees, experiencing policy in practice, can actively contribute to the identification and removal of barriers which may otherwise undo any good intentions towards security.

Similar to Furnell and Rajendran’s work above, Gabriel and Furnell explore the characteristics of a ‘security champion’, positing that awareness, motivation, and compliance are foundations for defining a security champion, and further that the personality of a security champion rests primarily on increased imagination and minimising any tendency toward immoderation (i.e., fixation on short-term gains rather than long-term consequences) (2011). This research highlights the limited view of security champions for promoting passive compliance rather than as an
2.2: Factors influencing compliance

agent for change. Other factors such as Emotionality, Anxiety, and Altruism were seen as positive elements of a security champion, where here we discuss behaviour types which frame characteristics like these in terms of security culture and the connection to the rest of the organisation. We consider with our security maturity levels that employees have to balance their security competence with a primary task, and that being a security champion may be about finding workable security that allows them to complete their primary, productive tasks in a secure way (for instance limiting the need to make short-term compromises by avoiding cumbersome security controls).

In contrast to the attributes prescribed to security champions above, Beris, Beaumont and Sasse identified sixteen theoretical behaviour types based upon the analysis of semi-structured interviews with staff in large organisations (2015). The authors distinguish between risk understanding and affective security. Risk understanding is regarded as an individual’s competence, and affective security the person’s emotional response to security. One of the theoretical behaviour types identified by Beris, Beaumont and Sasse is a security champion, someone who is motivated to engage with security while also understanding the risks relevant to their work. An awareness of relevant risks is seen to allow security champions to repurpose their skills to address situations not directly or explicitly addressed by policy; this suggests potential in engaging with staff to shape policy for the better.

Prior experiences of security matter. Users are less likely to install future security updates when they have a prior negative experience of updates (Vanaja, Rader and Wash 2014). In my own work, we have studied the impact of sandboxing on usability (Dodier-Lazaro, Becker et al. 2017). Sandboxing makes applications more secure, but expert users reject this benefit as features need to be removed. We argue that security experts need to identify user values and deliver on them, rather than persuade users to pay attention to security and make secure choices (Dodier-Lazaro, Abu-Salma et al. 2017).

In early work, Smith studies the evolution of privacy policies in banks and insurance companies (1993). He distinguishes between explicit policies (written down), implicit policies (engrained) and practices (created as necessary). Through 105 semi-structured interviews as well as surveys and examinations of the policies themselves, he concludes that the majority of policies are either non-existing, or implicit. Only for deliberate errors and improper, computerised access there exist explicit policies. Further, he identifies a ‘policy-practice gap’ (Smith, 1993, 118), with about half of respondents identifying an explicit mismatch between the statements in the policy and their organisation’s behaviour. The explicit policy is only written and updated under external threats to the business model through legislation. Until
then, the burden of resolving the privacy conflicts within the organisation are left to the employees themselves, which is central to this thesis. In the 25 years since Smith’s assessment of privacy policies, information systems have progressed to the stage where the policy is not just inadequate, it is essentially unworkable.

Bulgurcu, Cavusoglu and Benbasat posit that the quality and fairness of an information security policy, as perceived by employees, are factors in employee security compliance. ‘Security hygiene’, as defined by Pfleeger, Sasse and Furnham, is a combination of workable security habits that also delivers effective risk management to the level required by the organisation (2014). This can only be achieved if employees are involved in shaping policy that they can adhere to. Otherwise, employees may wonder why policies or specific rules are necessary, or abandon policy at the first sign of any friction or contradiction with other goals (Kirlappos, Beaument and Sasse 2013).

Posey et al. (2014) found in their interview-based study that employees saw compliance with policy as adding excessive effort to the primary task, stifled the general working environment, caused frustration or seemed difficult—and potentially irrelevant—even with good intentions toward security. Security policies and employee work activities must then be considered as part of the same conversation, to understand how security fits with the existing environment from the ‘ground up’ rather than exclusively ‘top down’.

At a high level, the work of Beris, Beaument and Sasse defines 4 behaviour types which exhibit strong affective security, but vary in risk understanding. Of note is that all of these 4 behaviour types can be eager to play an active role in security, engaging with the organisation, but vary in how prepared they are to play that role relative to policy. There is then a relationship between the quality of policy and the the kind of security leader that is needed. Beris et al. note that a ‘Security Champion’ understands policy but is also able to adhere to the tenets of the policy even in situations where policy is not defined or under-defined. A ‘Willing’ team member may follow and champion the precise content of policy by rote, but not understand where it is lacking.

Within large organisations, an individual employee’s approach to resolving friction with security may be determined by not only their own inclinations but also their interactions with others around them (Beaument et al. (2016) and Beris, Beaument and Sasse (2015) & Section 6.4). Not every employee needs to be a ‘security champion’ but can still be a useful resource for security, as for instance there may be individuals who have knowledge of the risks affecting the business, but who do not have the skill-set of a dedicated security expert (Beris, Beaument and Sasse 2015).
Equally, there can be employees for whom security is not a natural part of the job, but a \textit{levy on productivity}. This can inadvertently perpetuate the myth that there is a ‘tradeoff’ between security and productivity (Sasse et al. 2016). In the realm of safety, Dekker deprecates the oft-expressed desire of experts to ‘get people engaged’ (2014). He argues that the problem is not that ‘operational people’ need to engage with safety, but that ‘\textit{safety experts are not engaged with operational people}’. Dekker further refers to the work of Pink in that motivation to be safe involves \textit{autonomy, mastery, and purpose} (2011). These elements together allude to a larger purpose than safety, best served with an open dialogue around workable behaviours and meaningful interaction between experts and non-experts. Similar arguments may be applied to security.

Employees who rigidly follow the rules are powerless in situations where rules are unwritten or unclear. Organisations who want employees who can be a ‘hero’ who keeps the organisation secure in unanticipated circumstances need to enable them by supporting individual and collective awareness of the risks and an understanding of actions that could mitigate those effects (Reason 2008).

Where security is important to the business, it will enter the discourse of discussions between peers, who may approach security as a social responsibility. Those who are firmly \textit{part of the organisation}, but not necessarily ‘on board’ with security, are nonetheless part of the ‘pulse’ of the organisation. A proactive security champion or network of champions \textit{will} find gaps in policy and process, so the organisation must have the capability to approach shortcomings in policy. This can nonetheless be done in a way that aligns with the \textit{intent} of the security policy, where this is most naturally achieved through alignment of security with the goals of the business.

### 2.3 Perceived security fatigue

Individuals perform a number of security tasks in their daily lives, both private and professional. These tasks support some primary activity, towards a personal goal such as purchasing an event ticket, or as part of their efforts to comply with an employer’s security policies. Security tasks can burden the individual, to the extent that security fatigue promotes habits that undermine security: they can drain individuals’ \textit{‘energy reservoir’} (Pfleeger, Sasse and Furnham 2014) by demanding conscious, laboured cognitive effort.

In my work in collaboration with Simon Parkin, Kat Krol & Angela Sasse (Parkin et al. 2016), we review prior works to identify common occurrences of security fatigue and responses to it.
2.3.1 Sources of fatigue

In our work, we find that there are a number of sources of perceived security fatigue:

**Excessive cognitive load.** Recalling passwords, recalling the steps of a complicated security process.

**Excessive physical load and preparedness.** Remembering in advance to carry an authentication token, and coordinating its timely use as a part of a security process (Sasse et al. 2014; Krol et al. 2015).

**Distraction from time-sensitive tasks.** Work pressures can make security demands seem more burdensome (Beautement, Sasse and Wonham 2008).

**Blocking of tasks and missed opportunities.** Waiting for IT support to resolve issues, avoiding new business partnerships because setting up secure IT access seems too troublesome (Sasse et al. 2014).

**Potential embarrassment.** The possibility of being unable to access data in the presence of a client adds excessive stress to the process (Beautement, Sasse and Wonham 2008).

2.3.2 Responses to fatigue

Related studies also identified potential responses to security fatigue. These responses may inspire changes to habits should security effort cross a threshold and be perceived as too much to justify maintaining proscribed behaviour:

2.3.3 Types of compliance

**Continued goodwill.** This is the starting position, which in an organisation can be regarded as altruism for the greater good of all individuals in that organisation (Beautement, Sasse and Wonham 2008). An appropriate number of tasks to perform, that support diligence. The individual will do what they are asked to do in the name of security, by rote, because it is reasonable and achievable.

**Grudging compliance.** Continued, visible compliance with security expectations, but only because technology is constraining behaviour. Critically, this behaviour may be indistinguishable from security goodwill if the impact on productivity is not also visible (Beautement, Sasse and Wonham 2008) (an individual appears to be complying with policy, but their productive tasks are suffering an impact elsewhere).

**Shadow security.** Where policy or guidance is not visible—or is not descriptive enough to guide behaviour—individuals may create security solutions of their
own. These solutions leverage individuals’ own existing knowledge of security, and may develop in response to immediate needs or persistently effortful security that is imposed upon them. Crucially, shadow security (Kirlappos, Parkin and Sasse 2014) happens because people want to behave securely, but take action on their own (or collectively in groups) to manage security fatigue and develop workable, repeatable solutions that can be called upon to address recurring security challenges. Rather than being an act of pushing back against security, shadow security is an attempt to match security effort to the task in the absence of external support.

**Sub-optimal compliance.** Examples focus on ‘batching’ of tasks such as in Sasse et al. (2014) and Steves et al. (2014). Productive tasks are performed at times which are sub-optimal, to reduce the need to carry out effortful security routines that are wrapped around any one access to a particular system. Technically compliant with security, but the value of security for the process is diminished. An example would be logging in to a system at the end of the day to perform multiple data entry tasks which could have been carried out at any time, meaning data enters the system later than it normally would.

**Learned resignation.** Individuals have too few tasks to perform. It may not be appropriate to limit individuals’ involvement in their own security (Krol et al. 2015). Waiting for face recognition technology to decide whether a person is a human or not is one example (Krol, Parkin and Sasse 2016). This has the same fundamental dilemma as potential embarrassment, where here a person may experience stress at the possible outcome for lack of being able to do anything else to influence the end result.

### 2.4 Coping strategies and workarounds

Balancing the demands of primary, productive tasks and secondary tasks—such as security—introduces cost-benefit dilemmas in which individuals are forced to choose between security and productivity. In particular, security that over-burdens the user and is not aligned with their working practices can become less effective (Beautement, Sasse and Wonham 2008). Security is presented to employees as being for their own good, but can introduce externalities, burdening the individual with indirect costs (e.g., changing an increasing number of passwords at regular intervals) (Herley 2009). Individuals may, rationally, perceive the personal cost of compliance as greater than the security benefits gained. As a result, detecting instances where security and business processes are in conflict is critical for both an organisation’s security and productivity.
Users develop coping strategies and workarounds to manage the security effort required from them. Users modify characteristics of the task to make repeated application of a routine that is known to support reaching the primary goal without risk of their work being blocked by security. Coping strategies mean that users reorganise their work and security task through for example batching logins. When batching logins, users do not log in to a system as they need it for their work but batch multiple activities that need to be done on a system to reduce the number of login procedures required. One type of a coping strategy can be disengagement where individuals abandon or avoid the use of technologies or services altogether (Steves et al. 2014). This can include workarounds, and indeed avoidance of the productive task that security was intended to support.

An example of a workaround is when users decide to switch to an alternative to the advocated technology. This can include other security mechanisms (e.g., transfer files on an encrypted USB stick instead of via a file-share), or ‘home-made’, shadow security solutions leveraging a personal approximation of security (Kirlappos, Parkin and Sasse (2014) and also discussed in Chapter 6) (such as a password-protected record of passwords, kept on a personal machine which never leaves the office). These may be workarounds, but also appropriations of other technologies advocated in policy. Banking customers may use an account less often unify all PINs of their payment cards (Section 4.4).
Security constructs survey

There has been much prior research to measure aspects of security behaviours. In this chapter, I perform a meta-review of constructs used in security research with the specific aim of evaluating the validity of existing measures. It informs the choice of validation techniques used for my own research, as well as gives guidance to fellow researchers. The main output from this work is a database that will greatly simplify the identification and re-use of previously published constructs.

In particular, I focus on the questions that are used to study aspects of human behaviour through surveys. It is a scientific intervention to support the NCSC’s People: The Strongest Link policy. Whilst that policy smashes the traditional view that ‘people need fixing’ if they don’t comply with security policy, existing practice largely relies on tools such as employee surveys to identify constructs associated with compliant or non-compliant security behaviour, and to measure the effectiveness of interventions to change behaviour. These constructs (and often associated tools for measuring them) have been borrowed from a range of disciplines, including psychology and organisational behaviour, and ‘transmogrified’ into security versions and/or ‘mashed up’ with other versions. This section investigates the constructs used and their origins, and provides a first step towards assessing how valid they are.

I have identified 688 publications that study human behaviour in information security or support the survey methodology in those studies. Between them, these publications use 984 constructs from 92 categories to measure various aspects of human behaviour. I present these constructs and publications alongside summary information on their validation in the form of a website, which can be found at
The majority (695/984) of constructs identified have been re-used from existing literature, although we have identified 217 newly created ‘security constructs’. Most authors do not identify the actual source of their construct, even if they reference prior literature for the validity of their instruments. We conclude that there is little methodological rigour underpinning the instruments and results of most of the papers since only a minority of publications perform proper validation (43/984) and pre-tests (436/984).

I will also include some case studies of a few commonly used survey instruments. The full content of the review can be found on the web page.

In this thesis I will give describe the methodology for selecting publications and evaluating the reliability of the constructs in Section 3.2. I also include a case study of a few commonly used survey instruments in Section 3.5. The full content of the review can be found on the web page, which is described in Section 3.3. We briefly discuss the findings and limitations in Sections 3.4 and 3.6 and conclude in Section 3.7.

3.1 Introduction

Security solutions are designed to protect specific data or systems; these are part of organisations that engage in some form of productive activity. The vast majority of organisations consist not solely of data and technology (at least not yet!) but have human actors involved in the productive activity, and are thus socio-technical systems. The traditional approach to information security has been to treat human actors as components whose behaviour can be specified and controlled in the same way as that of the technical elements: via architectural measures (security mechanisms) or formal rules (security policies) (as discussed in Section 1.2). We know from research into socio-technical systems, human factors and behavioural economics that this perspective is misguided (Sasse, Brostoff and Weirich 2001; Pallas 2009): human actors are principal agents whose behaviour is driven by primary economic incentives set (explicitly or implicitly) by the organisation and themselves. Thus, an organisation can achieve desired security behaviour by designing security that is aligned with its the primary business goals and processes and causes minimum friction or distraction. The NCSC’s People: The Strongest Link policy recognises this and advises engagement of employees and design, rather than the traditional sanctions, as the correct response to rule-breaking (National Cyber Security Centre (NCSC) 2016b).
Security expert’s traditional view of rule-breaking in cyber security is that the human actors are at fault and ‘need fixing.’ There is a wide-spread belief that ‘the faults in employees that need fixing’ can be identified via employee surveys: that there are certain constructs that can be measured and that cause compliance or rule-breaking. The underlying assumption is that those employees who score highly on constructs associated with rule-breaking can be ‘weeded out’, or transformed through security awareness measures. The effectiveness of interventions such as security awareness campaigns is then also measured through such surveys (or not at all, as I will discuss in Section 5.2). The collection of data via surveys consumes a precious resource: employee time and effort, and many organisations report that employees suffer from ‘survey fatigue’. It is thus reasonable to ask whether they deliver any useful insights towards improving security behaviour. If they do not, the organisation would be better served by using those resources for employee engagement and improving security hygiene (Pfleeger, Sasse and Furnham 2014).

Psychologists have utilised surveys to study human behaviour for decades before information security became a necessity, and many of the questions and techniques are borrowed from that discipline. The central element that I focus on in this section is the (survey) construct, which is an explanatory variable which is not directly observable. It is measured through one or many questions. However, it is often not apparent what has been used previously and what the sources of the questions and constructs are. This makes it difficult to establish prior results and previous findings of the constructs. Further, I have noticed that often researchers and practitioners alike will re-invent the wheel, as they are unaware of existing constructs. This resources will attempt to aid their tasks.

3.2 Methodology

In this study I systematically explore the constructs used in survey studies in information security. We are interested in any publication that

- Creates new constructs;
- Applies constructs in the form of user studies;
- Discusses results derived from constructs (i.e. meta analysis).

The exploration was approached through three methods:

1. As a first step a google scholar search for combinations of the terms ‘information security’, ‘security’, ‘survey’, ‘questionnaire’ and ‘construct’ was carried out. Unfortunately these terms are incredibly broad, and over 3 million relevant articles were returned by the search engine. The first 30 pages of search
results (i.e. 3000 articles) were analysed against the three criteria above and 124 relevant publications were identified.

2. For every article analysed, the articles that were cited for constructs were added to the analysis queue (going backwards in time).

3. For every article analysed, we used Google Scholar to identify citing publications (i.e. going forward in time). Here we limited us to the 30 most cited publications (some psychology publications had tens of thousands of citations) and added these to the analysis queue if they conformed to the selection criteria above.

Initially I found that steps 2 and 3 above increased the size of the analysis queue exponentially: for every paper analysed we would add 10 papers to the queue. However after analysing 400 publications the queue started to become of fixed length, i.e. for every paper analysed we added one more paper to the queue. I have not finished processing the queue of papers, but I decided after identifying over 1000 constructs (before merging) that a comprehensive view of constructs in security has been achieved.

For each publication, we collected the following data:

- A short description of the research (usually a snippet of the abstract);
- research type and sample size (for example ‘user study with 180 students’ / ‘meta review’ / ‘construct validation study’);
- the source PDF file;
- The constructs used or discussed, where for each construct we collected:
  - The exact sources referenced for the construct, or any comment by the authors if they created the construct themselves;
  - The type of the construct (usually the theory on which the construct is based);
  - whether the article lists the exact questions used;
  - whether the article gives the answer options to the questions (and if so, what type they are);
  - two measures of validation, as described below in Section 3.2.1.

The data was collected through Zotero and multiple excel spreadsheets, with a number of custom scripts. The website is statically build using Flask\(^1\) and Jinja\(^2\) for templating.

I have also explored the construct database of Muhlenberg College\(^3\), but it is not security specific and not well maintained.

\(^1\)http://flask.pocoo.org/
\(^2\)http://jinja.pocoo.org/
\(^3\)http://www.muhlenberg.edu/depts/psychology/Measures.html
3.2: Methodology

Throughout this section, specific instances of constructs have been underlined.

3.2.1 Construct validation

While the collection of the constructs is the primary task of this section, I also have to consider whether they have been used in a valid manner. Construct validity is the extent to which an operationalisation measures the concepts that it purports to measure (Straub 1989). Convergent (is the construct giving the same results as other constructs that measure the same thing), discriminant (does the construct disagree with other constructs in a way that is supported by theory), and nomological validation (does the construct fit into the researchers’ world view of constructs/the nomological network (Cronbach and Meehl 1955)) are all considered to be components of construct validity, as well as criterio-related validity and its sub-types, predictive (does it correlate to other variables as theory predicts) and concurrent validity (is the construct able to measure and distinguish between all the nuances that it is supposed to) (Cronbach 1949; Rogers 1995).

It should be noted that these criteria for construct validity are measured through tools that concern themself with internal validity: they are relating to other constructs and theory and are calculated through a wide range of statistical methods, but not to observed behaviour.

Separate to construct validity there is content validity.

‘Generally speaking, an academic achievement test is considered content valid if and when (a) the curriculum universe has been defined (called the “content domain”) and (b) the test adequately samples that universe.’

(Lawshe 1975, 565)

In other words, content validity concerns itself with the external validity of the research. Lawshe developed a methodology based on inter-annotator agreement of subjective expert methods to measure it.

In the context of the Management Information Systems (MIS) literature, Boudreau, Gefen and Straub reviews MIS positivist quantitative methodologies and their validity and reliability (Boudreau, Gefen and Straub 2001). The authors limit their analysis to high-level validation techniques:

- Pretest
- Pilot
- Previous Instrument Utilized
- Content Validity
- Construct Validity
They find that only between 25% and 60% of articles studied in their field perform these analysis techniques. Their research forms the basis of the two columns that I have coded for in this research: ‘Content Validity’ and ‘Pretest’.

Under ‘Content Validity’ I code for the various techniques that researchers can perform to establish the degree to which items in an instrument reflect the content universe to which the instrument will be generalised (Cronbach 1949; Rogers 1995). This aspect is particularly important in the case of surveys in information security, where often constructs are borrowed from other disciplines, and the content validation is never repeated. This validity is generally established through literature reviews and expert judges or panels. Lawshe describes a statistical approach to measuring content validity, although I have not seen it employed in this survey.

Under ‘Pretest’ I denote the measures the authors have taken to ensure that there are no unanticipated difficulties when executing the survey. Every survey should be pre-tested no matter how skilled the researcher (Fowler 2009). While a study should contain both pre-tests and pilot (the pilot being the dress-rehearsal), many authors use these terms interchangeably, and hence I code both parts here under the heading ‘pretest’.

3.2.2 Construct grouping

There are many constructs that have near identical questions, but have been renamed to capture a specific context, for example Ifinedo (2014, [ConstructDB]) uses the construct Attitude toward ISSP compliance (Information System Security Policy), while Sohrabi Safa, Von Solms and Furnell (2016, [ConstructDB]) uses Attitude towards compliance with ISOP (Information Security Organisational Policies).

Sommestad et al. (2014, [ConstructDB]) conduct a systematic review of empirical studies to identify variables that influence compliance with information security policies of organizations and to identify how important these variables are. 29 studies fit their criteria and they find that none of the 60 factors identified strongly influences compliance. The authors find that even in their relatively small set of studies there is considerable duplication in survey questions and construct intentions. The authors describe a methodology for disambiguating these constructs, as well as the full, detailed disambiguation conducted. This methodology forms the basis for our grouping of constructs that overlap strongly in their questions and intentions. I expand on their table considerably: in our case, I initially identified 984 constructs that the grouping reduced to 789 constructs.
3.3: The database

The main deliverable of this review is the website. A screenshot of the website can be found in Figure 3.1. In this section I will describe the structure of the website’s three main parts: the 688 publications pages (see Section 3.3.1), the 789 construct pages (see Section 3.3.2) and lastly the 92 construct categories (see Section 3.3.3).

3.3.1 Publication pages

To continue with the example from Section 3.2.2, Sohrabi Safa, Von Solms and Furnell find that information security knowledge sharing, collaboration, intervention and experience all have a significant effect on employees’ attitude towards compliance with organisational information security policies. Attachment does not have a significant effect. They write ‘the lack of information security awareness, ignorance, negligence, apathy, mischief, and resistance are the root of users’ mistakes’ (Sohrabi Safa, Von Solms and Furnell (2016)) based on 462 questionnaire responses from 4 companies.

Their questionnaire uses nine information security constructs from prior literature to model their interactions. The information gathered for this publication can be seen in a screenshot presented in Figure 3.2. The page begins with a short description of their study as well a short description of their study size. The full, formatted citation is included as well as a the bibliography information in the form

**Figure 3.1:** The home page of the constructDB at https://verdi.cs.ucl.ac.uk/constructDB/
of a bibtex snippet. The paper’s fulltext pdf is accessible to machines from inside UCL.

As can be seen from the website, the authors cite for each of their constructs four prior works as sources: Cheng et al. (2013, [ConstructDB]), Ifinedo (2014, [ConstructDB]), Tamjidyamcholo et al. (2014, [ConstructDB]), and Witherspoon et al. (2013, [ConstructDB]). Each of the constructs is linked to their respective construct pages (as described further in Section 3.3.2) and I link the construct’s categories (as described further in Section 3.3.3), state if the publication lists the actual question text (yes/no/partially) and the answer format. I also include some short remarks regarding the paper’s content validations and pretests applied to the constructs, as described in Section 3.2.1. The origins of the constructs are discussed in more detail in a case study in Section 3.5.
Obviously, each of these publications have their own pages, similar to Sohrabi Safa, Von Solms and Furnell (2016, [ConstructDB]) in Figure 3.2; for example a screenshot of the page for Ifinedo (2014, [ConstructDB]) is shown in Figure 3.3. This page also contains the paper’s dependent publications, i.e. publications that cite it for their constructs. In this case, Ifinedo (2014, [ConstructDB]) was only cited by Sohrabi Safa, Von Solms and Furnell (2016, [ConstructDB]), not for one specific construct, but for all of them.

As Sohrabi Safa, Von Solms and Furnell do not make the exact sources of each of their constructs clear, it is difficult to highlight the exact origins of the constructs, as the four cited articles in turn cite over 100 papers other unique articles as sources of their constructs.
3.3.2 Construct pages

Construct: Attitude towards compliance

Also quoted in literature as:
- attitude
- personal norms
- attitude towards csp compliance
- Attitude towards compliance with ISOP
- Attitude toward ISOP compliance
- Attitude towards information security policy and procedures

This construct belongs to the following groups:
- compliance
- theory of planned behavior
- Social bond
- HSG-Q

This construct is used by:
- Sohrabi Safa et al., 2016, Information Security Policy Compliance Model in Organizations
- Parsons et al., 2014, Variables Influencing Information Security Policy Compliance: A Systematic Review of Quantitative Studies
- Johnston, 2010, The Influence of Perceived Source Credibility on User Attitudes and Intentions to Comply with Recommended Actions

Papers using this construct cite the following papers for the source of this construct:
- Chen et al., 2013, Understanding the Violation of IS Security Policy in Organizations: An Integrated Model Based on Social Control and Deterrence Theory
- Wiltshire et al., 2013, Antecedents of Organizational Knowledge Sharing: A Meta-Analysis and Critique
- Woon, 2007, Investigation of IS Professionals' Intention to Practice Secure Development of Applications
- Baerga et al., 2005, Information Security Policy Compliance: An Empirical Study of Rationality-Based Beliefs and Information Security Awareness
- Henri, 2009, Encouraging Information Security Behaviors in Organizations: Role of Penalties, Pressures and Perceived Effectiveness
- Litt et al., 2010, Understanding Compliance with Internet Use Policy from the Perspective of Rational Choice Theory
- Palmiet, 2005, Employee Behavior towards IS Security Policy Compliance
- Chang et al., 2009, Impact of Perceived Technical Protection on Security Behaviors
- Belgioioso et al., 2009, Effects of Individual and Organization Based Beliefs and the Moderating Role of Work Experience on Insiders' Good Security Behaviors
- Siponen et al., 2010, Compliance with Information Security Policies: An Empirical Investigation
- Vertanen et al., 2003, The Acceptance of Information Technology: Toward a Unified View

The following constructs were (potentially) derived from this construct:
- Information security knowledge sharing by Sohrabi Safa et al., 2016: Information Security Policy Compliance Model in Organizations
- Information security policy collaboration by Sohrabi Safa et al., 2016: Information Security Policy Compliance Model in Organizations
- Information security intervention by Sohrabi Safa et al., 2016: Information Security Policy Compliance Model in Organizations
- Information security experience by Sohrabi Safa et al., 2016: Information Security Policy Compliance Model in Organizations
- Attachment by Sohrabi Safa et al., 2016: Information Security Policy Compliance Model in Organizations
- Commitment by Sohrabi Safa et al., 2016: Information Security Policy Compliance Model in Organizations
- Personal norms by Sohrabi Safa et al., 2016: Information Security Policy Compliance Model in Organizations
- ISOP compliance behavioral intentions by Sohrabi Safa et al., 2016: Information Security Policy Compliance Model in Organizations
- Intention to comply by Sommestad et al., 2014: Variables Influencing Information Security Policy Compliance: A Systematic Review of Quantitative Studies
- Intention to comply by Sommestad et al., 2014: Variables Influencing Information Security Policy Compliance: A Systematic Review of Quantitative Studies
- Intention to comply by Sommestad et al., 2014: Variables Influencing Information Security Policy Compliance: A Systematic Review of Quantitative Studies

Figure 3.4: ConstructDB Screenshot for construct Attitude towards compliance at https://verdi.cs.ucl.ac.uk/constructDB/constructs/attitude-towards-compliance.html

Each construct has its own website, although some constructs have been grouped
together as described in Section 3.2.2. To continue the existing example of Sohrabi Safa, Von Solms and Furnell (2016, [ConstructDB]), one construct used in the research is Attitude toward ISSP compliance. This construct has been grouped together with Attitude towards compliance and a screenshot of the website can be found in Figure 3.4. The webpage contains the names of all other constructs that it has been grouped together with, as well as the higher level categories. Further, all instances where this construct is used are listed. In this case there are six publications: Sohrabi Safa, Von Solms and Furnell (2016, [ConstructDB]), Ifinedo (2014, [ConstructDB]), Parsons et al. (2015, [ConstructDB]), Sommestad et al. (2014, [ConstructDB]), Ifinedo (2012, [ConstructDB]) and Johnston and Warkentin (2010, [ConstructDB]).

Given this construct, the next two lists show the dependency tree in two directions. First, there are the prior publications that are cited as sources for this construct. I have identified 16 such parent publications. The final table of the construct page lists the constructs that are potentially derived from this publication. These are the constructs that cite any of the publications that contain this constructs (i.e. Attitude towards compliance) as a source. In the case of this construct there are 18 potential derived constructs. From the construct names it is obvious that not all of these are actually related to Attitude towards compliance, however given most authors lack of specifying the origins of their constructs exactly this is the best that can be done from the meta-data alone. I will discuss this shortcoming further in Section 3.6.
3.3.3 Category pages

Figure 3.5: ConstructDB Screenshot for category Social bond at https://verdi.cs.ucl.ac.uk/constructDB/categories/social-bond.html

As this research has identified 789 unique constructs, it seems sensible to categorise these for simplified browsing. In most cases the categories are taken from the publications describing the constructs. Figure 3.5 shows the constructs that are categorised under Social Bond.
3.4 Analysis

In this section, I present statistics on the constructs and their validation. Please note that the numbers in this section do not take the grouping of constructs into account. For Tables 3.1 to 3.3 I also split the analysis for the different types of research. Here *Construct construction* includes validation studies performed separately to the creation of the construct. I separately identify studies that use additional data (i.e. non-survey data such as logs or performance metrics) to supplement their analysis. In addition, the *Survey with Scenarios* category contains surveys that are conducted in the context of specific scenarios, where the participant responses are in relation to the scenario presented rather than in an abstract, classical setting. Where relevant, I also split the constructs into *New*, *Maybe new* and *Not new* categories, indicating if the construct is newly created in the publication.

<table>
<thead>
<tr>
<th>Type</th>
<th>Question Given?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Construct construction</td>
<td>30</td>
</tr>
<tr>
<td>Meta analysis</td>
<td>0</td>
</tr>
<tr>
<td>Survey with Data</td>
<td>46</td>
</tr>
<tr>
<td>Survey with Scenarios</td>
<td>51</td>
</tr>
<tr>
<td>Survey</td>
<td>474</td>
</tr>
<tr>
<td>Total</td>
<td>616</td>
</tr>
<tr>
<td>New</td>
<td>152</td>
</tr>
<tr>
<td>Maybe new</td>
<td>42</td>
</tr>
<tr>
<td>Not new</td>
<td>422</td>
</tr>
</tbody>
</table>

Table 3.1: Distribution of construct questions given by type of the publication.

Table 3.1 lists how many publications include the questions that are used in their constructs. The majority of publications do include them, which greatly benefits the ability to reuse them in future studies. Surprisingly, not all publications focusing on construct creation and validation include the construct questions. Most meta-analyses only contain partial elements of the constructs.

Table 3.2 shows the frequency of the high level categories of content validation I have assigned to the constructs. Sorting exercises vary from Thurstone or Likert’s scale generation techniques to more simple group assignment exercises (Thurstone 1931; Likert 1932). A minor number of publications ground their constructs validity in preliminary interviews. About half of publications rely on reviews by experts. These vary from 2 PhD students reading the questions to multiple rounds of large expert panels debating them. However in none of these cases formal methodologies
Table 3.3: Distribution of types of content validation of a construct by type of the publication.

<table>
<thead>
<tr>
<th>Type</th>
<th>Sorting exercise</th>
<th>Grounded in Interviews</th>
<th>Review by Experts</th>
<th>None</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construct construction</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>37</td>
<td>2</td>
</tr>
<tr>
<td>Meta analysis</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>93</td>
</tr>
<tr>
<td>Survey with Data</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>44</td>
<td>2</td>
</tr>
<tr>
<td>Survey with Scenarios</td>
<td>0</td>
<td>8</td>
<td>33</td>
<td>29</td>
<td>0</td>
</tr>
<tr>
<td>Survey</td>
<td>26</td>
<td>30</td>
<td>186</td>
<td>386</td>
<td>82</td>
</tr>
<tr>
<td>Total</td>
<td>43</td>
<td>38</td>
<td>228</td>
<td>496</td>
<td>179</td>
</tr>
<tr>
<td>New</td>
<td>27</td>
<td>22</td>
<td>48</td>
<td>101</td>
<td>19</td>
</tr>
<tr>
<td>Maybe new</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td>51</td>
<td>10</td>
</tr>
<tr>
<td>Not new</td>
<td>16</td>
<td>16</td>
<td>169</td>
<td>344</td>
<td>150</td>
</tr>
</tbody>
</table>

are employed. I state the more precise form of content validation on each of the publications pages. The majority of constructs are not validated in the publications. In these cases the authors often claim that no validation is necessary as the construct is not new, i.e. they cite prior work for validation. However this claim is dubious considering that nearly half (101/217) of newly created constructs are not validated in their original publication to begin with.

Table 3.3: Distribution of types of piloting or pretesting for a construct by type of the publication.

<table>
<thead>
<tr>
<th>Type</th>
<th>Pilot / pretesting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Any</td>
</tr>
<tr>
<td>Construct construction</td>
<td>10</td>
</tr>
<tr>
<td>Meta analysis</td>
<td>0</td>
</tr>
<tr>
<td>Survey with Data</td>
<td>32</td>
</tr>
<tr>
<td>Survey with Scenarios</td>
<td>52</td>
</tr>
<tr>
<td>Survey</td>
<td>327</td>
</tr>
<tr>
<td>Total</td>
<td>436</td>
</tr>
<tr>
<td>New</td>
<td>97</td>
</tr>
<tr>
<td>Maybe new</td>
<td>38</td>
</tr>
<tr>
<td>Not new</td>
<td>301</td>
</tr>
</tbody>
</table>

Table 3.3 lists the pilot and pretesting methods used for the constructs. I have grouped all publications that do any pretesting or piloting together into the Any column of this table for lack of a more appropriate, fine grained categorisation. The
3.5: A case study of construct origins

construct and publication pages of the website contain the specifics of the pretests and pilots performed. There is an approximately 50/50 split between publications that do some and no piloting.

<table>
<thead>
<tr>
<th>Answer type</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-point Likert agreement</td>
<td>141</td>
</tr>
<tr>
<td>7-point Likert agreement</td>
<td>152</td>
</tr>
<tr>
<td>9-point Likert agreement</td>
<td>2</td>
</tr>
<tr>
<td>3-point Likert</td>
<td>16</td>
</tr>
<tr>
<td>5-point Likert</td>
<td>83</td>
</tr>
<tr>
<td>6-point Likert</td>
<td>4</td>
</tr>
<tr>
<td>7-point Likert</td>
<td>163</td>
</tr>
<tr>
<td>Dichotomous</td>
<td>22</td>
</tr>
<tr>
<td>Other scales</td>
<td>115</td>
</tr>
<tr>
<td>None specified</td>
<td>210</td>
</tr>
<tr>
<td>Other</td>
<td>76</td>
</tr>
</tbody>
</table>

Table 3.4: Distribution of answer option types for constructs

Table 3.4 highlights the diverse set of answer options that researchers choose to present to participants. Likert scales ranging between Disagree and Agree clearly dominate this table, with 5 and 7 points being the most common granularity. 210 constructs do not have their answer options specified. This obviously impedes reuse of the metric. It is interesting to note that only one construct relies on free-text responses.

3.5 A case study of construct origins

In this section we take the publication of Sohrabi Safa, Von Solms and Furnell as a case study and analyse the dependency of the 9 constructs used (Sohrabi Safa, Von Solms and Furnell 2016) [ConstructDB]. The authors cite four publications as sources to their constructs: Cheng et al. (2013, [ConstructDB]), Ifinedo (2014, [ConstructDB]), Tamjidyamcholo et al. (2014, [ConstructDB]) and Witherspoon et al. (2013, [ConstructDB]). I will now discuss each one of these papers in order to trace the origins of Sohrabi Safa, Von Solms and Furnell’s constructs.

Cheng et al. (2013, [ConstructDB]) measure the following constructs:

Two constructs of deterrence adapted from D’Arcy, Hovav and Galletta (2009, [ConstructDB]) (who in turn draws on 3 different research articles for their constructs and survey questions), Li, Zhang and Sarathy (2010, [ConstructDB]) (who in turn draw on eight different research articles for their constructs), and
Siponen and Vance (2010, [ConstructDB]) (who designed their own three scenarios, but adopt the majority of their questions from four different research articles);

**Four constructs of social bond, attachment, involvement, commitment, and beliefs** which they adopted from Lee, Lee and Yoo (2004, [ConstructDB]) (who source all their constructs from six research articles) and Chapple, McQuillan and Berdahl (2005, [ConstructDB]) (no direct sources for their constructs are given, but various references describe similar survey designs);

**Two constructs of social pressure** which were adapted from Herath and Rao (2009, [ConstructDB]) (who in turn rely on seven prior research articles for their survey questions);

**Information Systems Security Policy violation intention** appears to have been created by the authors.

Of the constructs Sohrabi Safa, Von Solms and Furnell use, the constructs on Attachment, Commitment are likely sourced from Cheng et al. (2013), who in turn sourced from Lee, Lee and Yoo (2004) and Chapple, McQuillan and Berdahl (2005). Also, Sohrabi Safa, Von Solms and Furnell use the construct Attitude towards compliance with Information Security Organisational Policy, which may be derived from Cheng et al.

Ifinedo (2014, [ConstructDB]) adopts their survey design from nine previous sources:

**Attachment and involvement** scales from Lee, Lee and Yoo (2004) (dependent on six research articles, as above);

**Commitment** is sourced from Lee, Lee and Yoo (2004, [ConstructDB]) (similar to Cheng et al. (2013) above) and Herath and Rao (2009, [ConstructDB]) (who cite seven articles for the sources of their constructs);

**Personal norms** adapted from Li, Zhang and Sarathy (2010, [ConstructDB]) (who cite eight articles as their source, again as Cheng et al. above);

**Two constructs of attitude towards compliance with ISSPs** from Woon and Kankanhalli (2007, [ConstructDB]) (who cite 15 papers for their 9 constructs, but do validated their constructs through expert sorting), Bulgurcu, Cavusoglu and Benbasat (2010, [ConstructDB]) (two articles are cited for a quarter of the survey questions, the others were developed for their study and pre-tested), Herath and Rao (2009, [ConstructDB]) (7 articles, as above) and Herath and Rao (2009, [ConstructDB]) (7 articles, as above),

**Locus of control** scale from from Workman, Bommer and Straub (2008, [ConstructDB]) (who adopt their survey questions from five different articles);


**Self-efficacy** was adapted from Compeau and Higgins (1995, [ConstructDB]) (who rely on six prior research articles for their question design as well as designing some themselves), Woon and Kankanhalli (2007, [ConstructDB]), and Workman, Bommer and Straub (2008, [ConstructDB]) (both as described above);

**Detection probability and sanction severity** scales adopted from Herath and Rao (2009, [ConstructDB]) and Herath and Rao (2009, [ConstructDB]) (again, who cite 7 articles each as the sources for their constructs).

Of the constructs Sohrabi Safa, Von Solms and Furnell use, the two scales on Attachment and Commitment appear to have been sourced from Ifinedo, or rather from Lee, Lee and Yoo in the first place. The construct on Personal Norms and ISOP compliance intentions also appear to originate from Ifinedo’s article.

And next, Tamjidymcholo et al. (2014, [ConstructDB]) cite thirteen articles that have contributed to their survey design:

**Knowledge-sharing behaviour** is derived from Hsu et al. (2007, [ConstructDB]) (who’s questionnaire design relies on eleven prior works), and Lin, Hung and Chen (2009, [ConstructDB]) (their survey design is based on thirteen prior research articles);

**Usefulness** by Cheung, Chang and Lai (2000, [ConstructDB]) (adopted from six prior works, but with major changes), and Al-Khaldi and Olusegun Wallace (1999, [ConstructDB]) (their questionnaire seems to be developed independently);

**Social interaction based perceived consequence** by Huang (2009, [ConstructDB]) (their survey is based on seven prior works, but has gone through one round of validation with subject experts) and Chang and Chuang (2011, [ConstructDB]) (five references for their survey questions are given, but the resulting survey has been subject to one round of pre-testing);

**Reputation-based perceived consequence** by Chang and Chuang (2011, [ConstructDB]) (five references, as above), and Hsu and Lin (2008, [ConstructDB]) (six prior works are relied upon);

**Affect** by Jeon, Kim and Koh (2011, [ConstructDB]) (their survey design is adopted from nine prior works);

**Social factor** was operationalised according to Bergeron et al. (1995, [ConstructDB]) (their survey questions are based on seven prior works), and Hsu and Lin (2008, [ConstructDB]) (as above);

**Facilitating condition** was measured with items adapted from Jeon, Kim and Koh (2011, [ConstructDB]) (as above);

**Information security risk reduction expectation** was based on Feledi and...
Fenz (2012, [ConstructDB]) (no sources are declared), and Tamjidyamcholo et al. (2013, [ConstructDB]) (their questionnaires is based on prior works, but a small pre-test has been carried out).

It appears that Sohrabi Safa, Von Solms and Furnell draw they knowledge sharing constructs from Tamjidyamcholo et al.’s work, although they appear to have been renamed and re-grouped. Further, Hsu et al. (2007) and Lin, Hung and Chen (2009) cite themselves 24 prior work as the source to their constructs.

Witherspoon et al. perform a meta-analysis of organisational knowledge sharing antecedents in 46 studies. It is unclear how Sohrabi Safa, Von Solms and Furnell’s questionnaire is influenced by this meta-analysis.

Of the literature referenced by Sohrabi Safa, Von Solms and Furnell and their references in turn, the vast majority source their constructs and survey questions from further literature. A number of articles construct their own questions. The most rigorous of those papers in the chain to do any pre-testing validation of their question design is by Bulgurcu, Cavusoglu and Benbasat (2010), who conduct two rounds of card sorting by 11 students followed by two rounds of pilot testing by 110 individuals. Huang (2009) and Chang and Chuang (2011) also conduct some limited pre-testing.

While it is good scientific practice to rely on constructs that have been rigorously tested in prior works, only one of the papers (Ifinedo 2014) discussed above cites the primary literature which validates the constructs in their original setting (Bulgurcu, Cavusoglu and Benbasat 2010). Further, as throughout the literature, the questions are taken out of context of their original research premise, where the validity of the original validation should be revisited in each new context. It is understandable that a full pre-study is infeasible for every new questionnaire, yet augmenting the survey with additional questions (as described by my research in Section 6.10) to support the measurement of validity post-hoc would not be time-consuming and desirable.

3.6 Limitations

There are a number of limitations to this project. Most of these can be addressed through spending considerably more time on this project.

- I do not include exact question texts on the website because this would require extensive extraction and re-formatting of text from PDFs. The authors or publishers may also have to be consulted in order to receive permission to reproduce their scales.
• The identification of direct descendants and re-uses of constructs is poor. The main fault here lies with authors, who don’t explicitly state the origins (and not just which publication the construct is taken from, but also stating which exact construct in the cited publication) for each of their constructs. This could be solved by computing the similarity between the child construct and all the constructs in the cited publication, either by hand or using machine learning.

• The grouping methodology that I currently use (Section 3.2.2) is extended from previous literature. However, as the authors only group constructs from 29 publications their methodology is potentially not suitable for our large set of constructs.

• Even though I have collected 688 relevant publications, there are still a lot of publications not included.

3.7 Conclusion

In this review, I identified 688 relevant publications on studying human behaviour in information security and the origins of the constructs used in these publications. In total, these publications instantiate 984 constructs of which 217 are new constructs. I have extract these constructs from the publications, and present the constructs alongside some analysis and their sources in the form of a website.

Our analysis has shown that a quarter of publications do not include the exact questions that were posed to participants. Likert scales, and especially Likert scales asking the participants agreement to a statement dominate the answer options. The majority of constructs are not validated in their studies and less than half of authors do not report on pre-tests or pilots for constructs.

This review motivates my study on measuring and understanding human behaviour in a reproducible, valid manner. The lack of rigorous validity evaluations conducted in the reviewed literature stands in contrast with my work on assessing the validity of our own survey tool in the Productive Security research in Section 6.10.

The models in these studies attempt to explain a lot of security behaviours, but with considerable methodological weaknesses. All reasoning about behaviours is subject to a ground truth, which is the implied correctness of the policy. The policy is treated as good, workable, correct, and is not challenged at all in these works. The following chapter does analyse policies and challenges these assumptions.

If behaviour is measured against incorrect expectations, than resentment in interventions is predictable.
3.7.1 Recommendations for researchers and practitioners

Given the review described above, there are some obvious recommendations to be given:

- When re-using constructs from prior work, explicitly reference the origins of each question of the constructs by specifying the original author and construct.
- Be clear about the definition of your construct. As an example, the security awareness construct sometimes covers aspects of an individual’s cognitive state of mind, while others consider only procedural aspects (Jaeger 2018).
- Pre-test your survey to ensure that there are no unanticipated difficulties when executing the survey.
- Validate your survey. Construct validity can be measured by statistical analysis, preferably on a pilot dataset. Content validity is more involved (Section 3.2.1). In this review, not a single paper carried out the technique by Lawshe (1975). Sorting exercises should be the minimum validation for new research.
- Consider adding free-text questions to allow participants to add context to their responses. While manually coding many responses is time consuming, it provides opportunities for post-hoc external validation, for example as described in Section 6.10.

Independent of the review of constructs described in this section, an important consideration is the observation by Karlsson, Karlsson and Åström (2017) described in Section 2.1. Most surveys are grounded in an established theory, for example many of the constructs on Security are based on the Theory of Planned Behaviour. This leads to value-monistic measures, where survey questions treat each subject in isolation of all others, and the analysis is reliant on correlation. Yet many aspects of human behaviour are context-sensitive, especially in security.

To rectify, Karlsson, Karlsson and Åström used a more value-pluralistic measure. Perhaps future research could investigate the viability of using more rich questionnaire setups than the omnipresent Likert scales, such as the Q-methodology (Stephenson 1935; O’Leary, Wobbrock and Riskin 2013; Stewart 2007; Burkell et al. 2013).
Bank Terms and Conditions: perceptions and reality

‘A policy is a temporary creed liable to be changed, but while it holds good it has got to be pursued with apostolic zeal.’

(M. K. Gandhi 1922)

The literature review in the previous chapter has challenged the rationality of behavioural security research and practice. Much of previous research considers user behaviour in isolation of context in which it would be applied, and holds users accountable to an uncontested policy. In this chapter, we question this notion by contrasting many policies for the same product to see if the advice given is sound, actionable and reasonable (Section 4.3). For this, we draw on two user surveys to understand individuals actual behaviour characteristics (Section 4.4) and their knowledge of and ability to understand the policy (Section 4.5).

4.1 Introduction

The ability to revoke fraudulent bank payments, or at least reimburse the victims of fraud, is one of the main selling points of the consumer banking system and particularly payment cards. The additional security feature is also used to justify the higher transaction fees associated with card payments, compared with payment systems where transactions are final, such as cash and cryptocurrencies. However, whether a customer who becomes a victim of fraud actually is reimbursed depends on the contract between the bank and its customers (which may in turn depend on
national or international legislation), and how a bank chooses to apply the Terms & Conditions (T&Cs) the customer has signed up to. In order to be reimbursed, a fraud victim may need to demonstrate that they have followed security practices set out in the T&Cs, and thus it is very important that customers 1) are able to understand them, and 2) are able to comply with the behaviours stipulated in them.

This research builds on previous research into the fairness of bank terms and conditions, particularly how the rules adapt to changes in technology. The first study, by Bohm, Brown and Gladman, reviewed the terms and conditions of online banking services, which at the time were still in their infancy (Bohm, Brown and Gladman 2000). They found that some bank contracts stipulated that a customer accepting an online banking password also accepted liability for any transactions that the bank claimed were made with that password, regardless of whether the customer had actually made them. Bohm et al. pointed out that the liability had shifted; a forged handwritten signature is null and void in most countries, so a bank cannot make customers liable for forged cheques using its terms and conditions. The banks took advantage of the technology change to escape nineteenth-century consumer protection law. In some countries, such as the US, pressure by consumer-rights advocates led to regulations that require disputed transactions to be refunded.

There is also the issue of affordances; banks permit customers to change PINs ‘so you can pick one that is memorable to you’. For infrequently used accounts, however, customers will often change them to the PIN on the most frequently-used account, because they are afraid they will forget it, and consider re-using a PIN more secure than writing it down. Many T&Cs, however, stipulate that the PIN for the account must be unique. It is technically straightforward for a bank to set a random PIN on every card issued to a customer, and not let them change it. By letting customers change PINs, but forbidding changes most customers will make in order to cope in the small print, the banks are inducing their customers to break the rules, and thus create ground for not being reimbursed in case of a breach. At the regulatory level, there is a tension between direct consumer protection (which might limit PIN change facilities), and the promotion of competition (for which PIN changes are a good thing, otherwise people will be less likely to start using different cards). But to what extent are there inconsistencies between banks in a country (that may lead to confusion), what do customers understand of their obligations, and whether such issues are hidden from the public behind the obscure contract language? This research attempts to find out.

In Section 4.3 of this chapter, I conduct an expert examination of bank terms and conditions around the world, identifying consistency, or lack thereof, both within and between countries. We draw on our diverse research team to sample the major
banks and translate relevant passages into English. We focus on security advice on PINs, bank statements and telephone and online banking.

In Section 4.4, I study how people actually use cards and PINs by conducting a survey with 241 responses. I am interested in whether customers can practically comply with typical bank contract terms, and whether they actually do in reality.

In the third part of this chapter in Section 4.5, I conduct a cross-cultural study between 151 individuals in the US, UK and Germany. We ask participants if the rules are sufficiently clear, and if they understand the obligation imposed on customers by the banks’ terms and conditions. I focus this study on two common cases of bank fraud and supply the participants with the relevant sections of bank terms and conditions from their country.

I conclude in Section 4.5 that if banking rules cannot be understood, then it is unreasonable to expect customers to comply with them. Indeed, they make matters worse: Adams and Sasse demonstrated a long time ago that traditional password and PIN policies require humanly impossible memory tasks (Adams and Sasse 1999). A recent NIST report (Steves et al. 2014) found that in a work context, over 50% of staff write their credentials down in some way. As disputes are often centred around the PIN being written down and kept with the card, with the customer saying they did do not this, and the bank saying that they must have done, we argue that stipulating a behaviour that we know most people cannot follow means the rules are out of date at best, and unfair at worst. Finally, if the liability shifts to the customer, banks face a less than socially optimal incentive to detect and prevent fraudulent activity on their systems.

4.1.1 My contribution in this chapter

A collaboration of researchers enabled the work in this chapter, in particular with Alice Hutchings, Ruba Abu-Salma, Ross Anderson, Nicholas Bohm, Steven Murdoch, Angela Sasse and Gianluca Stringhini.

The content of this chapter has been adapted from three of my publications: Murdoch et al. (2016) and Becker et al. (2016, 2017). The following research was conducted and authored primarily by myself:

- The review of the related literature in Section 4.2,
- The analysis of the Terms and Conditions of three banks (from the total of 30 banks),
- The design, execution and analysis of both surveys in Sections 4.4 and 4.5.
4.2 Related literature

Financial fraud remains an area of concern. In the UK, payment card fraud has increased by 6% to £618 million in 2016 (Financial Fraud Action UK 2017). In the US about 2 million customers actively reported fraud in 2012 (Cheney et al. 2014), and while it is difficult to accurately specify in the US, Sullivan estimates the value of unauthorised third-party fraud transactions through debit and credit card transactions as $3.8 billion for 2012 (Sullivan 2014). While the direct monetary loss to customers is negligible in the US thanks to strong consumer protection, major data breaches have further repercussions as more personal identifiable information is stolen because fraudsters use this very data to attack customer accounts. Sullivan also compares the loss due to fraud between (amongst others) the US, UK and the Single Euro Payment Area (SEPA) (Sullivan (2014), Chart 9): on a per-transaction basis over the period of 2005–2012, SEPA had the lowest fraud loss, followed by the UK and US.

Despite the significant volume of payment fraud, research on understanding its implications is surprisingly limited. In the US, the Federal Reserve Bank of Philadelphia regularly runs its own conference series on Consumer Credit & Payments and the Federal Reserve Bank of Kansas City one on Payments. Stanley discusses work by Hogarth and Hilgert (primary text unavailable) where 18% of households had complaints with their credit card provider, but fraud is not mentioned (Stanley 2003). The focus of the article instead lies on maintaining a safe environment: improving banks’ risk mitigation techniques, increased cooperation between banks and payment reversal: attempting to shift liability of consumers is ‘not good politics’. Despite discussing the impact of consumer regulation in financial markets, most of the discussion focuses on the impact of disclosures. On the topic of credit cards, fraud is not considered to be an important regulatory aspect, compared to regulation limiting the creditors ability to change interest rates at short notice and levy fines, as banks stand to lose a large revenue stream. The reports notes that customer complaint data (from the CFPB) relatively closely reflects overall consumer satisfaction with financial institutions. The conference also debated consumers’ ability to understand financial disclosures. It concludes that consumers cannot be expected to read disclosures, but if a consumer is interested they should be easily accessible and comprehensible. The participants agree that further academic research on the understanding and comprehension of disclosures should be conducted, as indeed we do in this research.

When Sullivan considers payment fraud in the US, his recommendations for reducing payment fraud are mostly technical (Sullivan 2014). In the short term the
industry should focus on hardening systems to attack, followed by improving the security of payment cards themselves in the medium term. Only in the long term does he call for standardization of payment systems (and their security). Further he argues that the existing basic tort-law principle ‘that the entity in the best position to deter check fraud will bear the losses for a check it processes’ should be expanded to the rest of the payment industry as well.

This is in stark contrast with legislation in the UK and the European Union. Before the introduction of payment cards, consumer protection in the UK was comparable to the US as consumers were not liable for forged signatures on cheques. This liability was reduced slightly with the introduction of payment cards, where the consumer was liable for the first £50 (or thereabouts, depending on the bank) of fraud (Bohm, Brown and Gladman 2000).

The introduction of ATMs caused a significant shift in consumer liability, as the bank would claim a customer was negligent or collusive if their card and PIN appeared to have been used. This was sharpened with the move to Chip and PIN as chip cards are harder to forge (Hache and Ryder 2011), and by the Payment Services Directive which supported harmonisation of regulations across the EU for members of the Single Euro Payment Area (SEPA). Suddenly if the bank deems that a consumer has been negligent in handling their PIN the consumer is fully liable. This change in customer liability has caused banks to become careless and therefore caused a huge increase in fraud in the UK (Anderson and Moore 2006), as consumers are unable to fix the banks’ numerous security issues (Anderson, Bond and Murdoch 2006; Hache and Ryder 2011).

Yet academic study of the reasons and consequences of this shift in liability is limited. In a rare publication on payment fraud from the field of criminology, Jansen and Leukfeld apply Routine Activity and Protection Motivation theory in a study with 30 phishing and malware victims (Jansen and Leukfeldt 2016). They find that to some degree everyone is susceptible to online banking fraud victimization, regardless of their knowledge and skill. They identify that victims had taken adequate steps to protect themselves yet recommend more safety training for customers as well as education about the fraud risks. However, if the risks apply to all customers who find that protecting themselves is difficult, it makes more economic sense to allocate the risks to the actor who can do most to reduce the fraud overall, and who can also implement a straightforward procedure for recovering the funds (Anderson and Moore 2006; Anderson 2007; Hache and Ryder 2011).
4.2.1 Legal and regulatory context

Banking contract terms are regulated everywhere. In the US, Federal Reserve regulations E and Z limit consumer liability for fraudulent debit and credit transactions at $50 (unless for debit transactions the customer did not promptly notify the bank of a lost or stolen card, in which case the limit is $500). Liability does not depend on whether the customer was negligent, and the only way to refuse a refund is to argue that the customer actually authorised the transaction or authorised someone else to perform it. In practice, fraud victims are generally refunded unless the bank suspects they are in cahoots with the merchant.

Practice in the EU was harmonised in 2007 by the Payment Services Directive (PSD), which states that customers are not liable for unauthorised transactions when their card is not stolen, and liability would be capped at €150 if it was. However, these limitations do not apply if the customers ‘failed with intent or gross negligence to fulfil one or more of his obligations under Article 56,’ which requires that customers comply with banking terms and conditions and, in particular, to ‘take all reasonable steps to keep its personalised security features safe.’ So, what counts as ‘reasonable’?

European banks typically use the ‘gross negligence’ exception when they choose to deny a refund, but its definition is left to national rules and practices. As an example, banks commonly state that it is gross negligence to write down a PIN and keep it with the card. However, in practice, for a customer to be held liable, it is only necessary for the adjudicator to believe that gross negligence is, on the balance of probabilities, the most likely explanation.

The PSD requires that there be a means of adjudicating disputes without going to court. This was considered necessary because many European countries practice ‘costs shifting’, whereby the loser of a civil case pays the winner’s costs, which could far exceed the sums in dispute.

The UK adjudicator is the Financial Ombudsman Service, from whose decisions we can see what they consider to be gross negligence. For example, in one case (Financial Ombudsman Service 2014c), a stolen debit card was used, and while the customer denied writing down the PIN, the bank records showed that the correct card and PIN had been used. The adjudicator observed that the customer had not used the card on the day (reducing the likelihood of shoulder-surfing), and concluded that the most likely explanation for the transactions was that the PIN was kept with the card. The customer was, therefore, held liable.

In one of the few UK cases to get to court (Kelman 2009), the judge also found that the most likely explanation for disputed ATM transactions was that either the
customer had made the transactions, or the customer allowed them through intent or negligence. This decision was based on expert witness testimony from the bank, stating that there had never been a breach of the Chip and PIN system at an ATM, the disputed transactions were near the customer’s home, and the total disputed amount did not exceed the available balance of the account. The customer was refused a refund and ordered to pay £15,000 of the bank’s costs.

Of course, there are other explanations for how the PIN could have been obtained in both of these cases; the same PIN could have been used on another card or on the customer’s mobile phone, or the PIN check could have been bypassed technically (Murdoch et al. 2010). The outcome may turn on whether the adjudicator believes the bank or the complainant, which in turn may depend on their access to independent expertise.

The facts that people tend to choose PINs that are easy to guess, and that they tend to set the same PIN on multiple cards, mean that guessing a PIN is possible for about 1 in 11 stolen wallets (Bonneau, Preibusch and Anderson 2012), but a bank could argue that this is only a result of poor PIN choice and still amounts to gross negligence. Therefore, we examine guidance given to customers, to see if customers are set sufficiently clear and consistent rules with which they can reasonably be expected to comply.

4.3 Review of banking Terms and Conditions internationally

4.3.1 Methodology

In the first stage of this project, we surveyed the terms and conditions of 30 banks operating in 25 countries. The study’s scope included Europe (Cyprus, Denmark, Germany, Greece, Italy, Malta, and the United Kingdom), the United States, Africa (Algeria, Kenya, Nigeria, and South Africa), the Middle East (Bahrain, Egypt, Iraq, Jordan, Kuwait, Lebanon, Oman, Palestine, Qatar, Saudi Arabia, UAE and Yemen), and East Asia (Singapore). Also included in the analysis is the Code of Consumer Banking Practice for Singapore. No banks were found operating online in Libya or Syria. We selected these banks in order to get a good representation across different cultures and regions. There was some convenience sampling in the countries selected, according to the language skills available within the research team. The bank documents included in this survey, and the codes used to identify them, are outlined in Table 4.1. For example, for APS Bank in Malta there were two
relevant documents: APS1 and APS2. For other banks three or more documents contained relevant information.

Major banks were selected for the study. These are not always the largest banks, as some make their terms and conditions available only to account holders. In some cases, multiple documents were reviewed, as some banks had separate terms and conditions for telephone and Internet banking, as well as credit cards, debit cards and current accounts. All the documents reviewed were downloaded from the banks’ websites and were for personal (rather than business) accounts. We found that terms and conditions for accounts that adhere to Sharia law, which prohibits charging interest on loans or paying it on savings, had identical security clauses to other personal accounts at the same bank. There were no further differences found for other types of personal account customers, such as high-wealth individuals.

The terms and conditions were reviewed to identify instructions or advice on security. This included how users should handle the PINs associated with their cards, as well as credentials for telephone and Internet banking. The documents reviewed were in English, German, Italian, Arabic, and Greek. The authors include native speakers of these languages, who translated the relevant sections and coded them in accordance with the categories set out in Table 4.2. To ensure consistency, we developed written instructions outlining how to select banks for review, which types of document to access, and the types of data to extract (and translate) from the terms and conditions, as set out in the coding categories.

<table>
<thead>
<tr>
<th>Bank</th>
<th>Country</th>
<th>Document name</th>
<th>Ref</th>
<th>Access date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ahli United Bank</td>
<td>Bahrain</td>
<td>Security Information</td>
<td>AUB1</td>
<td>01/09/2015</td>
</tr>
<tr>
<td>APS Bank</td>
<td>Malta</td>
<td>APS 365 Online Service - Terms and Conditions</td>
<td>APS1</td>
<td>01/09/2015</td>
</tr>
<tr>
<td>APS Bank</td>
<td>Malta</td>
<td>Cards - Terms and Conditions</td>
<td>APS2</td>
<td>01/09/2015</td>
</tr>
<tr>
<td>Arab Bank</td>
<td>Jordan</td>
<td>Privacy Statement</td>
<td>ABJ1</td>
<td>02/09/2015</td>
</tr>
<tr>
<td>Arab Bank</td>
<td>Jordan</td>
<td>Ways to Bank - ATM - Security Tips</td>
<td>ABJ2</td>
<td>02/09/2015</td>
</tr>
<tr>
<td>Arab Bank</td>
<td>Jordan</td>
<td>(Arabi Online) Terms and Conditions</td>
<td>ABJ3</td>
<td>02/09/2015</td>
</tr>
<tr>
<td>Arab Bank</td>
<td>Yemen</td>
<td>Ways to Bank - ATM - Security Tips</td>
<td>ABY1</td>
<td>02/09/2015</td>
</tr>
<tr>
<td>Arab Bank</td>
<td>Yemen</td>
<td>Ways to Bank - Internet Banking Services</td>
<td>ABY2</td>
<td>02/09/2015</td>
</tr>
<tr>
<td>Arab Banking Corp.</td>
<td>Algeria</td>
<td>Online Security</td>
<td>ABC1</td>
<td>01/09/2015</td>
</tr>
<tr>
<td>Association of Banks</td>
<td>Singapore</td>
<td>Code of Consumer Banking Practice</td>
<td>ABS1</td>
<td>01/09/2015</td>
</tr>
<tr>
<td>Bank Audi</td>
<td>Lebanon</td>
<td>Cards - Good Practices (Card Usage)</td>
<td>BAL1</td>
<td>03/09/2015</td>
</tr>
<tr>
<td>Bank Muscat</td>
<td>Oman</td>
<td>Privacy and Security - Information Security Tips</td>
<td>BMO1</td>
<td>03/09/2015</td>
</tr>
</tbody>
</table>
### 4.3: Review of banking Terms and Conditions internationally

<table>
<thead>
<tr>
<th>Bank/Institution</th>
<th>Country</th>
<th>Terms and Conditions</th>
<th>Source Code</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank Muscat</td>
<td>Oman</td>
<td>Internet Banking - Security</td>
<td>BMO2</td>
<td>03/09/2015</td>
</tr>
<tr>
<td>Bank of Baghdad</td>
<td>Iraq</td>
<td>Electronic Services - Visa Card Service</td>
<td>BB1</td>
<td>01/09/2015</td>
</tr>
<tr>
<td>Bank of Cyprus</td>
<td>Cyprus</td>
<td>Cards Terms and Conditions</td>
<td>BCC1</td>
<td>07/09/2015</td>
</tr>
<tr>
<td>Bank of Palestine</td>
<td>Palestine</td>
<td>Terms and Conditions</td>
<td>BPP1</td>
<td>03/09/2015</td>
</tr>
<tr>
<td>Citibank</td>
<td>USA</td>
<td>Client Manual Consumer Accounts</td>
<td>CUS1</td>
<td>01/09/2015</td>
</tr>
<tr>
<td>Commercial International Bank</td>
<td>Cyprus</td>
<td>Bank Card Agreement</td>
<td>CCB1</td>
<td>07/09/2015</td>
</tr>
<tr>
<td>Dachverband der Volksbanken und Raiffeisen-banken</td>
<td>Germany</td>
<td>Sonderbedingungen für das Online-Banking</td>
<td>DVR1</td>
<td>18/09/2015</td>
</tr>
<tr>
<td>Dachverband der Volksbanken und Raiffeisen-banken</td>
<td>Germany</td>
<td>Sonderbedingungen für die VR-BankCard Conditions Cheque and Cash Card Accounts</td>
<td>DVR2</td>
<td>18/09/2015</td>
</tr>
<tr>
<td>Danske Bank</td>
<td>Denmark</td>
<td>Terms and Conditions for Access Agreement - Danske eBanking Consumers</td>
<td>DBD1</td>
<td>01/09/2015</td>
</tr>
<tr>
<td>Deutsche Bank Privat- und Geschäftskunden</td>
<td>Germany</td>
<td>Bedingungen für den Zugang zur Deutsche Bank AG über elektronische Medien</td>
<td>DBG2</td>
<td>06/09/2015</td>
</tr>
<tr>
<td>Deutsche Sparkassenverlag</td>
<td>Germany</td>
<td>Bedingungen für Debitkarten</td>
<td>DBG1</td>
<td>06/09/2015</td>
</tr>
<tr>
<td>HSBC</td>
<td>UK</td>
<td>Banking Made Easy</td>
<td>HUK1</td>
<td>01/03/2016</td>
</tr>
<tr>
<td>HSBC</td>
<td>UK</td>
<td>Current Accounts and Savings Accounts Terms and Conditions</td>
<td>HUK2</td>
<td>01/09/2015</td>
</tr>
<tr>
<td>HSBC</td>
<td>UK</td>
<td>Personal Interest Banking Terms and Conditions</td>
<td>HUK3</td>
<td>01/09/2015</td>
</tr>
<tr>
<td>Monte dei Paschi di Siena</td>
<td>Italy</td>
<td>Terms and Conditions for “Mondo Carta”</td>
<td>MPS1</td>
<td>07/09/2015</td>
</tr>
<tr>
<td>National Bank of Kuwait</td>
<td>UAE</td>
<td>General Terms and Conditions</td>
<td>NBA1</td>
<td>03/09/2015</td>
</tr>
<tr>
<td>National Bank of Greece</td>
<td>Greece</td>
<td>Unified Booklet of Terms for Deposits by Individuals</td>
<td>NBG1</td>
<td>07/09/2015</td>
</tr>
<tr>
<td>National Bank of Kenya</td>
<td>Kenya</td>
<td>Terms and Conditions Credit Cards</td>
<td>NBKe1</td>
<td>01/09/2015</td>
</tr>
<tr>
<td>National Bank of Kenya</td>
<td>Kenya</td>
<td>Terms and Conditions Personal Account Openings</td>
<td>NBKe2</td>
<td>01/09/2015</td>
</tr>
</tbody>
</table>
4.3.2 Results

The terms and conditions relating to PIN, telephone banking and Internet banking are considered in turn. A summary of the findings relating specifically to customer obligations to secure PINs is shown in Table 4.3.

4.3.2.1 PIN Writing Clauses

It is very common for banks’ terms of service to provide guidelines to their customers on writing down their PIN: 26 banks out of 30 have them. The most common instruction is to keep the written PIN in a different place from the card, and not to write it on the card itself: 15 banks have such a requirement. Only six banks forbid their users from writing the PIN down anywhere. Vague statements are not uncommon: five banks instruct the customer to keep the PIN in a ‘safe’ place. These banks include Ahli United Bank (AUB1), Bank Audi (BAL1), Bank of Baghdad (BBI1), Nedbank (NSA1) and Zenith Bank (ZBN1). Furthermore, three banks (Arab Banking Corp. (ABC2), HSBC (HUK2), and National Bank of Kenya (NBKe1)) allow PINs to be written down in an ‘obfuscated’ fashion that others cannot easily recon-

Table 4.1: Banking documents included in survey.

<table>
<thead>
<tr>
<th>National Bank of Kuwait</th>
<th>ATM Safety Tips</th>
<th>NBKu1 02/09/2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>ibid. National Bank of Kuwait</td>
<td>Prevention Checklist</td>
<td>NBKu3 02/09/2015</td>
</tr>
<tr>
<td>Nedbank South Africa</td>
<td>e-Banking Service Terms and Conditions</td>
<td>NSA1 01/09/2015</td>
</tr>
<tr>
<td>Nedbank South Africa</td>
<td>Current Accounts</td>
<td>NSA2 01/09/2015</td>
</tr>
<tr>
<td>OCBC Singapore</td>
<td>Online Banking Security</td>
<td>OSI1 01/09/2015</td>
</tr>
<tr>
<td>OCBC Singapore</td>
<td>Terms &amp; Conditions - Electronic Banking Services</td>
<td>OSI2 01/09/2015</td>
</tr>
<tr>
<td>Qatar National Bank Qatar</td>
<td>Personal Banking - Credit Cards - Credit Card Safety</td>
<td>QNB1 03/09/2015</td>
</tr>
<tr>
<td>Unicredit Italy</td>
<td>Cards</td>
<td>Ul1 10/09/2015</td>
</tr>
<tr>
<td>Zenith Bank Nigeria</td>
<td>e-Banking Service Terms and Conditions</td>
<td>ZBN1 01/09/2015</td>
</tr>
</tbody>
</table>
### Table 4.2: Description of coding categories used.

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PINWrite</td>
<td>References to writing down PINs</td>
</tr>
<tr>
<td>PINChange</td>
<td>References to changing PINs</td>
</tr>
<tr>
<td>PINReuse</td>
<td>References to reusing PINs, whether it be within the same or across different banks</td>
</tr>
<tr>
<td>PINAdvice</td>
<td>What to do with the written letter from the bank that contains the PIN</td>
</tr>
<tr>
<td>ReceiptsStatements</td>
<td>What to do with the receipts and statements</td>
</tr>
<tr>
<td>TelephoneWrite</td>
<td>References to writing down telephone banking access codes</td>
</tr>
<tr>
<td>TelephoneChange</td>
<td>References to reusing telephone banking access codes, whether it be within the same or across different banks</td>
</tr>
<tr>
<td>TelephoneAdvice</td>
<td>What to do with the written advice from the bank that contains the telephone banking access code</td>
</tr>
<tr>
<td>OnlineWrite</td>
<td>References to writing down online banking access codes</td>
</tr>
<tr>
<td>OnlineChange</td>
<td>References to changing online banking access codes</td>
</tr>
<tr>
<td>OnlineReuse</td>
<td>References to reusing online banking access codes, whether it be within the same or across different banks</td>
</tr>
<tr>
<td>OnlineAdvice</td>
<td>What to do with the written advice from the bank that contains the online banking access code</td>
</tr>
<tr>
<td>OnlineSecuritySoftware</td>
<td>Requirements to install and keep up to date security software</td>
</tr>
<tr>
<td>OnlineNetwork</td>
<td>Use of the network that the customer can access online banking from, including public access points</td>
</tr>
<tr>
<td>OnlinePassword</td>
<td>Requirements relating to the use of password managers or saving passwords in the browser</td>
</tr>
<tr>
<td>OnlineDevice</td>
<td>Requirements relating to the type or status of devices (e.g., not shared/public access, jail-broken/rooted)</td>
</tr>
</tbody>
</table>
Table 4.3: Summary of banks’ T&Cs related to PIN security

<table>
<thead>
<tr>
<th>Bank (country)</th>
<th>W</th>
<th>C</th>
<th>R</th>
<th>A</th>
<th>Bank (country)</th>
<th>W</th>
<th>C</th>
<th>R</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSBC (United Kingdom)</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>The Association of Banks (Singapore)</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>OCBC (Singapore)</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>Nedbank (South Africa)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Zenith Bank (Nigeria)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td></td>
<td>National Bank of Kenya (Kenya)</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td></td>
</tr>
<tr>
<td>APS Bank Limited (Malta)</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td></td>
<td>Danske Bank (Denmark)</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>Monte dei Paschi (Italy)</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td></td>
<td>Unicredit (Italy)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Sparkassen (Germany)</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td></td>
<td>Deutsche Bank (Germany)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td></td>
</tr>
<tr>
<td>Volksbank (Germany)</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td></td>
<td>Citibank (United States)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Ahli United Bank (Bahrain)</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td>Commercial International Bank (Egypt)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Bank of Baghdad (Iraq)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td></td>
<td>Arab Bank (Jordan)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Bank Audi (Lebanon)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td></td>
<td>Bank Muscat (Oman)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Bank of Palestine (Palestine)</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td></td>
<td>Qatar National Bank (Qatar)</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>National Commercial Bank (Saudi Arabia)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td></td>
<td>National Bank of Abu Dhabi (UAE)</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Arab Bank (Yemen)</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td>National Bank of Greece (Greece)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Co-operative Central Bank (Cyprus)</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td></td>
<td>Bank of Cyprus (Cyprus)</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

In contrast, National Bank of Greece explicitly states that ‘the Bearer is required to: memorize the PIN, not write it down—even in an obscured fashion—on the Card or on any other document[...]’ (NBG1). There is considerable variation in how PINs may be written down, and where. For example, Arab Banking Corp. in Algeria, HSBC in the United Kingdom, and National Bank of Kenya stipulate the following:

‘Never writing the Customer’s password or security details down in a way that someone else could easily understand, or allowing anyone to observe the Customer inputting the Customer’s password details on any electronic media.’ (ABC2)

‘Never writing down or otherwise recording your PINs and other security details in a way that can be understood by someone else[...]’ (HUK1)

‘If the Customer makes a written record of any PIN Code or security procedure, the Customer must make reasonable effort to disguise it and must not keep it with the card for which it is to be used.’ (NBKe1)

It is not specified whether it is the PIN that should not be understood by someone else (such as by using a code to disguise the numbers), or whether it is the connection between the PIN and the card that should not be understood. A number of other
banks are similarly vague about proximity of PIN and card. Here are more examples from Nedbank in South Africa, and Zenith Bank in Nigeria:

‘The client must [...] ensure that any record of the PIN is kept separate from the card and in a safe place.’ (NSA2)

‘The customer [...] undertakes [...] not to write down the Passcode, Accesscode/Password in an open place to avoid third party coming across [...]’ (ZBN1)

Bank Audi (BAL1), Bank of Baghdad in Iraq (BBI1), Bank of Cyprus (BCC1), Deutsche Bank (DBG1), Sparkassen and Volksbank in Germany (DSG1, DVR2), and UniCredit in Italy (UIt1) state that the PIN should not be stored with or on the payment card. Moreover, Bank of Cyprus (BCC1) states that the PIN should not be recorded or stored on an electronic device that allows it to be identified with the card.

Qatar National Bank provides vague advice (QNB1): it requests its customers to only memorize their PINs. On the other hand, a number of banks, including Ahli United Bank in Bahrain (AUB1), Citibank in the United States (CUS1) and National Commercial Bank in Saudi Arabia (NCB2), provide more specific advice. The following appeared under the heading ‘Security Tips’ of Citibank, so is perhaps not binding:

‘Keep your Personal Identification Number (PIN), Telephone Personal Identification Code (TPIC) and other codes used to access your accounts secret. Do not tell them to anyone. Do not write them on your Citibank Banking Card or keep them in your wallet or purse [...]’ (CUS1)

The advice from the National Bank of Kenya differs by the type of account. For credit cards, there is only a requirement to keep the PIN secret:

‘The Card member shall exercise due care to ensure the safety of the Card and the Secrecy of the PIN at all times [...]’ (NBKe1)

In contrast, the following requirements are set out for current accounts:

‘If the Customer makes a written record of any PIN Code or security procedure, the Customer must make reasonable effort to disguise it and must not keep it with the card for which it is to be used [...]’ (NBKe3)
Arab Bank in Jordan and Yemen (ABJ2, ABY1), Bank Muscat in Oman (BMO1), APS Bank in Malta (APS2), Co-operative Central Bank of Cyprus (BCC1), National Bank of Greece (NBG1), and National Bank of Kuwait (NBKu2) forbid customers from writing down the PIN anywhere at all. For example, the following is from APS Bank:

‘Not writing down the PIN on the Card or anywhere, or disclosing it to anyone else including the Police officers and/or the Bank’s personnel [...]’

(APS2)

Danske Bank in Denmark does not allow the PIN to be kept with the card. It does offer ‘PIN memorisers’ for recording obfuscated PINs:

‘Do not keep your PIN with your card or write it on your card. For security reasons, you should memorise your PIN. If you are unable to do so, keep it in a safe place, preferably a PIN memoriser. PIN memorisers are available free of charge from any of our branches [...]’

(DBD1)

In Singapore, OCBC does not appear to specify how customers might record PINs (OSi2), even though its trade association has a Code of Practice which stated that customers should be told that ‘they should never write the PIN on the card [...]’ (ABS2), and the Code of Consumer Banking Practice which states that ‘you should [...] never write and/or keep record of your PIN together with your card’ (ABS1).

Finally, a few banks do not provide guidelines to customers on how PINs might be written down, such as the Bank of Palestine (BPP1), Monte dei Paschi di Siena in Italy (MPS1), and the National Bank of Abu Dhabi in the United Arab Emirates (NBA1).

4.3.2.2 PIN Change Clauses

Half of the banks (15 out of 30) specifically indicate whether they allow users to change their PIN, or provide advice on how to choose a PIN. The rules varied across banks, with HSBC being concise, but general:

‘These precautions include [...] not choosing security details that may be easy to guess [...]’

(HUK1)

One bank (Nedbank in South Africa) requires customers to change their PIN on receipt of a payment card, with no stated restrictions on PIN choice:
‘The client shall [...] immediately change any temporary PIN and password allocated by the bank for the purpose of allowing the client to access the services for the first time [...]’ (NSA2)

One other bank (Bank of Cyprus (BCC1)) mandates customer PIN change, but also provides advice on how to select a PIN. The Ahli United Bank in Bahrain (AUB1), and OCBC in Singapore (OSi2), as well as the Association of Banks in Singapore (ABS2) set out requirements for selecting a strong PIN, telling users not to use telephone numbers, birth dates, personally identifiable information, or certain sequences of numbers as their PINs. For example:

‘The Customer may change the Customer’s ATM-PIN from time to time. The Bank shall be entitled at the Bank’s absolute discretion to reject any number selected by the Customer as the Customer’s substitute ATM-PIN without giving any reason [...] When selecting a substitute ATM-PIN, the Customer shall refrain from selecting any series of consecutive or same or similar numbers or any series of numbers which may easily be ascertainable or identifiable with the Customer [...]’ (OSi2)

It is odd to see such a requirement in a contract, as ATM systems support a denied PIN list and the bank could simply add PINs such as 1234, 2345, ..., 9999 to this list to block them completely, along with commonly-blocked values such as 0000.

Seven other banks (Ahli United Bank (AUB1), Arab Bank (ABJ2), Bank Audi (BAL1), Bank of Palestine (BPP1), Citibank (CUS1), National Bank of Kuwait (NBKu2), and Zenith (ZBN1)) suggest their users change their PINs periodically. Finally, National Bank of Greece states that the ‘Bearer can replace [the PIN] with another number of his choice at any of the Bank’s ATMs, following the on-screen instructions’ (NBG1).

Citibank tells its customers not to choose PINs that begin with a zero:

‘The PIN you select must consist of four numbers and cannot begin with a zero [...]’ (CUS1)

We have not been able to test whether this condition is enforced by Citibank ATMs on their own customers. We also do not know if the banks that do not set PIN-change conditions (including banks in Algeria, Cyprus (Co-operative Central Bank) Denmark, Egypt, Germany, Iraq, Italy, Kenya, Malta, Nigeria, Oman, Saudi Arabia and the UAE) offer a PIN change facility or not.
4.3.2.3 PIN Reuse Clauses

Even fewer banks provide advice on not reusing a PIN for multiple cards: only five out of 30. For example, HSBC states that customer precautions include ‘keeping your security details unique to your accounts with us […]’ (HUK1). This is actually in conflict with the advice given earlier by the UK banks’ trade association which recommended customers to change all their PINs to the PIN issued for one of their cards. The UK banks allow cardholders from any bank to change their PIN at any bank-operated ATM.

Danske Bank allows customers to have a unique PIN sent to them, or to use a PIN for a personal card that has already been issued by the same bank (DBD1). The bank does not stipulate whether the PIN has to be unique to them, and in any case it does not appear to offer a PIN change facility. Arab Banking Corp. explicitly specifies that the PIN chosen has to be unique to the bank, while Ahli United Bank only states that the PIN used must be unique, under the heading ‘Security Information’ (AUB1).

4.3.2.4 PIN Advice Clauses

Seven banks stipulate that the original letter containing the PIN (the PIN advice letter) must be destroyed. HSBC demands this ‘immediately after receipt’:

’Safely destroying any Card PIN advice we send you immediately after receipt, e.g., by shredding it […]’

(HUK1)

In Cyprus (Co-operative Central Bank), Malta (APS Bank Limited), and Qatar (Qatar National Bank), the banks allow customers to memorise the PIN before destroying the advice:

‘Memorise the PIN and immediately destroy the document […]’

(CCB1)

‘Destroying the PIN notification sent to him by the Bank immediately after memorising the PIN […]’

(APS2)

‘Upon receiving your credit/debit card, memorise the PIN and destroy the PIN mailer […]’

(QNB1)

The customers of Danske Bank have no set time limit:

‘You must also remember to destroy the letter containing your PIN.’

(DBD1)
4.3.2.5 Clauses Relating to Bank Statements and Receipts

Fourteen of the 30 banks include clauses relating to bank statements and/or receipts. Overall, these banks have notably differing requirements regarding the retention of bank statements and receipts. Only HSBC in the UK and the National Bank of Kuwait insist that customers shred their bank statements if they dispose of them:

‘Keeping card receipts and other information about your account containing personal details (such as statements) safe and disposing of them safely. People who commit fraud use many methods such as searching in dust bins to obtain this type of information. You should take simple precautions, such as shredding paper containing such information.’

(HUK1)

‘Save receipts: remember to take your receipts and shred them before discarding. It is best not to ask for receipts at all.’

(NBKu1)

The advice from the National Bank of Kuwait that receipts should not be asked for differs from other banks, which require customers to retain receipts for reconciliation with bank statements (AUB1, BAL1, BMO1). The Qatar National Bank specifically states:

‘Ensure that you received a copy of the receipt and keep it safe [. . . ]
Never throw away your transaction receipts.’

(QNB1)

This requirement regarding the retention of records also differs across banks. The Arab Bank in Jordan requires customers to ‘ensure that your account records are properly disposed’ (ABJ1), while at the other extreme, the Arab Banking Corp. in Algeria recommends that ‘the customer prints off and keeps or electronically saves all electronic statements’ (ABC2). Three banks (Monte dei Paschi di Siena (MPS1), Unicredit (UIt1) and National Bank of Kenya (NBKe1)) provide vague statements, such as inviting their users to apply ‘common sense’ when dealing with card transactions, or using ‘due care’.

4.3.2.6 Clauses Relating to Telephone Banking Security

Clauses relating to telephone banking security are found for 13 of the 30 banks. Some are found in contracts specifically for telephone banking; others are in general terms and conditions; and yet others in a combination. Until July 2015, HSBC’s general UK contract set out requirements for safeguarding all credentials, including ‘PINs, security numbers, passwords or other details including those which allow you to use PIB [Personal Internet Banking] and TBS [Telephone Banking Service]’
Further requirements for telephone banking were found in a document called ‘Banking Made Easy’. These documents were later revised; now, the terms and conditions simply require customers to follow the advice in the Banking Made Easy brochure. Some requirements for PINs also apply here: credentials cannot be written down in a way that can be understood by someone else, and they must be unique to the bank. The security code for telephone banking is a number of 6 to 10 digits created by the customer during registration, so there is no advice letter to destroy.

The OCBC (OSi2) and Monte dei Paschi di Siena (MPS2) do not specify whether telephone banking credentials may be written down, or whether they have to be unique. However, customers are permitted to change their telephone banking PIN. The OCBC specifies that:

‘When selecting a substitute T-PIN, the Customer shall refrain from selecting any series of consecutive or same or similar numbers of any series of numbers that may easily be ascertainable or identifiable with the customer.’

(OSi2)

Citibank customers can set up a ‘Telephone Personal Identification Code (TPIC) by calling the bank’ (CUS1); the online instructions do not discuss limits on code selection, or demand that the TPIC be unique.

Many banks’ terms and conditions for PINs also apply to telephone banking, including that credentials should not be written in an ‘open place’ (ZBN1), ‘should not be kept with the card for which they are to be used’ (NBKe2), and ‘should be changed periodically and be kept confidential and private’ (ABJ3, BPP1, ABY2, NSA1).

### 4.3.2.7 Clauses Relating to Internet Banking Security

As with telephone banking, some banks have specific contracts for Internet banking, while others include this in general contracts. Some go still further to impose conditions on the security of the network, the security of the device including the use of security software, and the use of online password managers or browsers to store credentials.

The most onerous conditions are set out by HSBC in the UK. Under its Personal Internet Banking Terms and Conditions (HUK3), credentials for Internet banking must not be written down in a way that can be understood by someone else, they cannot be easy to guess, and they have to be unique to the bank. The customer must always access Internet banking by typing the address into the web browser and use antivirus, antispyware and a personal firewall. If accessing Internet banking from
a computer connected to a LAN or a public Internet access device or access point, they must first ensure that nobody else can observe, copy or access their account. They cannot use any third-party software, such as browsers or password managers, to record passwords or other security details. Finally, all security measures recommended by the manufacturer of the device being used to access Internet banking must be followed, such as using a PIN or biometric to lock a mobile device.

The OCBC, in Singapore, insists that the card and PIN must not be kept together, yet elsewhere that PINs must be memorised and not recorded anywhere. Customers were advised not to repeat any digits in the 6-digit PIN more than once, that it should not be based on the User ID, telephone number, birthday or other personal information, that it should not be used for different websites, applications or services, and that it should be changed ‘regularly’. Customers of the Singapore bank also have to install antivirus, antispyware and firewalls, and ensure they were updated and patched. File and printer sharing also have to be disabled, and customers cannot use public or Internet cafe computers. Browsers cannot be used to store credentials. What’s more:

‘10. Do not install software or run programs of unknown origin [. . .]
14. Do not use a computer or device which cannot be trusted [. . .]
16. You are advised not to access Online Banking using jailbroken or rooted mobile devices (i.e. the phone Operating System has been tampered with), as it poses potential risk of malicious software infection.’

(OSi1)

The other banks reviewed do not impose such aggressive restrictions. Clauses specific to online banking include: using a firewall, antivirus and/or antispyware software (AUB1, APS1, ABJ1, ABY2, ABC1, BAL1, AMO2, CIB1, DBR1, DBG2, DSG2, NBA1, NBG1, NBKu3, NCB2); using a modern browser (ABC1, MPS2); patching the browser and/or operating system (AUB1, ABC1, BMO2, CIB1, DVR1, DBG2, DSG2, NBA1, NBG1, NCB2); not saving passwords in password managers or browsers (ABC2, BMO2, CIB1, NBA1, NBKu3, NCB2); not using public access computers (AUB1, ABJ3, ABY2, BMO2, CIB1, NBA1, NCB1, NCB2); encrypting wireless networks (CIB1); clearing the cache after each banking session (BMO2); using a password to access the computer (NCB2); and disabling file and printer sharing capabilities (NCB2). The National Bank of Kuwait and the Commercial International Bank in Egypt refers to particular firewalls and antivirus programs:

‘Common commercial examples include Zone Labs, symantec.com and Computer Associates. The leading free firewall is “Zone Alarm” from Zone Labs and there are many others to choose from. Zone Alarm
is now used on over 20,000,000 PCs and has been awarded the PC World 2003 “World Class Award” for Best Firewall.’ 

‘There are many effective programs to choose from, but the most common commercial products include McAfee, Symantec (Norton) and Sophos. It is also possible to obtain free anti-virus protection. A search for “free anti-virus” on Google will provide a list of the most popular.’

Danske Bank stipulates that customers should not leave the mobile phone on which they receive codes and their payment card number with others, including members of their household (DBD2).

4.3.3 Discussion

This review of bank terms and conditions demonstrates that banks take a variety of approaches to the security advice they offer to, and the demands they make of, customers. The approach varies not just between jurisdictions but between banks in each jurisdiction. Advice on writing down PINs ranges from a strict ‘no’ to ‘yes, but’, with requirements on obscuring the PIN and safekeeping. About half the banks allow users to change PINs; but there is a range of advice on PIN choice. The PIN advice letter may have to be destroyed at once, or eventually, or not at all; and a similar range of advice is given for bank statements and receipts. The clauses regarding the safekeeping of authenticating information for telephone banking and internet banking are no different, except in that different banks take the different extreme positions. Internet banking security is just as diverse but much more complex; there are many more kinds of advice that banks can and do give about preventing malware infection of devices used for online banking, many of which are outdated and difficult to follow.

While some of the advice is drafted so as to be helpful, many of the instructions are demands. It is not clear from the prevent survey which of these demands are also designed to minimise the risk to the customer, and which are there to minimise the risk to the bank, by enabling it to ask a whole series of hard questions of customers who complain of fraud, and reject many claims on the basis of non-compliance. Such behaviour will be discussed further in Section 4.5 below. Surveying how banks in different countries actually treat fraud victims and how this relates to local banking regulation would be a fascinating research project, but a very much larger one than the work reported here.
4.3.4 Limitations

There are number of limitations to our methodology that should be mentioned. Primarily, our scope is limited to languages that our diverse range of collaborators speak. We did use search engines and site maps when searching for T&C documents, so while care was taken to retrieve the terms and conditions documents of the banks studied, there were a number of banks which did not seem to publicly list their T&Cs.

Further, banks regularly update their T&Cs. Our research here presents a snapshot. We have made our dataset publicly available (see Section 4.6.1), as outdated T&C can be hard to retrieve.

4.4 Survey of payment card PIN usage

In the previous section we have established that there is a diverse range of demands on customers security behaviours. Advice on PIN and password safety varies and is sometimes contradictory. To see if the expectations are realistic, I conducted an online questionnaire study of how people use payment cards, and, in particular, how many PINs they have, and how they are remembered. We also investigated their behaviour towards storing, resetting and sharing PINs. We exclusively investigated 4-, 5- and 6-digit PINs. For each individual PIN we asked the participants for its frequency of use (on a 7-point scale between every day and never), and the origin of the PIN (with options: ‘self-chosen’, ‘bank chosen and allowed to change’, and ‘bank chosen and not allowed to change’). For each PIN length, we enquired if, and if so, where participants had written down any of these PINs, if these PINs were used on other devices, and if so, on which ones, and if any of these PINs have been shared with other people, and if so, what the relationship between the sharers is. We also enquired for each PIN length if any of the PINs had been forgotten, and how they had been recovered if applicable, as well as if the participants have a pattern or strategy for creating PINs.

Questions that required categorical responses by the participants had a set of predefined choices as well as a free-text response field. The predefined choices were sourced from a small qualitative preliminary study. In nearly all cases the participants did not make use of the free text response field.
4.4.1 Questionnaire setup

The questionnaire was set up using LimeSurvey\(^1\), and the participants were recruited using Prolific Academic\(^2\). We restricted submissions to British residents aged 18 or over. Participants were paid £1.50 for successfully completing the questionnaire. The questionnaire took five minutes on average to complete. We received 241 (out of 250) valid responses, and verified that the IP address used was from the UK in all but 5 cases\(^3\). 9 submissions were removed for administrative reasons.

4.4.2 Results

Of the participants, 61% are female and 39% are male. The age of the participants spans 18 to 71 years, with a mean of 31.2. Our participants are better educated than average bank customers: 38% have at least an undergraduate degree (BSc, BA or similar), while a further 17% have postgraduate education. 30% did not attend higher education, and a third of these (10%) have a General Certificate of Secondary Education (GCSE) as their highest qualification. 49% of the participants are employed; a further 13% are self-employed; 24% of participants are students; only 13% are unemployed.

<table>
<thead>
<tr>
<th>Number of PINs</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 digits</td>
<td></td>
<td>88</td>
<td>65</td>
<td>41</td>
<td>31</td>
<td>8</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2.28</td>
</tr>
<tr>
<td>5 digits</td>
<td>233</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>6 digits</td>
<td>228</td>
<td>8</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 4.4: Distribution of the number of 4-, 5- and 6-digit PINs the participants have.

The participants report having 1 to 9 payment cards (mean = 2.53). This contrasts with the number of 4-digit, 5-digit, and 6-digit PINs each participant has in Table 4.4. The vast majority of customers have only 4-digit PINs, but the mean number of PINs is 2.28, statistically significantly lower than the mean number of cards per customer (dependent t-test, \( t = -4.38, p < 0.0001 \)). This suggests that some participants have reconciled their PINs, but the majority use different PINs for different cards.

Table 4.5 analyzes how often participants use their PINs. No participant had more than eight 4-digit PINs, or more than two 5-digit ones or three 6-digit ones.

\(^1\)www.limesurvey.org
\(^2\)www.prolific.ac
\(^3\)IP address geo-location has a non-trivial error rate, but this still confirms that our sample is predominantly from the UK, as intended.
4.4: Survey of payment card PIN usage

<table>
<thead>
<tr>
<th>Frequency</th>
<th>4-digit PINs</th>
<th>5-digit PINs</th>
<th>6-digit PINs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#1 #2 #3 #4 #5 #6 #7 #8</td>
<td>#1 #2</td>
<td>#1 #2 #3</td>
</tr>
<tr>
<td>Every day</td>
<td>34 0 0 1 0 0 0 0</td>
<td>35 0 0</td>
<td>1 1 0</td>
</tr>
<tr>
<td>Several times a week</td>
<td>117 30 3 0 0 0 1</td>
<td>154 1 0</td>
<td>1 5 2 1</td>
</tr>
<tr>
<td>Once per week</td>
<td>59 35 12 3 0 0 0 0</td>
<td>109 2 1</td>
<td>3 0 0 0</td>
</tr>
<tr>
<td>Once per month</td>
<td>21 37 24 8 3 0 0 0</td>
<td>93 4 2</td>
<td>6 3 2 0</td>
</tr>
<tr>
<td>Several times a year</td>
<td>6 24 24 12 2 2 1 0</td>
<td>71 1 0</td>
<td>1 3 0 0</td>
</tr>
<tr>
<td>Once a year or less</td>
<td>1 14 10 10 4 1 0 0</td>
<td>40 0 0</td>
<td>0 1 0 0</td>
</tr>
<tr>
<td>Never</td>
<td>2 12 14 9 6 4 1 0</td>
<td>48 0 0</td>
<td>0 0 0 0</td>
</tr>
</tbody>
</table>

Table 4.5: Distribution of how frequently our participants use each of their PINs.

<table>
<thead>
<tr>
<th>Source</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>I chose it myself</td>
<td>75</td>
<td>56</td>
<td>28</td>
<td>15</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>181</td>
</tr>
<tr>
<td>Assigned to me, I decided not to change it</td>
<td>161</td>
<td>94</td>
<td>56</td>
<td>31</td>
<td>11</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>357</td>
</tr>
<tr>
<td>Assigned it to me, I am not allowed to change it</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 4.6: Source of participants’ 4-digit PINs

We see at once that as the number of PINs increases, their usage drops. Only one participant uses more than one unique PIN on a daily basis. About half (48%) of the PINs are used at most once a month, and PIN #4 is used on average around twice a year. This supports the bank industry ‘folk wisdom’ that if you want customers to use cards other than their main card you must let them change their PINs.

Table 4.6 documents PIN change, and we see that two-thirds of PINs are left as their default. Interestingly, there is no correlation between frequency of PIN use (Table 4.5) and PIN origin (Table 4.6). Virtually all participants are allowed to change their PINs in the UK. The details for 5- and 6-digit PINs have been omitted here for brevity. We also investigated the reasons for PIN change. Of the participants that set their own PIN, 61% reported changing their PIN on first receipt, a further 23% stated they changed their PIN because they felt it was compromised, but only 6% claimed to change their PIN on a regular basis.

Our participants keep their PINs for a long time: only 13% of PINs were changed in the last year, with over 39% having been in use for over 5 years.
4.4.2.1 Remembering PINs

A quarter of the participants reported forgetting a 4-digit PIN at least once. Of these, 48% remembered or retrieved their PIN themselves, 24% were issued with a new PIN, and 15% used the bank’s services to retrieve their PIN. Finally, 10% did not bother retrieving the forgotten PIN; half of these said they transferred their money to a different account.

<table>
<thead>
<tr>
<th>Location of Written Down PINs by Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-digit</td>
</tr>
<tr>
<td>On the card</td>
</tr>
<tr>
<td>I kept the original PIN slip</td>
</tr>
<tr>
<td>On paper – kept in desk</td>
</tr>
<tr>
<td>On paper – kept in wallet</td>
</tr>
<tr>
<td>In a notebook/diary/planner, etc.</td>
</tr>
<tr>
<td>File on computer</td>
</tr>
<tr>
<td>File on phone</td>
</tr>
</tbody>
</table>

Table 4.7: Location of written down PINs by participants 79 (32.9%), 4 (50.0%), and 0 (0.0%) wrote down their 4-, 5-, and 6-digit PINs, respectively.

As many banks insist that PINs must not be written down, we decided to investigate this in reality. Table 4.7 describes our participants’ strategies towards writing down PINs. Not a single participant kept the original PIN mailer. The prevailing method of PIN storage is on mobile phones, typically disguised as a phone number. 13% of the participants use a mnemonic for 4-digit PINs, the most common technique being the derivation of the PIN from a specific date. This was also reported by Bonneau, Preibusch and Anderson (2012).

<table>
<thead>
<tr>
<th>A Variety of Locations where Participants’ PINs are Re-used</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-digit</td>
</tr>
<tr>
<td>Unlocking mobile phone</td>
</tr>
<tr>
<td>Burglar alarm</td>
</tr>
<tr>
<td>Voicemail</td>
</tr>
<tr>
<td>SIM card unlock</td>
</tr>
<tr>
<td>Unlocking computer</td>
</tr>
<tr>
<td>On-line Banking</td>
</tr>
</tbody>
</table>

Table 4.8: A variety of locations where participants’ PINs are re-used 55 (22.9%), 0 (0.0%), and 1 (7.7%) re-used their 4-, 5-, and 6-digit PINs, respectively.
4.4.2.2 PIN re-use

16% of our participants stated they use the same PIN on many payment cards; when a PIN was re-used, it was used on 2.8 payment cards on average, with the maximum being 9 cards! PINs were also used in a variety of other locations (Table 4.8): 22.9% of participants are re-using their 4-digit payment card PINs, half of whom use a payment card PIN to unlock their mobile phone.

<table>
<thead>
<tr>
<th>PIN Reuse</th>
<th>4-digit</th>
<th>5-digit</th>
<th>6-digit</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stranger</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Family member</td>
<td>37%</td>
<td>0%</td>
<td>100%</td>
<td>37%</td>
</tr>
<tr>
<td>Flatmate (if accommodation shared)</td>
<td>3%</td>
<td>0%</td>
<td>0%</td>
<td>3%</td>
</tr>
<tr>
<td>Spouse/partner</td>
<td>75%</td>
<td>100%</td>
<td>0%</td>
<td>74%</td>
</tr>
<tr>
<td>Casual acquaintance</td>
<td>1%</td>
<td>0%</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td>Close friend</td>
<td>14%</td>
<td>0%</td>
<td>0%</td>
<td>13%</td>
</tr>
</tbody>
</table>

Table 4.9: Sharing of PINs by participants 102 (42.5%), 2 (25.0%), and 1 (7.7%) shared their 4-, 5-, and 6-digit PINs, respectively.

4.4.2.3 PIN sharing

Finally, an impressive 42.5% of our participants share their PINs, in many cases with more than one person (Table 4.9). Sharing predominantly occurs with a spouse or partner (32% of participants) or other family members (16%), but also, in some cases, close friends (6%).

4.4.3 Discussion

In general, it is difficult for customers to be certain whether they are complying with bank rules, as these rules lack detail and can even be contradicted. For example, HSBC prohibits PIN re-use, whereas the UK bank trade body recommends this (Bowerman 2007). Vague and contradictory guidance puts customers in a weak position should a bank claim that a disputed transaction must have been caused by a failure to comply with its rules.

Our survey of PIN use confirms the practical difficulty of remembering PINs. Customers are commonly asked to remember four or more PINs, some of which they only use every month at most. The combined effect of forgetting over time (Squire 1989), as well as interference between the different PINs remembered (Anderson and Neely 1996), makes unaided recall of these PINs a difficult task. In one study after 3 weeks, the majority of participants were unable to remember a PIN, and even
after 1 week 45% had forgotten it (Renaud and Ramsay 2014). In current usage scenarios, customers can only cope by re-using PINs or writing them down.

The 4-digit PIN system worked adequately in the environment for which it was originally designed: a single regularly-used ATM card. Today’s usage scenarios are different, but the mechanism, and terms and conditions, remain unchanged. Not considering the usability implications pushes customers towards insecure PIN practices banned by the banks’ contracts. Each PIN re-use allows a thief another 6 guesses, and mobile phone touchscreens can give away PIN digits directly. Not all customers can be expected to disguise PINs securely, but remembering an infrequently-used PIN is impractical without some kind of assistance. Customers who do not comply with their banking contract are then blamed for security failures that are actually caused by a system that is not fit for purpose.

4.5 Survey of understanding and interpretation of banking T&Cs

The third contribution of this research is a cross-cultural study of the understanding and interpretation of banking terms and conditions (T&Cs). As we have described in the previous section, there are significant differences in the legal setting of banking between countries, as well as between banks within the same country. However, these may appear rather theoretical. In order to distil out the practical effects of the banks’ contracts, we conduct a survey with participants from Germany, the United Kingdom and the United States. Consumer protection for fraudulent transactions in Germany and the UK is governed by the same law, the EU Payment Services Directive (PSD)\(^4\) (soon to be replaced by PSD2\(^5\)), whereas US disputes are governed by the more consumer-friendly federal regulations E\(^6\) and Z\(^7\). The PSD allows banks to refuse refunding a customer if the most likely explanation for the fraud is considered to be that the customer was grossly negligent in complying with bank security rules. Regulations E and Z require that customers be refunded in almost

---


\(^6\)https://www.federalreserve.gov/bankinforeg/regecg.htm

\(^7\)https://www.federalreserve.gov/bankinforeg/regzcg.htm
all circumstances, and demonstrating gross negligence is not sufficient to refuse a refund. The aims of this survey are threefold:

1. identify the perceptions and prejudice of participants towards banking terms and conditions;
2. measure the ability of our participants to understand the banks’ terms and conditions and act on them;
3. on a country specific basis and as a cross-cultural study.

4.5.1 Related literature

While there are to our knowledge no cross-cultural examinations of the understanding of Terms and Conditions, many methodologies of cross-cultural studies have been explored. Similarly, text comprehension is an established research branch.

4.5.1.1 Cross cultural study design

The field of psychology has devoted much research into conducting valid cross-cultural studies. Jones and Kay lay out a number of challenges that cross-cultural research faces (Jones and Kay 1992). In this study we are interested in the comparative use of the scores deduced from the responses from each of the countries, as we intend to perform analysis on the differences between the groups. This requires us to aim for a construct-referenced meaning across the different languages: the study’s aim needs to be translated to the cultures (Hui and Triandis 1985). This is not a purely translational issue: social norms and concepts may well be different. Hence in our study we have opted for a symmetric translation: we have adjusted cultural symbols (as far as these are present in contractual terms) to the best of the translator’s knowledge of the target cultures.

The difficulty of conducting studies is not just limited to the textual content. The steps on Likert scales may have different meanings in different languages (Heine et al. 2002). We have taken great care that our study is accurately represented in the three cultures studied, but a full sociological validity analysis is outside the scope of this research.

4.5.1.2 Reading comprehension

There is an existing body of research on the comprehension of legal texts. The initial research seems to have been carried out by Masson and Waldron, who simplified Terms and Conditions in three steps. Each simplification increases comprehension, but absolute comprehension values were still very low (Masson and Waldron 1994).
Further studies on the topic point out individuals don’t read contracts (Wogalter et al. 1999) before signing them, or don’t read Software Licensing Agreements before clicking OK (Wogalter and Hayes 2014). Shorter End User License Agreements (EULAs) may actually decrease number of software installations (Good et al. 2007), as can politely asking for user permission (Böhme and Köpsell 2010). Paraphrasing may well aid readability (Waddell, Auriemma and Sundar 2016), but just as in (Masson and Waldron 1994), absolute values of readability remain low.

These empirical findings are supported by one analytical study: Prichard and Hayden analyse the EULAs of freeware software using a number of readability metrics (Prichard and Hayden 2008). They (perhaps unsurprisingly) support the findings from the literature: the vast majority of EULAs were very difficult to read and very long.

4.5.2 Survey design

The survey is divided into four stages. We begin with some demographics on the participants as well as some statistics on the payment methods our participants use, such as the number of different payment cards and bank accounts the participants have and the countries these are issued in. We also ask about previous experiences of fraudulent transactions in order to identify prior experiences with the T&Cs. This is followed by two scenarios on the conflicts between the T&Cs and customer. We ask the participants what they expect the resolution of the conflict to be. We elicit the responses to the scenarios twice, before being aware of the T&Cs and again afterwards. The scenarios are sourced from the UK Financial Ombudsman newsletter (Financial Ombudsman Service 2014a, 2014b, 2014c). The scenario texts presented below have not been changed in meaning from the Financial Ombudsman newsletter. The Financial Ombudsman Service (FOS) is an arbitration service that was set up by the UK banks as an alternative to using the court system to resolve disputes with customers, and that now adjudicates according to their interpretation of the requirements set out in the PSD. Arbitrations are binding on the bank, and while a customer may instead take a case to the courts, the prohibitive costs involved make this rare, so the FOS interpretation of the PSD is dominant in the UK. Its quarterly newsletter publishes examples of its common dispute resolutions.

After asking a number of questions regarding the scenarios, we introduce a set of terms and conditions on payment safety and fraud (as discussed in Section 4.3.3). We next ask the participant a number of questions to gauge their understanding of these T&Cs on a following page, without allowing them to page back to access the terms.
We then reintroduce the two scenarios, this time giving them access to the text of terms and conditions, and again enquire about their expectation of the outcome. The full survey text can be found online, see Section 4.6.1.

Most of the responses in the survey are collected using free-text responses. There are several reasons for choosing this method. As we are interested in the perceptions of the participants and their understanding of the contract terms, we wanted to remove any form of prompt in order to get unbiased responses. These free-text responses are then manually grouped using Thematic Analysis (Fereday and Muir-Cochrane 2006). The raw counts are normalised, in most cases by the number of participants per country. As each participant may have mentioned multiple themes, each theme may range between 0% and 100%.

The participants for this study were recruited using Prolific Academic. The survey took on average 18 minutes to fill out, and we paid each participant £2.50. We trialled the study on German, British and American native speakers and ran an initial online pilot that helped us resolve some minor ambiguities.

Conducting the survey in two languages across three countries posed several challenges. Firstly, the financial legislation is very different between the EU and the US (the US being significantly more consumer-friendly). This had a direct impact on the responses, but we were nevertheless able to measure the impact of the treatment of the terms and conditions on the two scenarios. Second, there are significant cultural differences regarding privacy and data protection between the three countries.

The survey and the two scenarios were translated into German by a native speaker, and checked by a second native speaker in order to ensure that the intent of the questions was preserved as closely as possible. Minor changes were also made between the British English and American English version in order to aid comprehension.

### 4.5.3 The scenarios

Our two scenarios were presented in a random order to the participants. The order they were shown in did not lead to any statistically significant variations in answers. The scenarios shown below are those shown to the participants in the UK.

#### 4.5.3.1 Scenario 1: card loss

The first scenario is based on a typical story of theft (Financial Ombudsman Service 2014c). The scenario reads as follows:
‘Miss K travels to work on the Tube. When leaving the Tube at the destination station, Miss K notices that her purse is missing. In the Tube station is a police office, where she reports her purse as stolen. When she gets to work, she phones her bank to cancel her debit card. But, by this time, the thief has made several large cash withdrawals using the card.’

In the original article, the Financial Ombudsman decided that the most likely reason the thief could withdraw cash is that Miss K stored her PIN with the card. The Ombudsman concluded that Miss K had likely been grossly negligent and is denied a refund. We do not tell the participants this outcome.

4.5.3.2 Scenario 2: phone scam

The second scenario is based on a combination of Ombudsman News stories (Financial Ombudsman Service 2014a, 2014b). The scenario reads as follows:

‘Mr L received a phone call from his bank. The person he spoke to said there had been some “suspicious activity” on his account, and asked him if he had made certain purchases. When Mr L said he hadn’t, the person on the phone said that he should call a different department at the bank straight away to sort the problem. Mr L called the number on the back of his debit card. The person he spoke to asked him some security questions and then confirmed that suspicious activity had taken place. They said that Mr L should immediately transfer all the money from his account to a different account, and he gave him the details of that account over the phone. Mr L transferred the money straight away.

When Mr L told his partner what had happened, she was worried. She suggested he call his bank to check he’d done the right thing. It turned out that Mr L had been the victim of a scam. The fraudster had put a technical fix in place so that when Mr L ended the first call and rang the number for his bank, he’d actually just reconnected with the fraudster.’

In this scenario, the Ombudsman ruled that Mr L should not be reimbursed, as he was deemed to have authorised the transaction. The Financial Ombudsman chose the wording of the first line of the scenario to intentionally highlight that the customer is unable to verify the identity of the bank. There is a large number of similar cases in the UK (although this type of fraud is less common in Germany), which all vary slightly on the exact manner the fraudulent transaction is processed. In some cases, the Ombudsman decides in favour of the customer; in many others, she does not.
4.5.4 The Terms and Conditions

It is infeasible to have our participants work through an entire document of Terms and Conditions as part of a study, as these documents range from 20 to 40 pages. In order to get a realistic assessment of the ability of our participants, we specifically presented only the passages most relevant to the study, but left whole paragraphs intact. For the UK, we chose HSBC’s ‘General Terms and Conditions (HUK2)’, and in particular Section 9. ‘Important Security Information’, and Section 27.5 ‘Liability for Unauthorised Transactions’. As discussed previously, HSBC’s T&Cs are representative of T&Cs in the UK.

For the American participants, the survey focused on Citibank’s ‘Client Manual Consumer Accounts’ (CUS1). In particular, we chose the sections on ‘Lost or Stolen Banking Cards or Other Access Devices’ and ‘Unauthorised Electronic Transactions and Security Tips’. Again, our choice of the bank followed from our analysis in Section 4.3.

Following the same argument, we chose the Terms and Conditions for Debit Cards of Deutsche Bank (DBG1) for Germany. Here, we focused on Section 6. ‘Geheimhaltung der persönlichen Geheimzahl (PIN)’ (Keeping your PIN secret), Section 12. ‘Erstattungs- und Schadensersatzansprüche des Kontoinhabers’ (Reimbursements and claims for damages of the account owner), and Section 13. ‘Haf-tung des Kontoinhabers für nicht autorisierte Kartenverfügungen’ (Liability of the account owner for unauthorised card charges).

4.5.5 Demographics

We recruited 151 participants in total: 41, 56 and 54 participants from the DE, UK and US respectively. An overview of the age and gender of all recruited participants can be found in Figure 4.1 and Table 4.10. There are some surprising differences in these demographic distributions between the three countries, considering that all participants were sourced from the same platform. There is a strong gender bias of around 3:1 in Germany and the US. The participants in the UK are, however, gender-balanced.

<table>
<thead>
<tr>
<th>Gender</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>24%</td>
<td>52%</td>
<td>27%</td>
</tr>
<tr>
<td>Male</td>
<td>73%</td>
<td>48%</td>
<td>71%</td>
</tr>
<tr>
<td>Other</td>
<td>2%</td>
<td>0%</td>
<td>2%</td>
</tr>
</tbody>
</table>

Table 4.10: Gender of our participants
Figure 4.1: Histogram of our participants’ age

Figure 4.1 highlights the age distributions between the participants from the three countries. We checked the participants’ location by geo-locating their IP address used to access the survey. IP geo-location is far from accurate; however, all but 3 participants’ IP addresses matched their declared country. We decided to include the answers from these outliers, as the answers were well-written and showed no other anomalies. The mean ages across the three countries are 27.0, 33.7 and 30.4 years for the DE, UK and US respectively, with standard deviations of 6.6, 12.7 and 9.8 years respectively. In general, Prolific Academic seems to have the most representative demographics for the UK. The age demographics for these countries are reasonably consistent with the participant pool available through Prolific Academic Prolific (2018), so there does not seem to be a selection bias for participants based on these demographics.

<table>
<thead>
<tr>
<th>Employment Status</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed</td>
<td>22%</td>
<td>48%</td>
<td>57%</td>
</tr>
<tr>
<td>Student</td>
<td>63%</td>
<td>30%</td>
<td>14%</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2%</td>
<td>4%</td>
<td>12%</td>
</tr>
<tr>
<td>Self-employed</td>
<td>7%</td>
<td>13%</td>
<td>16%</td>
</tr>
<tr>
<td>Retired</td>
<td>2%</td>
<td>6%</td>
<td>0%</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>2%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 4.11: Employment demographics of our participants

There are distinct differences in employment across the US, DE and UK, as can been seen in Table 4.11. Almost all our participants claim to be native speakers in our study; 100%, 92% and 92% for the DE, UK and US respectively. There is an above-average distribution of educational statistics, which shows over 50% of our participants from each of the countries have finished at least a bachelor’s degree or equivalent (see Table 4.12). The translation of education levels is not
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<table>
<thead>
<tr>
<th>Highest Qualification</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCSE Level education (e.g., GCSE, O-Levels or Standards) or lower</td>
<td>7%</td>
<td>15%</td>
<td>0%</td>
</tr>
<tr>
<td>A-Level education (e.g., A, AS, S-Levels, Highers)</td>
<td>24%</td>
<td>11%</td>
<td>12%</td>
</tr>
<tr>
<td>Some undergraduate education (e.g., No completed degree)</td>
<td>10%</td>
<td>19%</td>
<td>18%</td>
</tr>
<tr>
<td>Degree/Graduate education (e.g., BSc, BA)</td>
<td>32%</td>
<td>35%</td>
<td>43%</td>
</tr>
<tr>
<td>Postgraduate education (e.g., MSc, MA, MBA, PhD)</td>
<td>22%</td>
<td>19%</td>
<td>16%</td>
</tr>
<tr>
<td>Vocational education (e.g., NVQ, HNC, HND)</td>
<td>5%</td>
<td>0%</td>
<td>5%</td>
</tr>
<tr>
<td>Other</td>
<td>0%</td>
<td>2%</td>
<td>4%</td>
</tr>
</tbody>
</table>

Table 4.12: Educational demographics of our participants

straightforward, which may explain the 0% value for GCSE level education in the US. Two participants revealed that they had learning disabilities.

It is obvious that our participants’ demographics could be better aligned for a crosscultural study. Unfortunately Prolific Academic does not offer the functionality to sample participants to a specific demographic distribution. However, while there are strong differences in the employment demographics (Table 4.11) and gender, participant’s age and educational demographics (Figure 4.1 and Tables 4.10 and 4.12) are fortunately similar.

4.5.6 Payment demographics

![Figure 4.2: Participants’ number of payment cards](image)

In order to meaningfully compare the responses to our questions, we have to check that the participants have similar levels of financial development. One measure is the number of bank account and payment cards. Figure 4.2 shows 3 histograms for the number of payment cards our participants have in the DE, UK and US respectively. The means are here 2.0, 2.7 and 3.1 respectively. Similarly, Figure 4.3 displays the distribution of bank accounts of our participants with means 2.0, 2.5 and 1.8 respectively. While many credit cards are prevalent in the US, our participants there also have the smallest number of bank accounts.
We also investigate the frequency of payment card use. Here, the UK participants use their cards the most, followed by the Americans. No participant in Germany uses a payment card on a daily basis (Table 4.13), yet payment card penetration rates are still high. Virtually, no participant manages a week on average without using a card.

### 4.5.6.1 Fraud experience

<table>
<thead>
<tr>
<th>Frequency</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>88%</td>
<td>72%</td>
<td>66%</td>
</tr>
<tr>
<td>Yes</td>
<td>12%</td>
<td>28%</td>
<td>34%</td>
</tr>
</tbody>
</table>

Table 4.14: Frequency of Fraud Have you ever experienced fraudulent transactions or incidents on any of your payment cards or bank accounts?

We hypothesise that people who have been a victim of fraud previously are more likely to pay attention to the details of payment contracts. We ask the participants if they have been fraud victims, and to explain the experience to us if they have. In
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Table 4.14, we list our participants’ frequency of fraud experience. In order to get as complete description as we could, we solicited free-text responses.

<table>
<thead>
<tr>
<th>Code</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fraud identified at a later stage</td>
<td>28.6%</td>
<td>55.0%</td>
<td>60.7%</td>
</tr>
<tr>
<td>Transaction before card blocked</td>
<td>0.0%</td>
<td>0.0%</td>
<td>3.6%</td>
</tr>
<tr>
<td>Transaction after card blocked</td>
<td>0.0%</td>
<td>5.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Transaction blocked by bank</td>
<td>42.9%</td>
<td>30.0%</td>
<td>21.4%</td>
</tr>
<tr>
<td>Other/No idea where fraud occurred</td>
<td>42.9%</td>
<td>30.0%</td>
<td>42.9%</td>
</tr>
<tr>
<td>Offline transaction</td>
<td>14.3%</td>
<td>15.0%</td>
<td>17.9%</td>
</tr>
<tr>
<td>Online transaction</td>
<td>14.3%</td>
<td>40.0%</td>
<td>14.3%</td>
</tr>
<tr>
<td>Cash withdrawal</td>
<td>0.0%</td>
<td>0.0%</td>
<td>7.1%</td>
</tr>
<tr>
<td>Card stolen</td>
<td>0.0%</td>
<td>5.0%</td>
<td>7.1%</td>
</tr>
<tr>
<td>Online account hacked</td>
<td>0.0%</td>
<td>5.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>New card</td>
<td>28.6%</td>
<td>30.0%</td>
<td>32.1%</td>
</tr>
<tr>
<td>Full refund</td>
<td>14.3%</td>
<td>80.0%</td>
<td>82.1%</td>
</tr>
</tbody>
</table>

Table 4.15: Thematic analysis of the description of fraud experienced by participants

The first four codes describe the identification of fraud, the next six codes describe the type of fraud, and the last two describe the follow-up actions that happened. Each percentage represents the proportion of statements from participants from that country that have been annotated with that code.

We analysed these responses using Thematic Analysis, and the results can be seen in Table 4.15. The table is divided into three sections: fraud identification, type of fraud, and resolution. As these were manually annotated free-text responses, the absolute percentages are approximate, but the relative differences are worth noting. There is a clear trend in the stage where fraud is identified: in Germany, more fraud is identified automatically than is noticed by the customers. This is reversed for the UK and the US, where almost two-thirds of fraud is identified by the customer. For American customers, this may be an annoyance, but a minor one: Federal Regulations E & Z ensure that the customer will get his money back. In the UK, this may be a greater worry as the refund is dependent on whether the bank considers you to have been ‘grossly negligent’.

4.5.7 Scenario overview

In the following Sections 4.5.8 and 4.5.9, the participants consider the two scenarios in two different combinations: once before seeing the relevant terms and conditions, and once afterwards. Each time they are asked if they think the protagonist should be reimbursed by the bank and why. The results of the binary question can be found in Table 4.16. We find that in all but one case, the participants are more likely to
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<table>
<thead>
<tr>
<th>Question</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1: Card Loss</td>
<td>41.5%</td>
<td>81.5%</td>
<td>76.8%</td>
</tr>
<tr>
<td>Scenario 1: Card Loss after T&amp;Cs</td>
<td>70.7%</td>
<td>66.7%</td>
<td>96.4%</td>
</tr>
<tr>
<td>Scenario 2: Phishing</td>
<td>31.7%</td>
<td>37.0%</td>
<td>35.7%</td>
</tr>
<tr>
<td>Scenario 2: Phishing after T&amp;Cs</td>
<td>43.9%</td>
<td>46.3%</td>
<td>42.9%</td>
</tr>
</tbody>
</table>

Table 4.16: Percentage of participants that say that the money should be returned in each of the scenarios. McNemar’s test is significant with \( p < 0.05 \) for both Scenario 1: Card Loss and Scenario 2: Phishing.

have the protagonist reimbursed after reading the terms and conditions. This is statistically significant with \( p < 0.05 \) for both scenarios using the McNemar’s test for binary variables. We will now consider each of these four conditions in isolation, and analyse the qualitative responses.

4.5.8 Scenario 1: card loss

For each of the two settings, there are two sets of answers to consider: those that argue for the reimbursement of the protagonist, and those against it.

4.5.8.1 Prior to revealing Terms and Conditions

<table>
<thead>
<tr>
<th>Code</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banks have good security that should have prevented fraud</td>
<td>0.0%</td>
<td>4.5%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Depending on the T&amp;C of the bank</td>
<td>0.0%</td>
<td>0.0%</td>
<td>9.3%</td>
</tr>
<tr>
<td>Insurance will compensate her</td>
<td>0.0%</td>
<td>2.3%</td>
<td>14.0%</td>
</tr>
<tr>
<td>People are protected from fraud by the bank</td>
<td>35.3%</td>
<td>38.6%</td>
<td>48.8%</td>
</tr>
<tr>
<td>She did not authorise the transaction</td>
<td>17.6%</td>
<td>6.8%</td>
<td>2.3%</td>
</tr>
<tr>
<td>The theft was reported swiftly</td>
<td>52.9%</td>
<td>50.0%</td>
<td>41.9%</td>
</tr>
<tr>
<td>Yes, because the bank can prove it wasn’t her, due to CCTV at ATM</td>
<td>5.9%</td>
<td>11.4%</td>
<td>7.0%</td>
</tr>
</tbody>
</table>

Table 4.17: Thematic analysis of the answers in support of reimbursement in Scenario 1: Card Loss.

Tables 4.17 and 4.18 show the results of the Card Loss scenario before revealing the terms and conditions. The respondents who supported reimbursement gave a wide range of reasons (Table 4.17). The most recurring reasons across the German, UK and US surveys are: (1) the theft was reported immediately, cited by 52.9%, 50.0% and 41.9% of respondents respectively, and (2) banks are expected to protect their customers from fraud, with 35.3%, 38.6% and 48.8%. Additionally, some of the
UK respondents (4.5%) were more specific, and said that good security measures are deployed by banks to defend against fraud. 17.6% of the German respondents said that Miss K did not authorise the transaction and, hence, she should be reimbursed; only 6.8% and 2.3% mentioned the same reason in the UK and US surveys. Another interesting reason for reimbursing Miss K is that it can be easily proven that she did not make the transaction because CCTV cameras are widely deployed at ATMs; this reason was mentioned in all three surveys. Only 2.3% of the UK respondents believe that the insurance company is responsible for compensating Miss K, whereas 14.0% provided the same reason in the US survey. Interestingly, only US participants, with about 9%, mentioned that reimbursement depends on Miss K’s bank terms and conditions.

<table>
<thead>
<tr>
<th>Code</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common perception that the customer looses</td>
<td>4.2%</td>
<td>20.0%</td>
<td>23.1%</td>
</tr>
<tr>
<td>Debit, as opposed to credit, cards do not have fraud protection</td>
<td>0.0%</td>
<td>10.0%</td>
<td>23.1%</td>
</tr>
<tr>
<td>Don’t know/unsure</td>
<td>4.2%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Her mistake</td>
<td>25.0%</td>
<td>20.0%</td>
<td>30.8%</td>
</tr>
<tr>
<td>Her purse is not insured, thief must be caught</td>
<td>0.0%</td>
<td>20.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Money cannot be retrieved once it leaves someone’s account</td>
<td>4.2%</td>
<td>20.0%</td>
<td>23.1%</td>
</tr>
<tr>
<td>She may have been grossly negligent</td>
<td>29.2%</td>
<td>10.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>She waited too long before notifying her bank</td>
<td>58.3%</td>
<td>10.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Table 4.18: Thematic analysis of the answers not in support of reimbursement in Scenario 1: Card Loss.

Table 4.18 presents the reasons provided by the respondents who did not support the reimbursement across all three surveys. About 58% of the German respondents mentioned that Miss K waited too long before reporting the incident to her bank; only 10.0% of the UK respondents provided the same reason, whereas this reason was not mentioned by any of the Americans. Some of the German (29.2%) and UK (10.0%) respondents believed she was grossly negligent without explaining what ‘gross negligence’ means. Another reason given is that it was her mistake because she forgot her purse in the train; this reason was shared by many respondents, namely 25.0% (DE), 20.0% (UK) and 30.8% (US). Interestingly, only 4.2% of the German respondents believed that a bank customer is destined to lose, but a much higher percentage provided the same reason in the UK (20.0%) and US (23.1%) surveys. Also, the same distribution was found for another reason: that once the money leaves someone’s account, it cannot be retrieved. Another interesting perception is that debit, as opposed to credit, cards are not protected against fraud; this reason was given by 10.0% of the UK respondents and 23% of the US ones. Finally, 20.0% of the UK respondents mentioned that since Miss K’s purse is not insured, the only
way to retrieve her money is to catch the thief (as if they simply assumed that the bank would not bear the loss). About 4.0% did not know (or were not sure about) whether Miss K should be reimbursed or not.

### 4.5.8.2 After revealing relevant Terms and Conditions

<table>
<thead>
<tr>
<th>Code</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>However, it’s hard for debit, as opposed to credit cards</td>
<td>0.0%</td>
<td>0.0%</td>
<td>1.9%</td>
</tr>
<tr>
<td>Insurance will reimburse her</td>
<td>0.0%</td>
<td>0.0%</td>
<td>1.9%</td>
</tr>
<tr>
<td>She reported the card stolen within the time limits</td>
<td>31.0%</td>
<td>61.1%</td>
<td>98.1%</td>
</tr>
<tr>
<td>She used the landline to report the incident</td>
<td>0.0%</td>
<td>2.8%</td>
<td>0.0%</td>
</tr>
<tr>
<td>The card was stolen, the transaction was unauthorised, it’s fraud</td>
<td>86.2%</td>
<td>63.9%</td>
<td>7.4%</td>
</tr>
<tr>
<td>Yes, if it can be proved that the card was stolen</td>
<td>0.0%</td>
<td>16.7%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

**Table 4.19:** Thematic analysis of the answers in support of reimbursement in Scenario 1: Card Loss, after the participants have seen the T&Cs.

After revealing the terms and conditions to our participants, we were interested in their comprehension. **Table 4.19** presents the reasons provided by the respondents who believed that Miss K should be reimbursed (after reading the terms and conditions). About 86% of the German respondents and 64% of the UK ones believed that the victim should get a refund because the card was stolen, and the transaction was unauthorised; only 7% of the Americans provided this reason. On the other hand, 98.1% of the Americans mentioned that Miss K reported the incident within the time limits specified by the Terms and Conditions; this reason was given by 31.0% and 61.1% of Germans and British. No other reasons were mentioned in the German survey. In contrast, 16.7% of UK respondents believed that it can be proved that the card was stolen. One of the Brits reported that Miss K used the land-line to report the incident (2.8%). Another was unsure whether Miss K would be reimbursed or not. One American said that insurance can actually reimburse Miss K, and another believed it would be possible to retrieve the money if the stolen card was a credit card, and not a debit card.

<table>
<thead>
<tr>
<th>Code</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>It is difficult to recover the money</td>
<td>0.0%</td>
<td>11.1%</td>
<td>100.0%</td>
</tr>
<tr>
<td>PIN might have been written down in her purse</td>
<td>16.7%</td>
<td>66.7%</td>
<td>0.0%</td>
</tr>
<tr>
<td>She was grossly negligent as she lost her card and failed to immediately cancel it</td>
<td>83.3%</td>
<td>38.9%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

**Table 4.20:** Thematic analysis of the answers not in support of reimbursement in Scenario 1: Card Loss, after the participants have seen the T&Cs.
In contrast, Table 4.20 displays the reasons mentioned by the participants who said that Miss K should not be reimbursed, after seeing the terms and conditions. Most Germans (83%) said Miss K was grossly negligent because she lost her card and failed to cancel it swiftly. The same reason was provided by 39% of Brits. In contrast, most Brits (67%) believed that Miss K must have written her PIN down on a piece of paper, and left that in her purse; only 17% of Germans reasoned this way. All the Americans who opposed reimbursement said that it is difficult to recover the money; only 11.1% of the Brits gave this as their reason for refusing a refund.

4.5.8.3 Analysis

The arguments from both sides are interesting, considering that the protagonist’s claim in the UK was denied due to the Ombudsman deciding that the most likely explanation for the fraud was that she had stored her PIN with her card and hence was grossly negligent. Only 10% of the UK participants who argued against the protagonist being reimbursed gave this reason. This changes drastically after the participants have read the terms and conditions: now two-thirds of those who oppose reimbursement give the same reason as the Ombudsman.

We do not know how this case would have been decided in Germany and the US, but we can still analyse the change in perceptions. In the case of Germany and the UK, the percentages in favour of reimbursement did not change with the revelation of the terms and conditions. In the US, however, there was a significant shift to ‘She reported the card stolen within the time limits’ from 41.9% to 98.1%. This strongly suggests that our participants read the terms and conditions carefully. In contrast to the American T&Cs (‘sixty days after the statement was mailed to you’), the German terms do not give a definite time frame as to when a transaction has to reported as fraudulent. This may have motivated the high response rate in Table 4.20.

4.5.9 Scenario 2: phone scam

4.5.9.1 Prior to revealing Terms and Conditions

Table 4.21 presents the reasons provided by the participants who initially supported reimbursing Mr L in the Phone Scam scenario. A common theme across all three surveys is that banks should secure their systems properly; this was the view of 53.8%, 50.0% and 55.0% of DE, UK and US respondents. Second, banks should be insured, should be ethical, and should be able to reverse any unauthorised transaction; support was 30.8%, 35.0% and 25.0%. Third, Mr L was tricked, but did
Banks have good security that should have prevented fraud 53.8% 50.0% 55.0%
Don’t know/unsure 0.0% 0.0% 5.0%
He was tricked into phoning the number on the back of his card 30.8% 35.0% 15.0%
If the fraud can be proven 15.4% 10.0% 10.0%
The bank should be be insured/reverse the transaction/be ethical 30.8% 35.0% 25.0%
The scammer can be someone working in the bank 0.0% 0.0% 10.0%

Table 4.21: Thematic analysis of the answers in support of reimbursement in Scenario 2: Phone Scam.

the right thing by phoning the number on the back of his debit card (30.8%, 35.0% and 15.0%). Additionally, 15.4% of the Germans said that as long as fraud can be proven, Mr L should get his money back; this reason was mentioned by 10% of Brits and Americans each. Only Americans (with 10.0%) said that Mr L should be reimbursed because the scammer might have been a bank employee.

<table>
<thead>
<tr>
<th>Code</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banking accounts have no protection</td>
<td>7.1%</td>
<td>11.8%</td>
<td>16.7%</td>
</tr>
<tr>
<td>Banks tend not to care about customers</td>
<td>3.6%</td>
<td>8.8%</td>
<td>5.6%</td>
</tr>
<tr>
<td>Difficult to recover the money</td>
<td>7.1%</td>
<td>5.9%</td>
<td>16.7%</td>
</tr>
<tr>
<td>Don’t know/unsure</td>
<td>0.0%</td>
<td>0.0%</td>
<td>2.8%</td>
</tr>
<tr>
<td>His own fault, he was scammed</td>
<td>75.0%</td>
<td>8.8%</td>
<td>19.4%</td>
</tr>
<tr>
<td>May have acted fraudulently</td>
<td>17.9%</td>
<td>64.7%</td>
<td>33.3%</td>
</tr>
<tr>
<td>No one can tell the difference between the fraudster and the real customer</td>
<td>0.0%</td>
<td>17.6%</td>
<td>30.6%</td>
</tr>
</tbody>
</table>

Table 4.22: Thematic analysis of the answers not in support of reimbursement in Scenario 2: Phone Scam.

Table 4.22 shows the reasons given by the respondents who initially opposed reimbursing Mr L. Three-quarters of Germans believed that it was his fault because he fell for a scam; in contrast, most Brits (64.7%) said that Mr L had most probably acted fraudulently; this reason was given by one-third of the Americans but only one tenth of the Germans. Another one-third of the Americans said that Mr L cannot be reimbursed because no one can differentiate between him and the scammer. Some other reasons were mentioned as well across all surveys, such as bank accounts are generally not protected, banks do not tend to care about their customers, and it is hard to recover the money.
After revealing relevant Terms and Conditions

<table>
<thead>
<tr>
<th>Code</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Don’t know/unsure</td>
<td>16.7%</td>
<td>0.0%</td>
<td>4.2%</td>
</tr>
<tr>
<td>He could not have been aware that there was a technical fix in place</td>
<td>27.8%</td>
<td>48.0%</td>
<td>8.3%</td>
</tr>
<tr>
<td>He followed the security procedures as documented for telephone calls</td>
<td>22.2%</td>
<td>28.0%</td>
<td>4.2%</td>
</tr>
<tr>
<td>He was not grossly negligent</td>
<td>22.2%</td>
<td>20.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>If the fraud can be proven</td>
<td>0.0%</td>
<td>4.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>It is not an authorised transaction</td>
<td>16.7%</td>
<td>28.0%</td>
<td>75.0%</td>
</tr>
<tr>
<td>Phishing not covered by the T&amp;C</td>
<td>16.7%</td>
<td>8.0%</td>
<td>8.3%</td>
</tr>
<tr>
<td>The bank can retrieve the money</td>
<td>0.0%</td>
<td>4.0%</td>
<td>4.2%</td>
</tr>
</tbody>
</table>

Table 4.23: Thematic analysis of the answers in support of reimbursement in Scenario 2: Phone Scam, after the participants have seen the T&Cs.

After revealing the relevant terms and conditions, the respondents who supported reimbursement provided the reasons shown in Table 4.23. 27.8% in the DE survey said that Mr L would not have thought that a technical fix was in place; this reason was given by almost one-half of the UK participants but only 8.3% of US ones. Another 22% of DE respondents said the Mr L followed the security procedures documented for a phone call, a view shared by 28.0% and 4.2% in the UK and US surveys. Most of the US respondents believed Mr L should be reimbursed because he was not the one who authorised the transaction, a view shared by only 16.7% of Germans but 28.0% of Brits.

<table>
<thead>
<tr>
<th>Code</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difficult to recover the money</td>
<td>8.7%</td>
<td>3.4%</td>
<td>12.5%</td>
</tr>
<tr>
<td>Don’t know/unsure</td>
<td>4.3%</td>
<td>0.0%</td>
<td>3.1%</td>
</tr>
<tr>
<td>He gave his details out on the phone to the fraudsters</td>
<td>13.0%</td>
<td>10.3%</td>
<td>3.1%</td>
</tr>
<tr>
<td>It is gross negligence</td>
<td>60.9%</td>
<td>48.3%</td>
<td>28.1%</td>
</tr>
<tr>
<td>Mr. L transferred the money himself</td>
<td>34.8%</td>
<td>37.9%</td>
<td>43.8%</td>
</tr>
<tr>
<td>Phishing not covered by the T&amp;C</td>
<td>8.7%</td>
<td>0.0%</td>
<td>9.4%</td>
</tr>
</tbody>
</table>

Table 4.24: Thematic analysis of the answers not in support of reimbursement in Scenario 2: Phone Scam, after the participants have seen the T&Cs.

Finally, Table 4.24 documents the reasons for why Mr L should not be reimbursed. About 60% and 50% in the DE and UK surveys believed that Mr L was grossly negligent; 28% of the US participants who opposed reimbursement provided the same reason. Another common reason is that Mr L transferred the money himself, given by 35% (DE), 38% (UK) and 44% (US). Other reasons included that Mr
L was the one who gave his details out to the fraudsters, that it is hard to recover the money, and that social engineering attacks, such as phishing are not covered by the bank terms and conditions.

4.5.9.3 Analysis

In the UK, the Ombudsman decided that the protagonist was not to be reimbursed as he was deemed to have authorised the transaction and has, hence, been grossly negligent. While the majority of participants from the UK shared the view that he should not be reimbursed (Table 4.16), the majority of participants were unable to give the same reason after reading the terms and conditions, they only decided that he had been grossly negligent. There was a significant shift in the opinion of the German participants after reading the T&Cs: previously the majority had reasoned that ‘it was his own fault’, but this changed to the vaguer but more consistent with the T&Cs view of ‘gross negligence’ (Tables 4.22 and 4.24). Interestingly, even though ‘gross negligence’ is not mentioned in the terms and conditions shown to the American customers, still 28.1% gave this reason (or one to that effect). But, only in the US did the majority of participants gave the same reason as the Ombudsman, although it is uncertain if the decision would have been the same in the US.

The participants that decided that the protagonist should be reimbursed changed their reasoning significantly after reading the T&Cs. In Germany and the UK, the previously most frequent response—that the bank should have prevented the fraud (Table 4.21)—does not appear as a reason in favour at all in Table 4.23. Instead, the reason has shifted towards the fact that the customer acted with best intentions, and could not have known that he had been reconnected to the fraudsters after following the prescribed security procedure by calling the number on the back of his card. While the participants in the US initially gave the same reasons as those from the UK and Germany, after reading the terms and conditions the vast majority (75.0%) agree that the protagonist did not authorise the transactions. This must have been a clear feature of the terms and conditions presented to the participants from the US.

4.5.10 Understanding of Terms and Conditions

The terms and condition documents are not easily accessible, and to be sure that our participants actually spend some time reading them rather than glossing them over, they were shown the terms on a separate page and were instructed to read carefully because they would be asked questions on these terms on the following
4.5: Survey of understanding and interpretation of banking T&Cs

Participants were unable to return to the terms page once they had left. On average, the participants spend 204 seconds on reading the T&Cs.

A set of comprehension questions followed on the next page. It seems that many of the participants had never read their bank’s terms and conditions before. One comments: ‘Why am I responsible for closing the door to an ATM lobby as I leave? Why am I being told as a customer to not let people into banks after hours?’ Each of the comprehension questions solicited a free-text answer, and we subjected the responses to Thematic Analysis.

<table>
<thead>
<tr>
<th>Code</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Don’t know</td>
<td>2.4%</td>
<td>7.4%</td>
<td>7.1%</td>
</tr>
<tr>
<td>Notified not quickly enough</td>
<td>19.5%</td>
<td>13.0%</td>
<td>80.4%</td>
</tr>
<tr>
<td>Shared details</td>
<td>7.3%</td>
<td>27.8%</td>
<td>3.6%</td>
</tr>
<tr>
<td>Violate T&amp;Cs</td>
<td>7.3%</td>
<td>18.5%</td>
<td>1.8%</td>
</tr>
<tr>
<td>Fraudulently</td>
<td>0.0%</td>
<td>16.7%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Always</td>
<td>7.3%</td>
<td>5.6%</td>
<td>3.6%</td>
</tr>
<tr>
<td>If you notice something suspicious</td>
<td>0.0%</td>
<td>0.0%</td>
<td>1.8%</td>
</tr>
<tr>
<td>Not kept details safe</td>
<td>19.5%</td>
<td>9.3%</td>
<td>3.6%</td>
</tr>
<tr>
<td>Been phished</td>
<td>2.4%</td>
<td>1.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Gross negligence</td>
<td>53.7%</td>
<td>27.8%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

**Table 4.25:** Thematic analysis of the answers to the comprehension question: ‘When are you liable for an unauthorised transaction?’

In Table 4.25, the participants analyse liability. The responses clearly represent the peculiarities of the contracts: for American customers, the only reason to get a non-fraudulent claim turned down is to miss the deadlines. In contrast, in Germany and the UK, the focus is on gross negligence, with 54% of participants from Germany correctly stating that gross negligence is the reason for becoming liable.

<table>
<thead>
<tr>
<th>Code</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Don’t know</td>
<td>4.9%</td>
<td>3.7%</td>
<td>12.5%</td>
</tr>
<tr>
<td>Carelessness</td>
<td>4.9%</td>
<td>31.5%</td>
<td>46.4%</td>
</tr>
<tr>
<td>Not being careful with details</td>
<td>53.7%</td>
<td>48.1%</td>
<td>8.9%</td>
</tr>
<tr>
<td>Your fault</td>
<td>2.4%</td>
<td>11.1%</td>
<td>5.4%</td>
</tr>
<tr>
<td>Ignoring warnings</td>
<td>2.4%</td>
<td>1.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Not informing your bank of loss</td>
<td>7.3%</td>
<td>14.8%</td>
<td>14.3%</td>
</tr>
<tr>
<td>Negligence beyond reasonable practice</td>
<td>17.1%</td>
<td>9.3%</td>
<td>10.7%</td>
</tr>
<tr>
<td>Harmful misconduct</td>
<td>7.3%</td>
<td>0.0%</td>
<td>3.6%</td>
</tr>
<tr>
<td>Not following the T&amp;Cs</td>
<td>7.3%</td>
<td>5.6%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

**Table 4.26:** Thematic analysis of the answers to the question: ‘What is gross negligence?’

Table 4.26 follows through by diving into the participants’ understanding of...
‘gross negligence’. British and German participants agree that ‘gross negligence’ is mostly about being careful with details, where details may be any form of credentials or cards. Conversely, the participants resident in the US equate it with the more traditional meaning of carelessness, clearly because their T&Cs do not mention ‘gross negligence’ at all. The more legally correct version of ‘harmful misconduct’ is mentioned only infrequently.

Next, we asked how one was supposed to remember PINs (Table 4.27). Writing down PINs is more accepted in the US than in Germany or the UK with over a quarter of participants stating that the terms and conditions allowed them to do so. Unfortunately, it was difficult here to find sample terms and conditions whose intentions were actually made clear in the extract. Still further insights can be gained: there is a tendency in the US to change PINs frequently, something that was only mentioned in the extract for the American participants. Interestingly, PIN reuse is seen favourably in the UK with 32% of participants noting it as acceptable, an even higher proportion than we found in previous research [41]. We also note that Germans tend to use memory techniques (36.6%) while Brits are more likely to change their PIN to an existing or memorable number (31.5%). We already noted that the UK banks’ association encourages PIN changes, and all banks provide the facility. However, some banks in Germany do not allow customers to change their PINs at all.

In contrast to these tables, we asked the participants to self-judge their own understanding of the terms and conditions. Table 4.28 shows that the vast majority of participants claimed to understand the majority of the terms although less than a quarter of participants from Germany claimed to understand them fully. Given that our participant pool has above average education, it is likely that most bank customers do not fully understand the contract terms of their bank accounts. However, it should be noted that the subject pool from the US thought they understood their

<table>
<thead>
<tr>
<th>Code</th>
<th>DE</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Write down</td>
<td>17.1%</td>
<td>11.1%</td>
<td>26.8%</td>
</tr>
<tr>
<td>Change periodically</td>
<td>0.0%</td>
<td>0.0%</td>
<td>21.4%</td>
</tr>
<tr>
<td>Memory technique</td>
<td>36.6%</td>
<td>14.8%</td>
<td>16.1%</td>
</tr>
<tr>
<td>Use existing/memorable numbers</td>
<td>9.8%</td>
<td>31.5%</td>
<td>14.3%</td>
</tr>
<tr>
<td>Choose unique</td>
<td>4.9%</td>
<td>1.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Just remember it</td>
<td>26.8%</td>
<td>27.8%</td>
<td>25.0%</td>
</tr>
<tr>
<td>Write down encrypted</td>
<td>4.9%</td>
<td>3.7%</td>
<td>1.8%</td>
</tr>
<tr>
<td>Don’t know</td>
<td>7.3%</td>
<td>11.1%</td>
<td>5.4%</td>
</tr>
</tbody>
</table>

Table 4.27: Thematic analysis of the answers to the question: ‘What can you do to remember your PIN?’
Table 4.28: Responses to the question ‘How confident are you that you have understood the T&Cs?’

<table>
<thead>
<tr>
<th>Level</th>
<th>US</th>
<th>DE</th>
<th>UK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understood nothing</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Understood the minority</td>
<td>2%</td>
<td>7%</td>
<td>6%</td>
</tr>
<tr>
<td>Understood half of it</td>
<td>4%</td>
<td>12%</td>
<td>2%</td>
</tr>
<tr>
<td>Understood the majority</td>
<td>50%</td>
<td>59%</td>
<td>54%</td>
</tr>
<tr>
<td>Understood everything</td>
<td>45%</td>
<td>22%</td>
<td>39%</td>
</tr>
</tbody>
</table>

Table 4.29: Thematic analysis of understanding issues of the T&Cs of the participants.

Diving into more detail, Table 4.29 lists the broad themes that the participants were struggling with. What most stands out is that in Germany the T&Cs were branded as unclear, needlessly complicated and full of special terms and abbreviations. One participant noted: ‘Everything is overcomplicated. The terms actively avoid using clear, simple language.’ We concur; German T&Cs do actually appear much more difficult to understand than the UK’s.

4.6 Discussion

Fifteen years ago, when online banking was in its infancy, many banks sought to shift liability explicitly by making customers liable for any transaction where they said the customer’s credential was used. This led to complaints about liability shifting. The situation now is for banks to give instead a variety of different advice, much of it so vague that it is unclear how customers are to set about complying with it, or indeed whether their behaviour is likely to be changed by it at all. In some cases, advice given by banking trade associations is contradicted by member banks’
small print. In the case of the most aggressive banks (in the UK and Singapore), it is probably infeasible for customers to comply with the stated contract terms, and later work will test this on a panel of representative users.

Customers disputing transactions frequently contact the authors to discuss their case. We find that a common approach of the bank is to request that the customer answers a checklist of whether they complied with security recommendations taken from the bank T&C. This advice includes recommendations that never appear in bank publicity, and even contradict advice from banking trade bodies, and so the checklist will likely be the first time the customer has ever seen the recommendations. This creates a climate of expectation in which a court or Ombudsman will be tempted to run through the checklist, in effect asking the customer to prove they were not careless. This also explains a possible reason for banks to list some security recommendations only in terms and conditions that they know the vast majority of their customers will not read. But, rather than a blanket assertion to this effect, the actual argument for refusing a refund will usually be one based on the facts of the case where the bank says ‘Your password was used so you must have been negligent.’ In the US, where consumer laws are held to discourage such an argument, the bank can argue instead ‘As your password was used, you authorized this transaction’ (Patrick 1996). The exceedingly onerous UK bank terms and conditions are particularly worrisome in this context.

The initial draft of the PSD would have restricted UK and other EU banks from using their terms and conditions in this way, as the bank would be required to find additional evidence of negligence, in addition to their own records showing that the transaction was performed with a payment instrument they issued (such as a card). During the development of the PSD, we know from banking industry submissions (Barclays PLC 2002) and our discussions with the individuals involved in the drafting process, that industry lobbied to continue to be permitted to treat their own records as authoritative statements showing that customers are liable for disputed transaction. The banking industry proved successful in doing so by amending Article 59(2) to insert the word ‘necessarily’ and so, in the view of regulators enforcing the PSD who the authors met with, nullifying the original version’s effect. The final version of the PSD Article 59(2), substantially replicated in PSD2 Article 72, reads

‘Where a payment service user denies having authorised an executed payment transaction, the use of a payment instrument recorded by the payment service provider shall in itself not necessarily be sufficient to prove either that the payment transaction was authorised by the payer or that the payer acted fraudulently or failed with intent or gross negligence to fulfil one or more of his obligations under Article 56.’
The PSD2 does add the requirement that ‘The payment service provider, including, where appropriate, the payment initiation service provider, shall provide supporting evidence to prove fraud or gross negligence on part of the payment service user.’ Banks may however may continue to decide that their records showing that a transaction was authorised are such sufficient supporting evidence.

Most developed countries have unfair-contract laws, so the question to ask may be: ‘are bank contracts fair?’ Our initial investigation shows that in many cases they are too vague for a firm view to be taken one way or another, and so an assessment will come down to a study of actual dispute resolution practice. However, where contract terms require user behaviour that is far from normal, a usability assessment may provide an answer; and where a banking association advises customers to change all their cards to the same PIN, while some of its member banks have small print forbidding the practice, that is clearly unfair. The unfairness that results from obfuscation does vary, however. Americans tend to be reassured when they actually read their bank contract terms and conditions, while most Germans find them too hard to understand. Overall, the data we have collected gives a number of insights into the effects that the differing approaches to bank regulation have had on consumer expectations between countries. There is much more work to be done here, by researchers and regulators alike.

### 4.6.1 Data availability

The terms and conditions and their translations that we studied in Section 4.3 can be found at http://dx.doi.org/10.14324/000.ds.1554770. The survey, survey data and analysis script for Section 4.4 can be downloaded at http://dx.doi.org/10.14324/000.ds.1473489, and for Section 4.5 at http://dx.doi.org/10.14324/000.ds.1489747.
Studies on perceptions of security

‘There is nothing either good or bad, but thinking makes it so.’
(W. Shakespeare 1602)

The previous chapter has demonstrated that there are differences between the content of policies, people’s perceptions of the policies and individual behaviours. Policies by different banks for similar products had different and sometimes contradictory security advice. Additionally, participants struggled to comprehend the content of the policies.

This chapter continues to explore the differences between expected and actual behaviours. In Section 5.1 we study how security technology can be explained through the use of metaphors to ordinary people and how their perceptions of security processes differ from reality. I study the intentions of security professionals in Section 5.2.

This chapter helps to establish the discontinuity between users perceptions and knowledge, their actual behaviours, and the security intended by professionals.

5.1 Security metaphors

This section focusses on my work in collaboration with Albesë Demjaha, Jonathan Spring, Simon Parkin and Angela Sasse on the effectiveness of metaphors for explaining end-to-end encryption (2018). My contribution in this work is the empirical evaluation of the metaphors. Metaphors are powerful tools for explaining concepts without relying on specialised vocabulary, and are thought to be especially useful to security practitioners for conveying important aspects of security to individu-
als without requiring the exact technical knowledge. This research which fits well into the scope of this thesis as a motivation for the subsequent analysis of security cultures.

The purpose of cryptography has expanded from benefiting primarily the military to securing systems for the general public (Katz and Lindell 2014). For example, widely used messaging applications such as WhatsApp and Telegram have embraced the use of end-to-end (E2E) encryption. This recent flourishing of technology gives non-expert users free access to encrypted person-to-person communication. That general users can take advantage of encryption is however in question: in 1999, Whitten and Tygar claimed that cryptographic details confuse users. Concerns persist about the usability of E2E-encryption, and continue to generate a considerable body of research (Fahl et al. 2012; Bai et al. 2016; Herzberg and Leibowitz 2016; Abu-Salma, Krol et al. 2017; Abu-Salma, Sasse et al. 2017).

Saltzer and Schroeder have long encouraged designers to bridge the gap between a user’s mental image of a protection system and the system’s specification language (1975). However, few attempts have been made to address this gap. Application properties are communicated to users in technical jargon, potentially obstructing their comprehension of security features (including encryption, which itself is a technical cryptographic term). The focus of communication efforts appears to be to teach users how the system works, with the tacit assumption that improved understanding will allow users to complete their tasks. In ‘Analogy Considered Harmful’, Halasz and Moran argue that analogies by themselves are insufficient for teaching people about computing systems (1982). We expand their ideas to metaphors and provide empirical evidence.

Beyond cryptographic tools, systems can be explained to users through accustomed metaphors (Clark and Sasse 1997), which can be extended into design models. diSessa distinguishes between a ‘structural’ and a ‘functional’ mental model (1986). A structural model provides a detailed understanding of the system, whereas a functional model provides certain properties of the system which are necessary to complete a real-life task. A functional model is similar to a task-action mapping model, defined by Young as an internalised representation of the system to the real-world task which users have to perform (1983).

After Whitten and Tygar concluded in their ‘Johnny’ paper that the ‘key’ metaphor was misleading (1999), Whitten responded by visually transforming the ‘key’ metaphor for a secure e-mailing tool (2004). This was effectively a revised structural model intended to cue users’ understanding of cryptographic functions. Whitten does not question the appropriateness of the ‘key’ metaphor itself, nor whether the strategy of cuing structural models will lead to better user outcomes.
5.1: Security metaphors

There is a dearth of studies that specifically address the issue of inadequate terminology and metaphors to describe cryptographic systems such as E2E-encryption. Furthermore, no attempts have been made to generate and test metaphors in a comparable, repeatable manner. Here we break this impasse and adapt HCI methodology to rigorously generate metaphors for E2E-encryption, using Alty et al.’s model (2000). Alty et al. propose a set of six design steps to provide designers with a practical approach to the application of metaphor in the design of interactive systems. At each step, the authors give an explanation of the activities required. We aim to generate metaphors that cue functional mental models in users (diSessa 1986). Rather than requiring users to explicitly learn all the relevant security tasks, we aim to cue users’ already-existing models. Metaphors leverage these existing models to approximate a working mental model for performing a specific task.

In Section 5.1.1 I will describe the metaphors that were constructed using Alty et al.’s framework (2000) and grounded in a number of qualitative studies. These metaphors are tested using the methodology described in Section 5.1.2 and the findings are described in Section 5.1.4.

5.1.1 Metaphors considered

Alty et al. propose several approaches for generating metaphors (2000). We adopted three of these approaches: Design Metaphors, Brainstorming and Extension. Design Metaphors emphasises the role of users as a useful source of metaphors. Users often apply familiar metaphors from their everyday life to their language to aid their understanding of a system when undertaking a task.

Brainstorming suggests mapping real-life functionalities to the functionalities of the technical system in order to identify potential metaphors. Finally, Extension promotes the idea of recycling metaphors that are currently used by similar computer systems and extending them in a manner that appropriates the metaphor to the new system.

We introduce five new metaphors in total. The metaphors Special Language and Treasure Hunt are a product of the Design Metaphor approach, the metaphors Colours and Banknote are a product of the Brainstorming approach, whereas Owl is a product of the Extension approach.

Special Language ‘Messages and calls with this person will be translated to a special language for which only the two of you know the dictionary.’

Treasure Hunt ‘Messages and calls exchanged with this person are like a treasure hidden in a place to which only the two of you know the map.’
Colours ‘Messages and calls you exchange with this person are like colours. Before sending them, you mix them with another colour, known only by you two. Nobody else can retrieve them unless they know the secret colour.’

Banknote ‘Messages and phone calls shared with this person are matched like a ripped banknote, each piece being owned by one of the two people, therefore in order to access the message both pieces are needed.’

Owl ‘Messages and calls with this person will be delivered by your owl which will not share them with anyone else but the two of you.’

Telegram/Viper ‘Secret chats have end-to-end encryption.’

Whatsapp ‘Messages to this chat and calls are now secured with end-to-end encryption, which means the application creators and third parties can’t read or listen to them.’

5.1.2 Survey testing of metaphors

The metaphors are be tested through interaction with users (Alty et al. 2000; Becker, Parkin and Sasse 2017b). In order to do this, we design a survey to test whether our new metaphors cue better understanding of E2E-encryption than the existing explanatory metaphors. Within the survey we test the following metaphors: Special Language, Colours, Treasure Hunt, Telegram/Viper, and Whatsapp. We use LimeSurvey for designing the survey and the crowd-sourcing platform Prolific for recruiting participants and distributing the survey.

As our study is purely observational and does not involve any sensitive or personal identifiable data, it is considered a service evaluation by our institution’s Research Ethics Committee (REC) guidelines and is exempt from REC review.

We target a population of users that reside in the United Kingdom, and have heard of at least one messaging tool that adopts E2E-encryption. The demographics that we have collected are age, level of education, adoption of messaging tools, and frequency of use.

5.1.2.1 Functionalities and non-functionalities

To primarily evaluate participants’ current understanding of E2E-encryption, they respond to four statements with either true or false; two of the statements are functionalities of E2E-encryption, the remaining two are not.

Functionalities:

Statement 1: Only you and the recipient can read your messages (True)

\[\text{To avoid biases in the survey we remove the words ‘Telegram’, ‘Viber’ and substitute the word ‘WhatsApp’ with ‘application makers’ in the respective industry descriptions.}\]
Statement 2: *Other people can send a message pretending to be you* (False)

Non-functionalities:

Statement 3: *Only you and the recipient can know the messages were sent* (False)

Statement 4: *If somebody hacks your phone, they will be able to read your messages* (True)

The purpose of the chosen survey statements was to test understanding of E2E-encryption and simultaneously explore conceptual baggage. Thus, Statement 1 (True) and Statement 2 (False) were chosen to reflect functionalities of E2E-encryption. On the other hand, Statement 3 (False) and Statement 4 (True) were included as conceptual baggage because they are non-functionalities of E2E-encryption. The latter allows us to test whether the metaphors over-promise.

5.1.2.2 Survey process

Participants followed the following process:

1. Select which messaging tools they use and how frequently they use them;
2. Respond to the four statements above (true/false, in random order) in the context of using E2E-encrypted messaging applications in general;
3. Read one randomly selected metaphor and answer whether they have encountered the metaphor previously, and if yes, where;
4. Repeat the step of responding to the same four statements outlined above with true or false. The metaphor is still being shown. This evaluates whether the metaphor cues a change in the participants’ understanding of E2E-encryption;
5. Ask for any comments or feedback.

5.1.3 Reliability and validity

It is crucial to design a survey that is both reliable and valid. Reliability refers to ‘the extent to which repeatedly measuring the same property produces the same result’ whereas validity refers to ‘the extent to which a survey question measures the property it is supposed to measure’ (Thayer-Hart et al. 2010). To reduce ambiguity in the deployed survey, we conducted several rounds of revision of the questions and descriptions included in the survey, showing them to several pilot participants in each stage. Furthermore, we explore different ways of testing changes in the participants’ understanding of E2E-encryption. We give one metaphor per participant to prevent the result of one metaphor impacting the result of another. In addition, by measuring a change in understanding from their initial understanding, we can test whether the results are dependent on prior understanding rather than on the metaphors.
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Unintentionally introducing biases is relatively easy when designing a survey. We take a number of steps to ensure that biases are minimal:

1. Only one metaphor is allocated per participant;
2. The allocation of a metaphor to a participant is random;
3. The order in which each statement appears is random (both between surveys and within the same survey).

5.1.4 Findings

We collect a total of 211 valid responses from the survey. One participant is disqualified because of not using any messaging apps and 19 responses are not considered because they come from non-unique IP addresses. All five metaphors appear in the survey: Special Language (39 participants), Colours (47 participants), Treasure Hunt (48 participants), Telegram/Viber (41 participants), and WhatsApp (36 participants). From the survey participants, 57 are male and 153 female. Their ages range from 18 to 64 (average age 35). Two of our participants had no formal qualification, 36 have gone to secondary school, 73 have gone to college, 72 hold an undergraduate degree, 24 have a graduate degree, and two of our participants hold a doctorate degree. This imbalance is typical of studies conducted on Prolific Academic. It should however not bias our results, as previous work has shown that technical people don’t understand the encryption either (Abu-Salma, Sasse et al. 2017).

Only 16 participants say they have seen Telegram/Viber before and when asked where, their answers include: Facebook (2), WhatsApp (8), BBC News (2), terms and conditions of WhatsApp (1), Facebook Messenger (1), WhatsApp group screen (1), and on a news site like BBC (1). Similarly, only 18 participants say that they have seen WhatsApp before and when asked where, almost all answers are associated with WhatsApp (16), in addition to: in app description or updates (1), Facebook (1), and Facebook Messenger (1). One participant says they have seen the Treasure Hunt metaphor online. Two participants say they have seen the Special Language metaphor on WhatsApp. Two participants say they have seen the Colours metaphor on a news story talking about encryption and on tech websites discussing secure messaging.

5.1.4.1 Statistical results

Table 5.1 compares the changes in participants’ responses to the four statements due to seeing the descriptions. The first four rows indicate the difference in the number of correct responses to the statements. For example, the first 12% indicate
that 12% more participants answered statement 1 correctly after seeing the Telegram/Viber description than before seeing the statement. There are a number of interesting trends to note: in general (and especially for the WhatsApp description), participants’ understanding of the applications functionality (Statements 1 & 2) were improved, while the non-functionality statements suffered. The Treasure Hunt and Special Language metaphors appear to be most balanced in the effect on participants understanding.

This is followed by the mean of the previous scores for each description. Here, a Wilcoxon signed-rank test was performed, but no description displayed statistically significant variations. While for individual statements the descriptions show positively and negatively statistically significant variations, these variations balance out upon aggregation. Hence we find no evidence that any of the descriptions give rise to an improved understanding of E2E-encryption.

However, when we penalise descriptions for causing participants to change their previously correct responses, descriptions 1 (Telegram/Viber), 2 (WhatsApp) and (less so) metaphor 5 (Colours) appear to cause harm (row negative mean, Wilcoxon signed-rank test). These descriptions appear to be undoing participants’ existing mental models.

The bottom row indicates the mean number of responses that participants have changed after seeing the metaphor (with a maximum of 4). The mean participant

<table>
<thead>
<tr>
<th>Statement</th>
<th>Telegram / Viber</th>
<th>WhatsApp</th>
<th>Treasure Hunt</th>
<th>Special Language</th>
<th>Colours</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12%</td>
<td>25%</td>
<td>6%**</td>
<td>8%**</td>
<td>15%**</td>
</tr>
<tr>
<td>2</td>
<td>0%**</td>
<td>11%**</td>
<td>-4%**</td>
<td>-3%**</td>
<td>0%**</td>
</tr>
<tr>
<td>3</td>
<td>-5%**</td>
<td>-11%**</td>
<td>4%**</td>
<td>13%**</td>
<td>-4%**</td>
</tr>
<tr>
<td>4</td>
<td>-12%</td>
<td>-25%*</td>
<td>-4%**</td>
<td>-10%**</td>
<td>-11%</td>
</tr>
<tr>
<td>mean</td>
<td>-5%</td>
<td>0%</td>
<td>2%</td>
<td>8%</td>
<td>0%</td>
</tr>
<tr>
<td>negative mean</td>
<td>-52%**</td>
<td>-53%**</td>
<td>-25%</td>
<td>-18%</td>
<td>-30%*</td>
</tr>
<tr>
<td>changes</td>
<td>0.90**</td>
<td>1.06**</td>
<td>0.56**</td>
<td>0.59**</td>
<td>0.60**</td>
</tr>
</tbody>
</table>

Table 5.1: Distribution of the changes in the participants’ responses Statistical significance is indicated by ** for $p < 0.01$ and * for $p < 0.05$, calculated by a Fisher’s exact test.
has changed on average 0.73 of their responses (out of a maximum of 4 changes, statistically significantly according to a Wilcoxon signed-rank test at $p < 0.01$ for all descriptions). This confirms that participants have changed their perceptions in response to the statements, and that the results are not based on a small subset of participants.

We also perform pairwise tests for each of the statements’ change scores. Here we find not a single statistically significant result, indicating that in pairwise testing no description outperforms any other (the sample size exceeds the requirements for observing a medium effect size ($f = 0.25$) in pairwise testing). This does not contradict the variations described in Table 5.1, as those tests were performed in-sample. So while there is evidence that some descriptions cause harm, we cannot conclude that some descriptions actually perform better than others in improving understanding of E2E-encryption.

We find a correlation between over-promising the capabilities of E2E-encryption and this decrease in performance. Essentially, the industry descriptions are more likely to make participants believe E2E-encryption does more than it actually can provide. The WhatsApp and Telegram/Viber descriptions carry more conceptual baggage than the other tested metaphors. Since baggage refers to properties of the metaphor not in the system, this is one possible explanation. A hypothesis is that the industry metaphors are more likely to influence incorrect answers post-exposure for the two questions which had a correct answer of ‘no’ (statements 2 and 3). The change scores for these two metaphors and statements are: $0, -2$ and $4, -4$, giving an aggregate of $-2$. A Fisher’s exact test supports the hypothesis with $p < 0.01$ and a large effect (Cramer’s $V = 0.55$).

Lastly, our analysis indicates that there is no statistically significant correlation between the participants’ age, their frequency of use, and if they claim to have seen the statement previously and the descriptions’ change scores, i.e. none of the additionally captured demographics and app usage statistics have any impact on the participants’ responses.

5.1.5 Discussion

It is unsurprising that if users do not have the same meaning assigned to these terms as the developers do, there will be problems. For E2E-encryption generally, (1) participants do not know the meaning of the system, (2) they give incorrect non-technical descriptions of the system, and (3) they give incomplete non-technical descriptions of the system. This state of participant understanding helps explain why the metaphors based on technical jargon and structural mental models do not
The most natural question is to ask why users do not have the correct understanding. From the data we have available here, there are a number of avenues which can be explored. For one, other work has suggested that security concepts are too complex to explain in a simple metaphor, certainly for the purposes of risk communication (Camp 2009). Future work may explore ways to address specific elements of how E2E-encryption works which require functional contribution from users; that is, focus on explaining correct user behaviours to enact, as opposed to requiring users understand the system structure correctly. This can be put into action by developing task-action statements to test metaphors against when applying our rigorous methodology.

Complementary to this, our results strongly suggest that metaphors for security communication must be rigorously tested. We found that existing explanations created by domain experts fall short due to their attempt to engender structural mental models, and this is not doable in the available space and time. In addition, Sasse, Brostoff and Weirich argue that the goal of effective security can be achieved by considering the primary task, context of use, as well as strengths and weaknesses of users (2001). These factors are still widely ignored even when designers attempt to incorporate usability; they ultimately develop systems based on their perception of what is usable, where it may be more productive to focus on the mental models and capabilities of users (Cranor and Garfinkel 2005).

Furthermore, both new and old metaphors cause measurable harm to participant understanding. This harm appears evenly distributed whether participant beliefs start off accurate or not, and appears independent of participant experience with the technology. Related works examining metaphors for E2E-encryption (e.g., Whitten (2004)) have not included in their methodology design the capacity to check for negative impact upon participants’ prior beliefs. This omission creates a clear opportunity for bias, in which researchers selectively measure positive changes without checking what the collateral damage to understanding has been. Testing for harm as well as improvement is a clear contribution of our own approach which we recommend be adopted in future studies.

Transferring knowledge or understanding to novices is an important aspect of usable security. We can view the task of devising explanatory metaphors for E2E-encryption via work on resituating knowledge more generally (Morgan 2014). The knowledge is local to experts, and the target audience is novices. The jargon-based explanations essentially try to bridge the knowledge directly to the novices. The more friendly metaphors serve as an intermediate generalisation which the novice can then attempt to localise to their personal situation.
5.2 SANS analysis

The SANS Securing The Human group conducts an annual questionnaire on the state of security awareness in the industry. The questions in general focus on broad trends throughout the community, however in 2016 and 2017 I was part of the survey team and helped design and analyse the survey.

The final output of the survey is glossy marketing (SANS Securing The Human 2016, 2017), with the main take-away being:

1. Support is essential: the more money a program has, the more mature it is;
2. Soft skills are lacking: programs are run by people from a technical background;
3. Security awareness is still in its infancy.

However there are a few questions that are interesting in the context of this thesis. I will discuss two questions in more detail in this section; with other (less relevant) analysis included in Appendix B for completeness.

<table>
<thead>
<tr>
<th>Response</th>
<th>2016</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-existent</td>
<td>7.5%</td>
<td>7.4%</td>
</tr>
<tr>
<td>Promoting awareness and behaviour change</td>
<td>52.3%</td>
<td>54.9%</td>
</tr>
<tr>
<td>Compliance focused</td>
<td>25.3%</td>
<td>27.0%</td>
</tr>
<tr>
<td>Robust metrics framework</td>
<td>2.3%</td>
<td>0.9%</td>
</tr>
<tr>
<td>Long-term sustainment and culture change</td>
<td>12.7%</td>
<td>9.9%</td>
</tr>
</tbody>
</table>

Table 5.2: Comparison between 2016 and 2017 for question: ‘How would you classify the maturity of your organisation’s security awareness program?’

The survey defines a scale for the maturity of security awareness programs (see Table 5.2). The majority of responses point towards security awareness for the sake of it. A quarter of responses rationalise security awareness as a means to improve compliance. The responses support the motivation of our research: security awareness is used for encouraging compliance to the security policy.

Second, the survey asks the professionals regarding their organisations approach when individuals fail to exhibit the correct security behaviour (see Table 5.3). There is a near equal split of respondents that state that their organisation punishes repeat ‘offenders’ for non-compliance and respondents who’s organisation don’t penalise employees for incorrect security behaviours.

However only a tiny fraction (2.3% in 2016 and 0.9% in 2017) are supported by actual measurements of employees’ behaviours. While security awareness and behaviour change are promoted in more than half of all responses, their effectiveness is rarely measured.
5.2: SANS Analysis

<table>
<thead>
<tr>
<th>Response</th>
<th>2016</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Punitive: security policies and secure behaviours are the ‘flaw of the land’ and people who violate them should be punished.</td>
<td>4.4%</td>
<td>4.3%</td>
</tr>
<tr>
<td>Progressive: security policies and secure behaviours are enforced on a sliding scale. First time offenders are not punished, but people are punished the more times they fail.</td>
<td>49.5%</td>
<td>47.1%</td>
</tr>
<tr>
<td>Flexible: security policies are more like guidelines and should not get in the way of effectiveness.</td>
<td>46.1%</td>
<td>48.6%</td>
</tr>
</tbody>
</table>

Table 5.3: Frequency of answers to question 16 in 2016 and 2017 ‘What is your organisation’s approach when people fail to exhibit the correct secure behaviors?’

When analysing Tables 5.2 and 5.3 in combination (Table 5.4 for 2016, and Table B.12 for 2017), it emerges that as programs advance on the awareness maturity metric, their response to incorrect behaviour moves from flexible to progressive. However only a tiny fraction (1.3% in 2016, and 0.7% in 2017) of progressive approaches are supported by a metrics framework.

This is counter-intuitive: we would expect that compliance-based programs rely on punitive behaviour as this is their only option to influence behaviour. Similarly a program with a robust metrics framework should be able to accurately assess weaknesses and adjust training accurately in order to educate better rather than punish. Clearly better tools for measuring the impact of security awareness campaign are wanted.

This divergence highlights a potential miss-conception of security awareness professionals: as the programs mature and evaluation become available, accurate punishment becomes possible and is hence used in order attempt to promote change.

Table 5.4: Frequency analysis of 2016’s Q14 vs Q16 Q14: ‘How would you classify the maturity of your organisation’s security awareness program?’ vs. Q16: ‘What is your organisation’s approach when people fail to exhibit the correct secure behaviors?’
5.3 Conclusion

In this chapter we have explored the differences between expected and actual behaviours. Security concepts are often complex, and attempts to overly simplify their explanations may even have adverse affects. While real-world analogies are often thought to be useful, we demonstrate that they can in fact adversely affect our participants understanding (Section 5.1).

Directly related is the study of security awareness professionals (Section 5.2), who hunt for short, catchy phrases that improve employees’ security posture. Their awareness material may well be an analogy similar (in concept) to the ones in Section 5.1. Yet this community does not evaluate the effectiveness of their messaging, and when its impact is measured, it is used for disciplinary actions.

In the next chapter I will address this gap through a methodology that measures organisational security and provides tools to dissect the organisational structures by security behaviours.
Most discussions of decision making assume that only senior executives make decisions or that only senior executives’ decisions matter. This is a dangerous mistake. (Drucker 2004)

In the previous two chapters I have established the gap between policies and practice (Sections 4.3 and 4.4), the importance of taking user perceptions into account and designing security with these in mind (Sections 4.5 and 5.1), and identified the serious demand to support interventions by measuring their impact (Section 5.2).

In this chapter I focus on measuring and understanding organisational security. I present a methodology for gathering large scale data sets on employee behaviour and attitudes via scenario-based surveys. The survey questions are grounded in rich data drawn from interviews, and probe perceptions of security measures and their impact. I study employees of two large multinational companies, demonstrating that our approach is capable of determining important differences between various population groups.

First, in Section 6.3, I describe the overarching methodology. The survey responses are analysed in Section 6.4. I develop a validation technique for the survey mapping by coding optional free-text responses in Section 6.10. Based on the survey responses I reframe Security Champions as a tool for targeting policies and interventions in Section 6.8.
6.1 Introduction

Technically-focused sources of data—such as system logs—may be used to support analysis of policies (and indeed I do, in Chapter 7), they do not provide an insight into employees’ thought processes. Security systems are not just the sum of their technical components. User co-operation plays a critical role in providing organisational security, which highlights the need to consider the relationships between people, process, and technology (Dhillon and Backhouse 2001). In addition, an over-reliance on technical solutions can hinder an organisation’s capacity to support employees in their productive tasks (Tariq, Brynielsson and Artman 2014). Behavioural data is therefore an important factor for effective security management, and a goal of this work has been to create a set of repeatable metrics capable of assessing employee attitudes and behaviour around security.

In particular, we develop a methodology capable of identifying areas in which the security policy itself creates incentives for negative behaviour. Rigid systems can force compliance with policy but risk causing disgruntlement (Beaumont, Sasse and Wonham 2008). Where conflict exists between security systems and productive tasks, friction results. Workarounds and ‘circumvention strategies’ (Adams and Sasse 1999) are then likely to develop as users take advantage of system flexibility to modify how technology and procedures work. This reduces security effort but often introduces security vulnerabilities as a side-effect (e.g., using the same password for a number of accounts across both work and personal life). Managers may even be complicit in supporting workarounds if secondary tasks (such as security) stand in the way of business continuity (Röder et al. 2014). Different threat models exist within different areas of life, so the vulnerabilities in one space can weaken security in others (e.g., carrying unencrypted USB data devices in transit between work and home) (Beaumont et al. 2009).

The methodology is a multistage process designed to elicit realistic responses from employee populations at scale. As it is necessary for our data to support the decision–making process of different organisations of all sizes, both of these points are of great importance. Data that does not closely represent the operational reality of the organisation cannot be used to drive decision–making, as it is not a reliable predictor of future states and outcomes. Likewise a data collection method that is overly time-consuming or does not scale (potentially up to tens of thousands of participants) quickly becomes impractical for larger organisations. Both of these concerns are addressed by the Productive Security (ProdSec) methodology.
6.2 Related literature

A number of existing works use surveys and/or interviews to explore the relationship between an organisation’s information security policy and employee behaviour. These works examine the impact of attitudes and perceptions on behaviour and consider both intrinsic and extrinsic influencing factors. For example, Pahnila, Siponen and Mahmood (2007) found that attitudes towards security and the habits of individuals can have a significant effect upon the intention to comply with security policies. They also assert that the social environment around an individual will have an effect upon their propensity to comply with policy.

Expanding on intrinsic motivators, Rhee, Kim and Ryu (2009) use social cognitive theory to model the influence of experience with security incidents upon self-efficacy, and the role of self-determination upon the outcome of security-related scenarios. A large-scale survey completed by ∼400 students found that individuals with high self-efficacy used more security tools and were more vigilant to security, and experience of security compromises negatively impacts self-efficacy.

The notion of competence was also investigated by Workman, Bommer and Straub (2008), who explored the ‘knowing-doing’ gap in individuals who have appropriate security skills and knowledge, but who do not apply these skills consistently. Based on the results of a survey in which 588 members of a technology services company participated, the paper concludes that security technology should be user-centred to avoid a tension between assessing threats and use of coping responses.

Siponen, Pahnila and Mahmood (2007) utilise Protection Motivation Theory (PMT) to reason about employee compliance with information security policies. The work considers component parts of PMT, namely threat appraisal and coping appraisal (where this includes response costs). A survey was conducted with 917 employees of Finnish companies. Amongst the findings, threat appraisal was found to have a significant impact on intention to comply with information security policies. Employee beliefs about their ability to adhere to policy influence their intention to comply. This finding stresses the importance of perception; the authors assert that if policies are not perceived as relevant by an employee, compliance to policy will be diminished.

Perception was also the focus of work by Bulgurcu, Cavusoglu and Benbasat (2010), who infer that the perceived costs and benefits of compliance (or non-compliance) are formed by the perceived consequences. The authors find that intention to comply is heavily influenced by attitude, beliefs and ability to comply. The relationships between these factors are explored using a survey of 464 employees.

As previously, constructs/abstract ideas that are measured are underlined throughout.
across a number of organisations. The study identified three belief classes relating to consequences of compliance decisions: benefit of compliance, cost of compliance, and cost of non-compliance.

The prevalence of attitude and perception as themes throughout these works strongly influenced our survey design. However, these surveys all rely on some sort of rating (e.g., Likert) scale, or a sliding scale (e.g., keeping information safe is beyond, or within, a person’s control).

We build on these themes but opt to take a more immersive scenario-based approach in this chapter.

A related approach is taken by Albrechtsen and Hovden (2009), utilising the differences in skills, perceptions, and interpersonal relationships to characterise the ‘digital divide’ between information security managers and end-users. The researchers analysed interviews with 11 managers and 18 employees alongside complementary web-based surveys exploring how 87 managers and 151 users assess security threats and vulnerabilities. The study acknowledges that users prioritise other work tasks, that policy is potentially impenetrable and hard to find for the non-expert, and that security provisioning is often one-way. The methodology chosen here extends this approach by grounding survey questions in interview outcomes, towards greater resonance with real-world user experiences.

Gaw, Felten and Fernandez-Kelly characterise the adoption of encrypted emails at a large US cooperation through 4 vignettes (2006). Employees were found to be either cautious, borderline paranoid habitual user of email encryption, technology-loving self-senders, ephemeral users or uninitiated user who believe they have nothing to hide. Given that the organisation’s business was centred around secret, non-violent direct political action, universal, routine use of encryption was seen as paranoid. These vignettes correspond well to the behaviour types we formulate for Company A (Section 6.4.4.2), however with the focus on privacy preserving behaviours rather than security more generally.

Other methods of constructing scenario content have been attempted. Both D’Arcy, Herath and Shoss (2014) and Parsons et al. (2014) generate survey questions by drawing on existing literature and interviews with experts. While this makes good use of general information, it does not allow for surveys to be tailored to the specific context of deployment.

D’Arcy, Herath and Shoss use their survey to explore links between stressful information security demands and intentional violation of security policies, to identify workplace factors which contribute to policy violation, including overload, complexity, and uncertainty (2014). Stressful conditions contribute to security coping strategies, as behaviours are adapted in response to stress factors, which than have a knock-on
effect on productivity. Where security requirements are perceived as overloading, complex and uncertain, users then become disengaged, implying that high-effort policies can themselves promote insecure behaviour. The inclusion of productivity as a consideration is of particular interest here, mirroring our goal of ‘Productive Security’.

Counter to D’Arcy, Herath and Shoss (2014), Guo et al. (2011) propose a model of what is referred to as ‘Non-Malicious Security Violation (NMSV)’, validated by a survey, delivered in both paper and web formats, of employees and their working conditions. The authors look beyond visible behaviours and instead examine the role of attitudes toward security policy violations, such as the productivity advantage of non-compliance, perceived risks, and workplace norms. As in D’Arcy, Herath and Shoss’s work, scenarios are developed based on related literature and interviews with security practitioners and experts, where end-users of policy are not directly engaged. Results imply that job performance advantages, perceived security risk and workgroup norms are key predictors of intention to engage in NMSVs, with users favouring business tasks. The study also found that attitudes toward security policy itself were not significant in driving non-compliant behaviour, in contrast to Bulgurcu, Cavusoglu and Benbasat (2010). The authors recommend a user-centred security management strategy, where employees can satisfy productivity goals while also maintaining security.

Parsons et al. (2014) present the Human Aspects of Information Security Questionnaire (HAIS-Q), which determines the threat posed by employees by examining the relationships between knowledge, attitude, and security behaviour. HAIS-Q is tested with 500 employees working in a commercial environment. The goal was to focus on areas of policy that are relevant to both employers and employees, and also susceptible to non-compliance. They were determined by a policy review in consultation with senior management representatives. Areas include Internet and email use, password management, and information handling. Statements were derived for each area, focusing separately on knowledge, attitude, and behaviour. Respondents rated their agreement with the statements on a Likert scale. Results imply that security behaviour is driven by knowledge of, and attitudes toward, policy and procedure. The authors suggest that targeting attitudes will improve policy compliance, and that training should relate the importance of compliance to behaviours.

A scenario-based approach is also taken by Blythe, Coventry and Little (2015), who study how individual and organisational factors in the workplace impact secure behaviours, using interviews based on 16 ‘vignettes’. These cover security behaviours identified from information security policies. Vignettes were effectively used as a device for building a rapport with participants and eliciting attitudes and beliefs.
relating to a specific subject, an approach reflected here in our interview technique. Results suggest that research should focus on individual security behaviours rather than beginning and ending with policy compliance, and that participants accepted responsibility for some elements of security, while leaving others to their organisation.

6.3 Methodology

![Diagram of methodology]

Figure 6.1: Overview of processes in our methodology

The goal of the ProdSec methodology is to provide researchers studying organisations with a repeatable, scalable data gathering process that allows them to better understand the security-related issues facing their employees, and the behaviours and attitudes they adopt in response.

The full ProdSec methodology consists of two independent, iterative processes. Figure 6.1 illustrates the steps involved. The two cycles represent a passive data collection and monitoring phase on the left, and an active intervention phase on the right. Unfortunately the ProdSec project never reached the intervention phase, although an overview of the active cycle is presented here for contextual clarity.

The passive cycle identifies the predominant security behaviours and attitudes within an organisation, along with specific points of friction between the business and security processes. In order to support real-world decision-making, data collection must both accurately represent the real-world environment where it is applied, and be sufficiently scalable so as to be of use to potentially very large, multi-national organisations. These two goals are to some degree in conflict. Rich, in-depth data capable of accurately representing a real-world context can require a greater invest-
ment of time and effort to collect, making it problematic at scale. ProdSec tackles this by utilising a two-stage method.

Firstly, semi-structured Interviews were conducted with a vertical cross-section of the organisations to capture attitudes and behaviours across as many roles, physical locations and demographic groups as possible. Based on interview findings, we carefully craft a scenario-based survey that reflects dominant security-related issues. By tailoring our survey to each operational context, we ensure that survey questions are relevant and recognisable to participants, with the aim of eliciting more realistic and genuine responses.

Once this cycle is complete, security practitioners then have the choice of monitoring the situation over time by repeating the measurement cycle at some future interval (e.g., \( \approx 6 \) months later), or actively engaging with any uncovered problems. The right half of Figure 6.1 describes the active Intervention phase. Based on the conclusions drawn from the passive cycle we work with the organisation to prioritise the issues identified, and design and deploy optimal intervention(s), taking into account business as well as socio-technical factors Section 6.4.7. Direct collaboration is important as interventions also need to be suitably centred around the human.

The Productive Security project never reached the intervention phase. The cooperating companies were unwilling to make the interventions recommended, citing other priorities. It was also difficult to convince the leadership of the organisations to work in a scientific manner by establishing a baseline and repeat measurements over time.

Visualising the methodology as cyclical is essential for understanding its intent, reflecting the notion that security is a process and not a fixed state. It is our experience that organisations often see the implementation of an intervention as the final step, whereas we consciously position this step as part of an ongoing process. The passive cycle can therefore be used to track changes in attitude and behaviour over time, as a consequence of the organisation’s evolution or in response to specific interventions. Ongoing monitoring can inform decision-makers as to whether interventions are having the desired effect, and indeed whether interventions have themselves influenced security processes. Likewise, no one set of interventions will provide a ‘silver bullet’ solution, requiring repetition of the active cycle.

The analysis in this paper focuses on the data collection and analysis stages of the passive cycle. As this research spans three years, with two main phases of data collection, lessons have been learnt along the way. As such, we refined our methodology between the two rounds of data collections, both at multinational companies. I will discuss the methodological differences and results for each organisation separately in Sections 6.4.4 and 6.4.5. As I did not conduct the semi-structured interviews
that the surveys are grounded in, they have been omitted from this thesis. The ten scenarios described in Appendix A.3 for Company A directly correspond to issues that were identified in the semi-structured interviews, with topics ranging from file sharing, permission management to tailgating and external threats. There was some overlap in topics in Company B, which allowed us to re-use some of the scenarios. New scenarios allowed us to explore issues on password managers, VPN usage, as well as sector specific topics such as credit checks (Appendix A.4).

A number of other works analysed the interview transcripts for different aspects. Kirlappos, Parkin and Sasse have identified the concept of shadow security through the analysis of these datasets, where security conscious employees who think they cannot comply with the prescribed security policy create a more fitting alternative to the official policies and mechanisms (Kirlappos, Parkin and Sasse 2014; Kirlappos, Parkin and Sasse 2015; Kirlappos 2016). This insight of intentional policy violations in order to achieve more workable security inspired us to quantify this behaviour further.

Section 6.4.1 describes the methodology from semi-structured interviews to scenarios. As a last step in the passive cycle we study the responses of employees to the scenarios, by way of the survey. We discuss the analytical approach in Section 6.4.6 and Boxout 1. The results from the survey and related analysis are described in Section 6.5.

6.4 Surveys

6.4.1 Online scenario-based survey

The approach to scalable data collection was driven by an online survey. In order to efficiently reach large numbers of people, it was necessary to allow them to take part in the data collection exercise from any location, in particular from their usual work environment. Not only does this increase the response rate by minimising demands on participation, but it also furthers our aim of making data collection as naturalistic as possible, as the collection environment matches the operational environment being assessed. As the primary method of recruitment and communication with participants was through company newsletter emails, we embedded a link to the survey in an issue of the newsletter.

As described in Chapter 3, many surveys present short questions with either a multiple choice or Likert scale-style answers. It is our view that this approach is unlikely to engage participants, in particular due to a widespread fatigue with questions of this style. Participants are likely to skim through the survey and apply
little thought to their answers. Also, short questions would not allow us to utilise the full value of the interview information. As such, we elected to build scenario-based survey questions, in which participants were presented with one of the common situations identified via our interview analysis.

Once a topic was selected the scenario was written, using organisation-specific details and terminology from the interviews (see Section 6.4.2). For each scenario, we also created four possible answers or outcomes, again drawing on the interview data to craft these so they appeared familiar and plausible to the participants. How these options were then used will be covered in more detail in Section 6.4.5.3. Our goals here were to:

- Present scenarios to the participants that seemed both realistic and familiar;
- Offer answer options that were likewise realistic and familiar;
- Gather as much implicit data as possible to maximise the benefit of the survey while minimising the time taken per participant.

6.4.2 Scenario commonality

Although the companies that we worked with operate in different sectors there was some overlap in the issues that arose as the result of our interview analysis. Clear desk policies, tailgating through physical security and file sharing were present as issues in both environments. This suggests that as more companies are assessed, a database of scenarios could be developed that over time reduces or minimises the need for the interview stage. However, despite the similarities in topic area it was still necessary to alter key details in the text accompanying each scenario, in order to present to each participant set a scenario that approximated the reality of their environment. For example, one company observed tailgating through security doors, the other through turnstiles in their foyer. Accurately representing these details increases the realism of the scenario, with an aim to encourage honest responses.

6.4.2.1 Survey biases

A potential problem with surveys, especially one covering a sensitive topic such as security, is that participants attempt to give the answers they feel are expected of them, or are correct, rather than an honest reflection of their own thoughts and views. These deviations fall into two main categories, response bias and demand characteristics. We addressed these in different ways.

Response bias refers to biases introduced by the participant being influenced by sensory inputs and cognitive processes when answering the question, and thus unintentionally altering their response. For example, how a question is phrased can
alter the response (in particular if it is a leading question). Aside from eliminating instances of leading or priming language we also took care to phrase our attitude scenarios from the point of view of a fictitious colleague, as participants are often more comfortable reporting on the actions of others. So rather than asking, ‘what would you do in this situation?’, we asked, ‘what would Jessica do?’, intending this to counter some aspects of the response bias. This helps us obtain an accurate representation of the maturity levels of the employees.

Demand characteristics refer to the fact that research participants might speculate about the purpose of the research and give responses that they think align with what the researchers are trying to find out. This is something we were particularly concerned about, as security is a sensitive topic with potentially significant outcomes. As we were essentially asking people to report on their own rule breaking, the potential for participants trying to give ‘right’ answers was high. To tackle this we made sure that in each scenario there were no obviously correct options: each possible answer involved some difficulty or transgression.

### 6.4.3 Survey design decisions

We split the scenarios into two types, based on our interview analysis. When participants reported incidents it was either in the form of something they did themselves, or something they observed their colleagues doing. Our scenarios followed the same approach, and were divided into Behaviour and Attitude scenarios. The full scenarios, for both companies can be found in Appendices A.3 and A.4 respectively.

The scenarios present the actor with a situation that puts the requirements of the primary business process in conflict with some aspect of the security policy. Typically this involves the actor in the scenario needing to complete a specific task, the completion of which is being slowed down or prevented by a security process or mechanism. Four options were then given that presented courses of action that would resolve this conflict. Each of these options contained an element of non-compliance so as to avoid participants seeking to give the ‘right’ answer.

In pursuit of our goal to capture rich behavioural data, we linked each answer option as closely as possible to one of four behavioural or attitude risk types. This meant answer choices also allowed us to monitor the prevalent behaviour types. The linking for Company A was carried out by Adam Beaument, Simon Parkin, Iacovos Kirlappos and Angela Sasse (I was not a part), and for Company B by Adam Beaument, Ingolf Becker, Simon Parkin & Angela Sasse. For now we take the accuracy of this mapping for granted, however we devise and execute a methodology for validating this mapping in Section 6.10.
6.4: Surveys

Crossler et al. (2013) posit that cultural theory can be used as a predictor of the impact the norms of an organisation can have upon perceptions of security-related risks. This motivates the choice of two scales that attempt to contrast attitudes with behaviours. The following section describes the scales used in Company A (Section 6.4.4), and their evolution (Section 6.4.4.3) to the surveys used in Company B (Section 6.4.5).

6.4.4 Company A

There were 10 scenarios for employees at Company A, 5 for attitude types and 5 for behaviour types. The full text and answer options for these scenarios can be found in Appendix A.1.

6.4.4.1 Attitude types

The attitude scenarios attempt to elicit the employee’s willingness to own security through the mechanisms that are available in the organisation or otherwise. The first three attitude types lend themselves to be ranked (where 3 > 2 > 1) in the order of the organisations preference of employee’s actions when faced with a threat. Attitude type 4 includes some risk to the employee themselves, so it cannot be endorsed as a preferred outcome, and indeed organisations that have a large number of participants of Attitude type 4 should reconsider the effectiveness of their existing security measures.

The Attitude types are:

- **Attitude type 1** Discount suspicions, cause no bother, passive;
- **Attitude type 2** Report suspicions but take no direct action;
- **Attitude type 3** Take direct action through official channels;
- **Attitude type 4** Take direct personal action against the threat.

As for all types of scenario questions in this chapter, participants are asked to rank all for options. Additionally, they are asked to assign each type an appropriateness score. If an employee assigns a low appropriateness score to a type it may be unlikely that they would actually follow through with this option.

6.4.4.2 Behaviour types

The second set of scenarios elicit the participant’s preference between security and productivity.

The Behaviour types are:

- **Behaviour type 1** Prepared to perform insecure acts to maximise productivity;
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**Behaviour type 2** Show a minor priority for work over security when the two conflict;

**Behaviour type 3** Passive, expects others to take the initiative to ensure security;

**Behaviour type 4** Tries to remain secure wherever possible.

Behaviour types are again ranked by the participant, and each answer option is assigned a Severity score. Ideally the distribution of severity scores for the different answer option has a low variance, so that employees can choose the option that represent their actual behaviour rather than being influenced by options that have extreme consequences.

Additionally, the employees perceptions of the *Acceptability of failing the work task* are measured on these behaviour type scenarios on a 5 point likert scale (ranging from *‘Not Acceptable At All’* to *‘Very Acceptable’*).

### 6.4.4.3 Evolution of theoretical constructs from A to B

The survey scenarios presented in Company A focussed on employee’s responses to the perceived trade-off between security and productivity. This lead to scenarios that narrowly focussed on these two issues without considering the wider issues of employee non-compliance. Participants subsequently chose the answer they were knew was expected of them, essentially creating a social desirability bias. Our analysis of the acceptability scores in Section 6.5.1 will highlight this further: there is a strong correlation between the acceptability of the answer option and their ranking (Kendall’s $\tau = 0.72$ and $\tau = -0.28$, both $p < 0.01$ for Attitude types and Behaviour types respectively, Table 6.4). This is addressed in the scenario design for Company B, where we generally aim to understand how security is perceived by employees, relative to their primary tasks. We avoid the potential desirability bias by drawing on more abstract, not orderable constructs. Kendall’s $\tau$ for acceptability scores will have decreased in magnitude to 0.62 and $-0.20$ for Company B for Maturity levels and Behaviour types respectively (both $p < 0.01$, Table 6.4). At the same time, my validation study in Section 6.10 identifies that the variance of acceptability scores between the different answer option is lower in Company B than in A, indicating a smaller likelihood of social desirability bias.

### 6.4.5 Company B

#### 6.4.5.1 Behaviour types

The behavioural risk categories used in our surveys stem from Adams (2003), and their characteristics are given below:
Individualists rely on themselves for solutions to problems;
Egalitarians rely on social or group solutions to problems;
Hierarchists rely on existing systems or technologies for solutions to problems;
Fatalists take a ‘naive’ approach to solving problems, feeling that their actions are not significant in creating outcomes.

Individualists may for instance feel less loyalty to others in the organisation and to policy, but may be more likely to report what they see as inappropriate behaviour to others (Crossler et al. 2013).

6.4.5.2 Maturity levels

To further explore the security culture in an organisation, we complement the behaviour-type scenarios with attitude-type scenarios. Rather than presenting participants with a task, the actors described in the attitude-type scenarios observe an instance of non-compliance in their environment—such as finding a screen unlocked—and respondents are asked to indicate how they would react. The four options in this case represent distinct responses, such as to confront the transgressor, or dismiss the incident as commonplace. As with the behaviour-type scenarios, each response contained an element of non-compliance or an implicit cost. While it may seem like confronting a transgressor is an obvious right answer, there is in fact a high social cost associated with doing so (we find for instance that typically security-conscious individuals are regarded as paranoid by their peers).

The answers here were linked not to behavioural risk types but to a model of cultural maturity that has been developed in support of this work. The model considers security competence relative to an individual’s business tasks. Other works describe the need for competence in repeatable tasks which can form good security habits (Thomson and von Solms 2006). Here, we also consider the capacity to embody policy (where it is clear) and adapt it to new or complex situations that require a conscious response, a distinction that has been explored by Reason in the realm of safety (Reason 2008).

Our model contains a series of levels (see Appendix A.5) which attempt to articulate the maturing relationship between the individual and security policy. Those at the lower levels engage with security only as absolutely necessary, while those at the higher levels champion security in their local environment. The levels linked to the answers in the survey are as follows:

Level 1: Uninfluenced Is not engaged with security in any capacity.
Level 2: Technically Controlled Follows security policy only when forced to do so by external controls.
Level 3: Ad-hoc Knowledge and Application Understands that a policy exists and follows it by rote.

Level 4: Policy Compliant Has internalised the intent of the policy and adopts good security practices even when not specifically required to.

Level 5: Active Approach to Security Champions security to others and challenges breaches in their environment.

Although the model includes a level 1, practically speaking individuals at this level will not be found in an organisational environment, as there is typically infrastructure in place that at the least requires employees to have a registered username and password to facilitate access to IT resources. As such our survey utilises level 2 and upwards. Level 2 assumes that compliant behaviour must be imposed upon individuals to ensure that routine tasks remain secure, and so in turn the IT infrastructure constrains behaviour. This is analogous to ‘basic hygiene’ as described by (Stanton et al. 2005), acting to manage the ‘dangerous tinkering’ and ‘naive mistakes’ which might otherwise happen. However, organisational security is complex and technology-based solutions alone cannot anticipate and manage all situations. Level 3 assumes that employees have enough security knowledge to make some in-situ decisions, whereas toward level 5 employees know enough to apply their knowledge and skills to unforeseen situations, as well as to articulate workable solutions to those around them.

The maturity levels in Company B are in relation with the policy, whereas the attitude types in Company A relate to the security apparatus.

6.4.5.3 Scenario selection and distribution

For each company, 8–10 scenarios were created. However, for several reasons we did not wish for each participant to complete the entire set of scenario questions. First, it would be too time-consuming; our partner companies were generally concerned about the productivity impact of large-scale data collection involving any number of employees over a short period, and so we wished for our scenario survey to be completed in 10–15 minutes. Second, as the scenarios were tailored to specific topics not all of them would be relevant to all parts of the business. For example, giving a question about a retail environment to an engineering division will yield data based on guesswork rather than experience. During deployment, we would request a range of demographic information, including business role (the options for which were drawn from the company’s structure) at the beginning of the survey, then deploying a subset of 3–4 scenarios to each participant based on their responses. This is an example of where it is important, and necessary, to engage with a partner
organisation at the right level, to ensure that survey tools can be managed in a way that fits naturally with activities within the business.

6.4.6 Survey tasks scoring

As discussed in Sections 6.4.4 and 6.4.5, each of the options given with each scenario was linked to an attitude type, a behaviour type or a maturity level. In order to determine the prevalence of each categorisation, a scoring method linked to the ranking task was used. The position of the option in the ranking task determined the score of the associated type. This score was cumulative over the scenario questions. For example, if the first option was linked to Behaviour type then the ranking of this option determined the score given to type 1. The scoring was as follows:

**Rank 1:** 4 points  
**Rank 2:** 3 points  
**Rank 3:** 2 points  
**Rank 4:** 1 point

As each participant answered a maximum of two behaviour and two attitude questions, these scores were normalised for each participant, enabling statistical analysis. This scoring system was also used to determine the popularity of the scenario options themselves.

6.4.7 Selecting interventions

Organisations may enact ‘interventions’ in order to influence a change in the regular security behaviours of employees. The rich picture of employee behaviours and attitudes provided by the interview and survey process means that the methodology described in this paper can support a more systematic and informed approach to the identification of interventions. While this paper does not cover the outcomes of this step in detail (the right-hand side of Figure 6.1), the intended use of the data and survey results are included here in the interests of completeness.
The interview and survey results provide security managers with information on the most pressing problems—the ‘hotspots’ (see Boxout 1)—encountered by employees in their own company’s IT environment, as well as an idea of the factors that underpin an issue. Interventions can then be targeted at the motivating factors of an issue, rather than the symptoms or the elements of it which most relate to specific regulatory expectations. It is intended that researchers would engage with the organisation to determine which category of intervention is optimal, drawing on system (re)design, awareness and training, or technical controls where appropriate. Means of addressing tensions between security and productivity are further discussed in Beautement, Sasse and Wonham (2008). Having some sense of the scale of a policy hotspot is also useful (how many employees regularly enact an insecure behaviour), as organisations can then invest resources proportionally, and crucially consider the intended scale of an intervention to ensure that it is properly implemented and does not introduce problems of its own (for instance by updating only a subset of the awareness materials which employees are directed to use, which can in turn introduce inconsistencies).

6.4.8 Research ethics and data handling

The study successfully went through an ethics approval process at UCL (approval number: 3615/002) and was registered with the Data Protection Act (registration number: Z6364106/2012/11/08). We had a written agreement with management, which was distributed with the recruitment email, that employees would not face negative consequences for policy violations they reported. The audio-recordings were transcribed by an external company under NDA. Transcripts were redacted to remove any identifying information such as names of people and locations. The original audio recordings were deleted.

6.5 Survey results

In this section I will present the survey results from both companies. The analysis was carried out as a number of factor analysis, this being a statistical analysis of the various Appropriateness, Acceptability and Severity scores and Behaviour and Attitude rankings grouped by Business divisions, Age groups, employee types and Business locations. In order as not too flood this section with tables, only the analysis by Business divisions will be shown in this section (Tables 6.2 and 6.4). The remaining tables can be found in the Appendix (Tables A.1 and A.2).
6.5: Survey results

6.5.1 Company A

6.5.1.1 Participant demographics

Table 6.1: Demographics for Company A

<table>
<thead>
<tr>
<th>Business Division</th>
<th>&lt;25</th>
<th>25-29</th>
<th>30-34</th>
<th>35-39</th>
<th>40-44</th>
<th>45-49</th>
<th>50-54</th>
<th>≥55</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asset Management</td>
<td>19</td>
<td>37</td>
<td>25</td>
<td>21</td>
<td>29</td>
<td>38</td>
<td>20</td>
<td>18</td>
<td>207</td>
</tr>
<tr>
<td>Commercial</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>Construction</td>
<td>3</td>
<td>7</td>
<td>7</td>
<td>11</td>
<td>11</td>
<td>17</td>
<td>10</td>
<td>8</td>
<td>74</td>
</tr>
<tr>
<td>Customer</td>
<td>4</td>
<td>13</td>
<td>8</td>
<td>7</td>
<td>13</td>
<td>21</td>
<td>10</td>
<td>8</td>
<td>84</td>
</tr>
<tr>
<td>Customer Operations</td>
<td>11</td>
<td>10</td>
<td>15</td>
<td>11</td>
<td>9</td>
<td>11</td>
<td>3</td>
<td>7</td>
<td>77</td>
</tr>
<tr>
<td>Finance</td>
<td>3</td>
<td>14</td>
<td>22</td>
<td>19</td>
<td>22</td>
<td>26</td>
<td>6</td>
<td>6</td>
<td>118</td>
</tr>
<tr>
<td>Global IS</td>
<td>0</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>18</td>
<td>30</td>
<td>12</td>
<td>8</td>
<td>94</td>
</tr>
<tr>
<td>Head Office</td>
<td>1</td>
<td>9</td>
<td>10</td>
<td>5</td>
<td>14</td>
<td>29</td>
<td>12</td>
<td>14</td>
<td>94</td>
</tr>
<tr>
<td>Legal</td>
<td>2</td>
<td>3</td>
<td>12</td>
<td>2</td>
<td>7</td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>39</td>
</tr>
<tr>
<td>Network Operations</td>
<td>9</td>
<td>10</td>
<td>15</td>
<td>14</td>
<td>25</td>
<td>21</td>
<td>4</td>
<td>5</td>
<td>103</td>
</tr>
<tr>
<td>Network Strategy</td>
<td>8</td>
<td>13</td>
<td>14</td>
<td>10</td>
<td>7</td>
<td>18</td>
<td>14</td>
<td>7</td>
<td>91</td>
</tr>
<tr>
<td>Operations</td>
<td>5</td>
<td>16</td>
<td>17</td>
<td>12</td>
<td>24</td>
<td>64</td>
<td>18</td>
<td>29</td>
<td>185</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>10</td>
<td>9</td>
<td>13</td>
<td>7</td>
<td>4</td>
<td>63</td>
</tr>
<tr>
<td>Shared Services</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>13</td>
<td>6</td>
<td>5</td>
<td>39</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Location</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Other</td>
<td>8</td>
<td>33</td>
<td>49</td>
<td>43</td>
<td>55</td>
<td>82</td>
<td>24</td>
<td>23</td>
<td>317</td>
</tr>
<tr>
<td>UK</td>
<td>49</td>
<td>70</td>
<td>74</td>
<td>72</td>
<td>82</td>
<td>103</td>
<td>42</td>
<td>39</td>
<td>531</td>
</tr>
<tr>
<td>US</td>
<td>17</td>
<td>49</td>
<td>45</td>
<td>27</td>
<td>64</td>
<td>129</td>
<td>60</td>
<td>60</td>
<td>451</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>External, Offsite</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>5</td>
<td>12</td>
<td>2</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>External, Onsite</td>
<td>5</td>
<td>11</td>
<td>18</td>
<td>10</td>
<td>27</td>
<td>23</td>
<td>10</td>
<td>11</td>
<td>115</td>
</tr>
<tr>
<td>Internal, Offsite</td>
<td>2</td>
<td>6</td>
<td>14</td>
<td>12</td>
<td>22</td>
<td>27</td>
<td>14</td>
<td>8</td>
<td>105</td>
</tr>
<tr>
<td>Internal, Onsite</td>
<td>54</td>
<td>109</td>
<td>106</td>
<td>96</td>
<td>104</td>
<td>179</td>
<td>66</td>
<td>74</td>
<td>788</td>
</tr>
<tr>
<td>Other</td>
<td>11</td>
<td>24</td>
<td>24</td>
<td>22</td>
<td>43</td>
<td>73</td>
<td>34</td>
<td>28</td>
<td>259</td>
</tr>
</tbody>
</table>

| Sum                         | 74  | 152   | 168   | 142   | 201   | 314   | 126   | 122 | 1299 |

Table 6.1: Demographics for Company A Number of participants by business division, location, employee type and age groups

Table 6.1 displays the demographic distribution of our participants in Company A. We break up the business divisions, location and types by age groups.

Similar tables for analysis by age groups, location and employee category can be found in Table A.1 in Appendix A.1.

6.5.1.2 By business division

Table 6.2 displays the results of the factor analysis by business division. The attitude type questions are analysed in Table 6.2(a), the behaviour type questions are analysed in Table 6.2(b).

For the attitude type rankings the responses across the business divisions are uniform: attitude type 2 is ranked highest, followed by types 3, 4, and 1. The differ-
...the severity scores are a weak but statistically significantly inversely correlated to have severity scores that indistinguishable at an organisational level. Nevertheless, in terms of Appropriateness scores, the results are similar with the same ranking shown as for the attitude types respectively. If this Kruskal-Wallis test shows statistical significance, for each subgroup a two-sided Mann-Whitney rank test between this subgroup and the union of all other subgroups is carried out; the results of these tests are shown by further "***" at each number, showing statistical significance at \( p < 0.01/p < 0.05 \) confidence respectively. **Caption continued below Table 6.2(b) on Page 127.**

The individuals in this organisation do care about security, but do not take personal responsibility for threats. Not a single employee group consider direct action through official channels as the preferred option. The behaviour types are analysed by business division in Table 6.2(b). While the organisation in its entirety ranks behaviour type 4 highest, followed by types 2, 3 and 1, a number of divisions also rank other behaviour types equally highly. In terms of severity scores, Behaviour 1 is ranked most severe. The other three behaviour types have severity scores that indistinguishable at an organisational level. Nevertheless, the severity scores are a weak but statistically significantly inversely correlated to

---

Table 6.2: Factor Analysis in Company A The values in each cell of the tables above describe the variation from the mean in their column, with the mean being shown at the bottom (the mean is the value for the organisation as a whole). Based on the scoring in Section 6.4.6, higher ranks imply more popular choices. Similarly, the higher the Approp/Sev score, the more appropriate/severe the participants take the option to be. In the second row, the "***" after Rank/Approp/Sev show statistical significant variations from the median rank or acceptability or severity score respectively based on the Kruskal-Wallis H-test for independent samples at \( p < 0.01/p < 0.05 \) confidence respectively.
### 6.5: Survey results

<table>
<thead>
<tr>
<th>Business Division</th>
<th>Scenario Accept Rank</th>
<th>Behaviour 1</th>
<th>Behaviour 2</th>
<th>Behaviour 3</th>
<th>Behaviour 4</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asset Management</td>
<td>0.18*</td>
<td>–0.00</td>
<td>0.02**</td>
<td>–0.11**</td>
<td>0.07**</td>
<td>0.09**</td>
</tr>
<tr>
<td>Commercial</td>
<td>0.07</td>
<td>–0.11</td>
<td>0.23**</td>
<td>–0.01</td>
<td>–0.31</td>
<td>0.13**</td>
</tr>
<tr>
<td>Construction</td>
<td>0.07</td>
<td>–0.08</td>
<td>–0.05**</td>
<td>–0.03**</td>
<td>–0.04**</td>
<td>–0.06**</td>
</tr>
<tr>
<td>Customer</td>
<td>–0.09</td>
<td>0.19</td>
<td>–0.05**</td>
<td>0.01**</td>
<td>–0.06</td>
<td>–0.09</td>
</tr>
<tr>
<td>Customer Operations</td>
<td>–0.32**</td>
<td>0.13</td>
<td>–0.15**</td>
<td>–0.06</td>
<td>–0.02**</td>
<td>0.11**</td>
</tr>
<tr>
<td>Finance</td>
<td>–0.27**</td>
<td>0.02</td>
<td>0.00**</td>
<td>0.03**</td>
<td>–0.08</td>
<td>–0.06**</td>
</tr>
<tr>
<td>Global IS</td>
<td>–0.00</td>
<td>–0.03</td>
<td>0.23**</td>
<td>0.11**</td>
<td>0.03</td>
<td>0.05**</td>
</tr>
<tr>
<td>Head Office</td>
<td>–0.16</td>
<td>–0.11</td>
<td>–0.15**</td>
<td>0.05**</td>
<td>–0.01</td>
<td>0.14**</td>
</tr>
<tr>
<td>Legal</td>
<td>–0.43**</td>
<td>–0.04</td>
<td>0.09**</td>
<td>–0.05</td>
<td>0.11</td>
<td>0.02**</td>
</tr>
<tr>
<td>Network Operations</td>
<td>0.13</td>
<td>–0.09</td>
<td>0.09**</td>
<td>0.18**</td>
<td>–0.08</td>
<td>–0.04**</td>
</tr>
<tr>
<td>Network Strategy</td>
<td>–0.08</td>
<td>0.05</td>
<td>0.01**</td>
<td>–0.02</td>
<td>–0.03</td>
<td>0.06**</td>
</tr>
<tr>
<td>Operations</td>
<td>0.19*</td>
<td>–0.01</td>
<td>–0.09**</td>
<td>–0.03**</td>
<td>0.10**</td>
<td>0.03**</td>
</tr>
<tr>
<td>Other</td>
<td>0.06</td>
<td>–0.12</td>
<td>0.08**</td>
<td>0.07**</td>
<td>0.07</td>
<td>0.03**</td>
</tr>
<tr>
<td>Shared Services</td>
<td>0.18</td>
<td>0.30</td>
<td>0.04**</td>
<td>–0.08</td>
<td>–0.09</td>
<td>–0.05</td>
</tr>
</tbody>
</table>

| mean              | 2.43                 | 1.93        | 4.35**      | 2.62**      | 3.51        | 2.34** | 3.52   | 3.11**  | 3.46   | –0.28** |

**Table 6.2: Continued:** Further, the colours show the order of mean Rank/Approp/Sev for each of the groups (i.e., ranking them horizontally). The largest mean is given the darkest colour, and the colour changes to a lighter shade if there is a statistically significant difference between the distribution of ranks/scores of the current mean and the next largest mean, based on a one-sided paired Wilcoxon rank test. This statistical test is further shown by **/\* at the value of the higher cell, showing \( p < 0.01/p < 0.05 \) confidence respectively. If more than one cell contains the same colour, there is no statistical significant variation between the rankings/scores for these options. Lastly, the rightmost column \( \tau \) lists Kendall’s \( \tau \) correlation coefficients between the rank and the acceptability/severity score respectively for each of the groups. Kindall’s \( \tau \) ranges from –1 (perfect anti-correlation) to 1 (perfect correlation). ***/\* signifies rejecting the null hypothesis of independence (i.e. \( \tau = 0 \)) with statistical significance at \( p < 0.01/p < 0.05 \) confidence respectively.

Overall, the employees of this organisation claim to remain secure whenever possible. Yet, behaviours where employees show a minor priority for work (type 2), or expect others to ensure security (type 3) are not described as any more severe. The mean Behaviour type scenario is ranked as slightly unacceptable of failing to complete the task (score of 2.43, where a score of 1 is not acceptable at all, and a score of 5 is very acceptable). There are minor, statistically significant, variations in this score between divisions: in particular, the Legal division considers the scenario less acceptable to be failed (2.0), while the Operations division considers it more acceptable (2.62).
6.5.1.3 By age groups

There is no discernible difference between any of the age groups and their ranking of either Attitude or Behaviour type, apart from the Under 25 group who rank behaviours types 2 and 3 as equally likely.

6.5.1.4 By business location

There are minor differences between the two (US/UK) business locations in this company. While there are no differences in the overall ranking of the attitude or behaviour types, the US ranks Attitude type 3 (‘Take direct action through official channels’) statistically significantly higher than the UK. In terms of Behaviour types, The UK considers type 4 (‘Take direct personal action against the threat’) statistically significantly more important than the US employees. This is in line with the scenario’s score for the acceptability of failing to complete the task: the UK considers it more acceptable than the US.

6.5.1.5 By employee type

The differences between the employee types are more pronounced. The company splits here between Onsite and Offsite employees; regardless if they are External or Internal. Offsite employees rank Attitude types 2 and 3 equally, whereas the rest of the organisation ranks 2 > 3. This division is also noticeable in the Appropriateness score, where External, Onsite employees rank Attitude types 2 and 3 as equally appropriate, and External, Offsite employees even switch signs and rank type 3 as more appropriate than type 2.

6.5.2 Company B

Akin to our analysis for Company A, this section conducts a similar set of factor analysis for Company B.

6.5.2.1 Participant demographics

In total, 641 complete survey responses were recorded. The briefing document informed participants that any surveys completed in less than 5 minutes (minimum reading time in our pilot study) would not be included, which left us with 608 responses for analysis.

For the purposes of our study, the company is split up across 7 business divisions as well as a number of locations. The majority of responses originated from the Sales & Services (292), followed by Operations (152). The remaining divisions
were all significantly smaller, ranging from 11 to 47 responses. Participation was more equally divided between the business locations surveyed, with locations 1: HQ and 5 (a large regional office) being the largest ones with 118 and 130 responses respectively. Further we analyse trends across 8 age groups. Survey respondents were approximately normally distributed across the age groups, with the age group 30–34 representing the largest share with 124 participants. The edge cases of < 25 and ≥ 55 were nonetheless sufficiently large with 53 and 22 responses respectively, to allow for potentially statistically significant results across all age groups. An full view of the demographic statistics can be seen in Table 6.3.

The number of responses were sufficient to allow a factor analysis by business division (Section 6.5.2.2), age group (Section 6.5.2.3) and location (Section 6.5.2.4), with 8 factors each. A full factor analysis with 512 factors is outside the scope of this methodology at present as it would a sample size several orders of magnitude larger.

Each participant responded to at least one maturity type scenario (Section 6.4.5.1 and Appendix A.4), by ranking the four options presented in order of preference as well as assigning an acceptability score on a Likert scale to each option (see Section 6.4). A comprehensive statistical analysis was then carried out on these responses, with the results in Table 6.4. In total, three such tables have been produced, but only the first one is shown here for brevity. The remaining diagrams
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<table>
<thead>
<tr>
<th>Business Division</th>
<th>Level 2 Rank**</th>
<th>Level 2 Accept**</th>
<th>Level 3 Rank**</th>
<th>Level 3 Accept**</th>
<th>Level 4 Rank**</th>
<th>Level 4 Accept**</th>
<th>Level 5 Rank**</th>
<th>Level 5 Accept**</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>0.33**</td>
<td>0.29*</td>
<td>-0.23*</td>
<td>-0.32*</td>
<td>0.10</td>
<td>0.33**</td>
<td>-0.21**</td>
<td>-0.14**</td>
<td>0.61**</td>
</tr>
<tr>
<td>Finance &amp; Prof. Services</td>
<td>0.37**</td>
<td>0.24**</td>
<td>-0.12*</td>
<td>-0.23*</td>
<td>0.13*</td>
<td>0.37**</td>
<td>-0.38**</td>
<td>-0.34**</td>
<td>0.59**</td>
</tr>
<tr>
<td>Human Resources</td>
<td>0.23**</td>
<td>0.18</td>
<td>-0.21</td>
<td>-0.47</td>
<td>0.14</td>
<td>0.20**</td>
<td>-0.16**</td>
<td>-0.15</td>
<td>0.66**</td>
</tr>
<tr>
<td>Marketing &amp; Consumer</td>
<td>0.43**</td>
<td>0.37**</td>
<td>0.12*</td>
<td>-0.15</td>
<td>-0.10</td>
<td>0.29</td>
<td>-0.45**</td>
<td>-0.42**</td>
<td>0.50**</td>
</tr>
<tr>
<td>New Business</td>
<td>0.33**</td>
<td>0.32</td>
<td>-0.32*</td>
<td>-0.23</td>
<td>0.19</td>
<td>0.47**</td>
<td>-0.21</td>
<td>0.04</td>
<td>0.55**</td>
</tr>
<tr>
<td>Operations</td>
<td>0.23**</td>
<td>0.14</td>
<td>0.25**</td>
<td>-0.34**</td>
<td>-0.13**</td>
<td>-0.23**</td>
<td>-0.34</td>
<td>0.06**</td>
<td>0.45**</td>
</tr>
<tr>
<td>Other</td>
<td>0.30**</td>
<td>0.30**</td>
<td>-0.33**</td>
<td>-0.42**</td>
<td>0.25**</td>
<td>0.27</td>
<td>-0.22**</td>
<td>-0.38**</td>
<td>0.65**</td>
</tr>
<tr>
<td>Sales &amp; Service</td>
<td>-0.31**</td>
<td>-0.23</td>
<td>-0.03**</td>
<td>0.34**</td>
<td>-0.00**</td>
<td>-0.06**</td>
<td>0.34**</td>
<td>0.12**</td>
<td>0.76**</td>
</tr>
<tr>
<td>mean</td>
<td>1.14</td>
<td>1.50</td>
<td>2.13**</td>
<td>2.19**</td>
<td>3.08**</td>
<td>3.98**</td>
<td>3.30**</td>
<td>4.51**</td>
<td>0.62**</td>
</tr>
</tbody>
</table>

(a) Maturity level rankings and acceptability score split by business division.

Table 6.4: Factor Analysis in Company B The values in each cell of the tables above describe the variation from the mean in their column, with the mean being shown at the bottom (the mean is the value for the organisation as a whole). Based on the scoring in Section 6.4.6, higher ranks imply more popular choices. Similarly, the higher the Accept/Sev score, the more acceptable/severe the participants take the option to be. In the second row, the "**/" after Rank/Accept/Sev show statistical significant variations from the median rank or acceptability or severity score respectively based on the Kruskal-Wallis H-test for independent samples at \( p < 0.01/p < 0.05 \) confidence respectively. If this Kruskal-Wallis test shows statistical significance, for each subgroup a two-sided Mann-Whitney rank test between this subgroup and the union of all other subgroups is carried out; the results of these tests are shown by further "**/" at each number, showing statistical significance at \( p < 0.01/p < 0.05 \) confidence respectively. Caption continued below Table 6.4(b) on Page 131.

are included in the the appendix (see Appendix A.2, Table A.2).

The last line of Table 6.4(a) shows the full company’s maturity level properties (please refer to the caption of Table 6.4 for the details of the statistical analysis carried out). The ranking and acceptability score of each of the maturity levels are all statistically significantly separated and increasing with the maturity score. Level 5 has an average rank of 3.30 and acceptability score of 4.51. These ranks are high: a perfect score would represent an average maturity rank of 1, 2, 3 and 4 for levels 2 to 5 respectively. Further, there is a strong positive correlation between rank and acceptability score: the more acceptable the option, the more likely the participant is to choose it.

The answer options of the four behaviour scenarios map to the four behaviour types. The participants were asked to rank the options in the order they would consider enacting them themselves as well as assign a severity score on a Likert scale to each answer option and to the scenario in general. The statistical analysis that follows is similar to the analysis of maturity levels described above. Again, we show only one analysis table here for brevity (Table 6.4(b)), the remaining tables
### 6.5: Survey Results

(b) Behaviour types rankings and behaviour severity score split by business division.

<table>
<thead>
<tr>
<th>Business Division</th>
<th>Scenario Sev**</th>
<th>Individualist Rank**</th>
<th>Egalitarian Sev**</th>
<th>Hierarchist Rank**</th>
<th>Fatalist Rank**</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>0.52**</td>
<td>0.17 -0.10**</td>
<td>0.59** -1.18**</td>
<td>-0.53** 0.29</td>
<td>-0.23</td>
<td>0.10 -0.22**</td>
</tr>
<tr>
<td>Finance &amp; Prof. Services</td>
<td>0.38**</td>
<td>0.34** -0.24</td>
<td>0.50** -0.76**</td>
<td>-0.67** 0.29</td>
<td>-0.16</td>
<td>0.15 -0.19**</td>
</tr>
<tr>
<td>Human Resources</td>
<td>0.62</td>
<td>0.53 -0.13</td>
<td>-0.09 -0.90**</td>
<td>-0.16 -0.41</td>
<td>-0.29 -0.73</td>
<td>0.08</td>
</tr>
<tr>
<td>Marketing &amp; Consumer</td>
<td>0.84**</td>
<td>0.32 -0.74**</td>
<td>0.86** -0.84**</td>
<td>-0.47** 0.34</td>
<td>0.01 -0.71**</td>
<td>0.18 -0.22**</td>
</tr>
<tr>
<td>New Business</td>
<td>0.58</td>
<td>0.59 -0.58</td>
<td>0.62 -0.39</td>
<td>-0.80 -0.11</td>
<td>0.41 -0.41</td>
<td>0.01 -0.39**</td>
</tr>
<tr>
<td>Operations</td>
<td>0.03</td>
<td>-0.02** -0.33**</td>
<td>-0.34** 0.38**</td>
<td>-0.40** -0.39**</td>
<td>0.76** -0.96**</td>
<td>0.48**</td>
</tr>
<tr>
<td>Other</td>
<td>0.24</td>
<td>0.35** -0.46</td>
<td>0.04 -0.53</td>
<td>-0.26 0.11</td>
<td>-0.13</td>
<td>-0.16 -0.28**</td>
</tr>
<tr>
<td>Sales &amp; Service</td>
<td>-0.28**</td>
<td>-0.18** 0.37**</td>
<td>-0.06 0.25**</td>
<td>0.48** 0.10</td>
<td>-0.24**</td>
<td>0.50** -0.17**</td>
</tr>
<tr>
<td>mean</td>
<td>2.24</td>
<td>2.68** 3.49</td>
<td>2.02 3.76**</td>
<td>2.80** 3.20</td>
<td>2.50** 3.44**</td>
<td>-0.20**</td>
</tr>
</tbody>
</table>

Table 6.4: Continued: Further, the colours show the order of mean Rank/Accept/Sev for each of the groups (i.e., ranking them horizontally). The largest mean is given the darkest colour, and the colour changes to a lighter shade if there is a statistically significant difference between the distribution of ranks/scores of the current mean and the next largest mean, based on a one-sided paired Wilcoxon rank test. This statistical test is further shown by **/* at the value of the higher cell, showing \( p < 0.01/p < 0.05 \) confidence respectively. If more than one cell contains the same colour, there is no statistical significant variation between the rankings/scores for these options. Lastly, the rightmost column \( \tau \) lists Kendall’s \( \tau \) correlation coefficients between the rank and the acceptability/severity score respectively for each of the groups. Kindall’s \( \tau \) ranges from \(-1\) (perfect anti-correlation) to \(1\) (perfect correlation). **/* signifies rejecting the null hypothesis of independence (i.e. \( \tau = 0 \)) with statistical significance at \( p < 0.01/p < 0.05 \) confidence respectively.

(Tables A.2(b) and A.2(d)) are included in Appendix A.2.

The last line of Table 6.4(b) shows the analysis of behaviour types for the company as a whole. The ranking of the behaviour types is Hierarchist (2.80 mean ranking), Individualist (2.68), Fatalist (2.50) and Egalitarian (2.02). All pairwise differences are statistically significant (see Table 6.4(b)). The ranking of the severity of the options for each to the behaviour types is less clear as they can only be divided into 3 statistically distinguishable categories (as indicated by the use of three shades of colour only), although the Egalitarian option is seen as statistically significant most severe at 3.76. Further, there is a statistically significant negative correlation between severity score and behaviour type, implying that the employees rank less severe options higher, as may be expected.

It should be noted that there is no inherent ordering between the behaviour types (as it was the case between maturity levels), hence when analysing the data and Table 6.4(b), care has to be taken not to infer a ranking of the types themselves relative to each other, but rather work with the ranking of the types by the participants.
While at the level of the whole company there are is a statistically significant ordering of the preferences of the behaviour types, this changes considerably when analysing across different subgroups as discussed in Sections 6.5.2.2 to 6.5.2.4, where there are in many cases only 2 statistically different groups.

6.5.2.2 By business division

Table 6.4(a) illustrates the relationship between maturity levels and business divisions. The data is shown in terms of variations from the company’s mean in order to facilitate comparisons across the business divisions. There are a number of interesting deviations from the organisational mean. Only the Sales & Services division ranks maturity level 5 statistically significantly above level 4, where the Finance & Prof. Services division ranks maturity level 4 highest and statistically significantly higher than level 5. The participants from the other divisions did not discriminate between level 4 and 5 options. Participants from Sales & Services opted for responses corresponding to level 5 statistically significantly more often than any other division in the organisation with a mean level 5 rank of 3.64.

The acceptability scores demonstrate a similar trend. Only Operations and Sales & Service discriminated between level 4 and 5. Yet none of the divisions inverted the ranking. Operations are noteworthy since they clearly distinguished between level 2 and 3 maturity as well as acceptability scores.

Switching over to the behaviour types in Table 6.4(b), in the Business division the Egalitarian and Hierarchist are ranked statistically significantly higher and lower, respectively. This is also the case in Finance & Prof. Services, but foremost the Individualist type is ranked highest here. Marketing & Consumer also agrees on the Egalitarian and Hierarchist differences, but here the Fatalist option is statistically significantly lower ranked than in the organisation as a whole. Operations are by far the most Fatalist: they rank this option statistically significantly highest and Egalitarian lowest, and are also much less Egalitarian and Hierarchist than the organisation generally. The Sales & Services team agree with the organisational ranking of the types, but they gave a significantly higher score to the Hierarchist option than any other division by at least 0.64.

The Human resources division represents the first Hotspot (see Boxout 1), as the division shows a non-negative correlation between the option’s severity score and rank. This implies that employees choose which option to prefer independent of the severity they assign to that option.

Analysing the severity scores, the Operations division is alone in perceiving a full ordering of the options, ranking the fatalist score third most severe and statistically
6.5: Survey results

significantly much less severe than the rest of the organisation. This is in stark
disagreement with Sales & Services, who perceive the Fatalist option much more
severely with a ranking difference of 1.44.

6.5.2.3  By age groups

There are three age groups that did not discriminate between level 4 and 5 maturity
levels: 35–39, 50–54 and 55+. The 35–39 group also shows statistically significant
lower average level 5 rank than the other age groups, but ranks level 4 statistically
significantly higher than the other age groups. All age groups ranked the acceptab-
ility of the options according to the maturity levels.

There are no statistically significant variations between the different age groups
for the Individualist and Egalitarian behaviour types. All the differences occur when
considering the Hierarchist and Fatalist types: both the age groups 25–29 and 30–
34 are statistically significantly more Hierarchist than all other age groups. The
age group 50–54 shows the opposite, they are significantly less Hierarchist. When
examining the Fatalist type, the picture changes: the 30–34 group is significantly
less Fatalist, the 50–54 and the 55+ are significantly more so. In fact the the 50–54
group rank Fatalist highest, followed by a statistically significant difference by the
Hierarchist, an opposite order to the organisation at whole and unique to this group.
It is interesting to note that the middle three age groups from 35 to 49 (as well as
the under 25 group) have little or no preference between the behaviour types and
also rank them nearly equally on the severity scales.

Between the different age groups there are no statistically significant variations
of the severity scores for any of the behaviour types.

6.5.2.4  By location

Responses from location 1: HQ rank maturity level 4 higher than level 5 as well
rank level 2 significantly higher than all other locations. This is also evident in the
acceptability score: level 5 is perceived as statistically significantly less acceptable
and level 2 as more acceptable than at all other locations. Employees at locations 4,
5 and at minor offices were unable to distinguish between levels 4 and 5. Location
3 achieved the highest average level 5 rank of 3.6, statistically significantly higher
than the average.

Acceptability scores only varied significantly for staff at the minor offices, which
collectively scored level 5 with an extremely high score of 4.91. Further, the level 3
score was significantly lower, with a mean of 1.48, making it indistinguishable from
level 2’s score.
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The predominant behaviour types vary widely by business location. Both locations 1: HQ and Homeworker rank the Individualist options highest, in the case of 1: HQ because it ranks the Individualist and Hierarchist types statistically significantly higher and lower than the other locations, respectively.

Locations 5 and Minor Offices rank Fatalist first; this is followed by a statistically significant lower score for the Hierarchist type at these locations. Locations 2, 3, 4 and Other show an opposing trend, ranking the Hierarchist type higher than other locations and the Fatalist type lower. It is worth noting that the Other category represents mostly retail workers spread across the company’s various sites.

Interestingly, there are also a large number of statistically significant variations in the severity scores, with all four types rejecting the null-hypothesis of equal distribution of the Kruskal-Wallis test. This is also reflected in strong variations in the severity score of the behaviour scenarios across the locations. Employees at location 3 saw all four options as significantly more severe, increasing the severity scores of each option by over 20%, but the scenario’s severity score remains unchanged. The opposite effect is portrayed by Homeworkers, who rate the scenarios 0.51 more severe than the average, but show no variations for any of the behaviour type severity scores.

There is also a second hotspot present in this comparison: location 2 shows no statistically significantly negative correlation between severity scores and rank, implying that employees at this location choose which option to take independent of the severity they assign to the option.

### 6.6 Discussion of survey results

This research applied a scenario-based survey to assess both security maturity levels and self-reported security behaviours, and employee understanding of how risky certain behaviours are. A statistical analysis of the results of the survey conducted at the two companies allows us to draw several key conclusions regarding the security culture within the organisations. In line with the existing literature, we found that assessing attitudes provides a solid approach to understanding how employees interact with security policy. However, the scenario-based survey approach allows us to go further and detect intra-population differences within the organisation, showing that there are significant differences between different employee groups in how they respond to security-related challenges in the workplace. The salient outcomes are discussed below.
6.6: Discussion of survey results

6.6.1 Company A

Company A is extremely homogeneous. The responses point to behaviours that are split between external and internal employees, as well as minor differences between the US and UK. The majority of the organisation displays a party line behaviour: the prevalent behaviour intention is type 4 (Tries to remain secure wherever possible), yet the actual attitude appears to be type 2 (Report suspicions but take no direct action). This points at employees that aim for compliance, but don’t actually actively participate in good organisational security.

6.6.2 Company B

Our analysis of the survey has shown that Company B in general has a very positive security posture: the majority of employees are at maturity level 5 and there is a downwards gradient of the ranking of the lower maturity levels. This combines well with a founded understanding of the acceptability and severity of the options presented to the employees of the organisation; employees in general choose what are in their opinion the more acceptable and less severe options. This strength is based on the willingness of the majority of the organisation’s employees to engage actively with security. The predominant attitude within the company is to adopt good security practices, even when not specifically required to by technology or policy prescriptions. Many members of the organisation reported that they would challenge any breaches of policy they observe in their environment, with older employees being less likely to do so. Where friction exists between the business and security processes, employees take a predominantly Individualist approach to conflict resolution, meaning they rely on their own skills and knowledge. This echoes the results of Rhee, Kim and Ryu (2009) and Siponen, Pahnila and Mahmood (2007) who both recognise the role of self-efficacy in decision making. Individually-derived approaches to security, driven by personal perception of what constitutes secure practice, can also manifest when policy and support is not known or visible to the individual (Kirlappos, Parkin and Sasse 2015).

The ranking of the behaviour types is also positive, but the differences in their respective rankings are weaker. Hierarchists are unlikely to challenge the existing structures, and while they may follow security policies to the letter, the Individualist that innovates may identify and solve new challenges before they become problematic (Kirlappos, Parkin and Sasse 2015). Some CISOs might think that it is desirable if all employees were Hierarchists, but it could be argued that it would be counter-productive for an organisation to be exclusively one behaviour type, as there are many benefits in diversity. From a productivity point of view, the or-
organisation requires diversity and even from a security point of view, variation has benefits. A diverse mix of behaviour types may even be essential, as security issues are embedded in, and deeply influenced by, social context such as corporate and national culture (Pfleeger, Sasse and Furnham 2014). In this sense, these issues have to be understood and addressed before any successful intervention program can be introduced.

These points will be revisited in Section 6.8, where we reformulate the organisations champions of security and culture change based on the data gathered in this section.

6.6.3 Comparisons between Companies A and B

The two companies cannot be compared directly; as the different surveys did not measure the same aspects. The methodological differences however are interesting. Where we elicited in A only the potential actions and responses of employees in one specific set of circumstances, the more abstract behaviour types allow for extrapolation of behaviours in general, and indeed I will utilise this generalisation for my definition of security champions in Section 6.8.

6.6.4 Limitations

Each engagement with an organisation is time-consuming, involving interviews which are used to generate scenarios specific to the organisation. We envisage that the cost will decrease with further iterations of the methodology, but may present a high barrier of entry. Especially in organisations business processes, products and structures may change very quickly. This then requires an iteration of the methodology to be executed in a short timeframe, something that we have so far struggled to do.

We would like to emphasise that from an organisational point of view however, employing our methodology is worthwhile because it creates a benchmarking tool that the organisation can use to re-evaluate and monitor over time to compare to previous iterations. As researchers working with many organisations, we envisage that the organisations where we conduct interviews yield a library of questions that we may be able to reuse for other organisations that are broadly similar. This benchmark of a company’s security posture can then be used to compare responses to particular security mechanisms across organisations and sectors as a whole.

Our survey did not capture many contributing factors to the participants responses that may have helped to explain their answers. The respondents background (e.g., computer literacy, previous jobs, other relevant experience) would have
provided hints at a number of other relationships worthwhile studying, and poten-
tially allow us to tailor interventions even more specifically. We collected free-text
responses at the end of the survey that we will analyse as part of future work, they
might help us shed more light on employees’ reasoning and justification for their
choices. Data collection does not stop once the intervention phase is reached, the
methodology presented here supports decision-makers to identify broad employee
categories and hotspots to target for improvements. A follow-up intervention may
in itself involve data collection to identify contributing factors to particular beha-
viours.

6.7 Survey conclusion

The methodology presented here allows organisations to take steps towards empir-
ically assessing the security culture, as well as gaining an understanding into the
predominant behaviours and attitudes found within the organisation. We address
the issue of scalability by deploying scenario-based surveys that employees can com-
plete in 10–15 minutes but can therefore be deployed to a large enough fraction of the
organisation to be representative. All the scenario details, and answer options, are
grounded in information gathered from a series of semi-structured interviews with
employees of the organisation. We demonstrate that this approach allows us to
detect statistically significant differences between employee groups that can inform
targeted interventions. Business area, age, and geographical location all provide
axis of differentiation. Giving an organisation an understanding of these details
can potentially allow them to plan their future training, communication, awareness
and policy making strategies more effectively. Enabling targeted interventions that
focus on particular employee groups can save employees from both being involved
in non-targeted interventions and needing to determine if they apply to them. Tar-
geted interventions are then a good step towards reducing the draw on employees’
compliance budget (Beautement, Sasse and Wonham 2008).

6.8 Security Champions

So far in this chapter I have described a rather dry, statistical analysis of the char-
acteristics of two organisations. Based on the data gathered, I now take a holistic
view of the security culture in Company B. Organisations need employees to partici-
pate in the construction of workable security, by identifying where policies causes
friction, are ambiguous, or just do not apply. However, current efforts to involve
employees in security act to identify employees who can be local representatives of
policy—as with the currently popular idea of ‘security champions’—rather than as a representative of employee security needs.

Security managers in large organisations will define policies to encourage a shared approach to IT security for all members of the organisation. Policies can refer to a mix of procedures and technical controls, which employees in the organisation will interact with, and are expected to use according to the rules of the policy. The fit of these policies to employee work and business processes is often assumed to be good, but the need to involved employees in identifying oversights, bad security procedures, and grey areas in policy is under-appreciated. My work on Security Champions establishes the framework for answering Research Question 2 (Section 1.5) by giving a cross-sectional view of security behaviours in the organisation that can inform targeted interventions.

The promotion of security champions is seen as a way to find local representatives who can promote and monitor security policy at a local level, acting as an extension of company’s security management team (Gabriel and Furnell 2011). However, security champions may only be effective in this way if the policy itself is workable (Beris, Beaument and Sasse 2015).

This brings us to examine the role of policy effectiveness from the perspective of security usability. Employees may feel that policy is too cumbersome, that it actually asks the impossible of them, or that the relevance of security mandates to their work is unclear (Kirlappos, Beaument and Sasse 2013). This can then lead to deliberate or unwitting non-compliance, and workarounds to prescribed security processes. I look to explore the way that the organisation can engage employees, to give them a role in identifying and solving shortcomings of security policy.

In Company B, attitude to policy and behaviour types—the prevailing security cultures—vary greatly (see Section 6.5.2). I focus on four business divisions (Sales & Services, Operations, Business, and Finance & Professional Services) and examine these in further detail. As part of the survey 267 participants chose to elaborate their choices by giving additional free-text responses, not previously analysed. We combine both the two-dimensional security culture dataset and the free-text responses, conducting a novel analysis of the dependencies between maturity levels and behaviour types in the organisation.

There is a role in contributing to the effectiveness of security policies not only for those who follow policy, but also for those who question policy, socialise solutions, or expect security to justify itself as a critical part of their productive work. This demonstrates that security champions cannot be uniform across the organisation, but rather that organisations should re-think the role of security champions as diverse ‘bottom-up’ agents to change policy for the better, rather than communicators.
of existing ‘top-down’ policies. My approach can identify local pockets of security
deliverable and indicate how to engage with those employees to create workable secu-
   rity solutions (Becker, Parkin and Sasse 2017a).

6.8.1 Free-text survey responses

A participant could provide additional comments on each question, scenario and
the available options, via an associated free-text field in the survey. The security-
work dilemmas and answer options were based on a large-scale interview study with
employees at the same organisation, and included an element of non-compliance
or an implicit cost that had been described and justified by multiple interviewees.
Participants may then feel that there are other solutions available, informed by
their local work environment (and which the security function may not be aware of).
There was no direct incentive associated with providing additional comments; where
employees provided further comment they were in effect being proactive toward
security.

6.8.2 Source data

All 608 complete responses from Company B were analysed. The survey captured
business division, but also each participant’s main place of work and age (as dis-
cussed in Section 6.5.2). We focus our analysis on business division, since the secur-
ity mechanisms and rules that an employee interacts with vary with roles. Surveys
were distributed to seven business divisions (where one was a group of smaller
divisions) across a larger number of physical locations. The majority of responses
originated from Sales & Services (292), followed by Operations (152) (see Table 6.3).
The number of responses was approximately proportional to the size of each of the
divisions, but we were unable to further control the sampling within each division.

We complement analysis of the combined attitude-level and behaviour-type with
examination of the free-text responses. These responses also illustrate the kind of
information that security managers could use in policy formulation should they in-
volve employees, who may have differing relationships with organisation security,
more directly in the process. This relies on security managers believing that em-
ployees may adopt a range of security behaviours in the workplace which are within
and outside of policy, but that this may be done in response to practical challenges
in fitting policy and other security mechanisms to the business more effectively (as
with ‘shadow security’ behaviours (Kirlappos, Parkin and Sasse 2015)).
6.9 Culture analysis
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**Figure 6.2: Kiviat diagram for the entire organisation** Maturity level 2 (red), 3 (blue), 4 (yellow), 5 (green) compared to the distribution of behaviour types.

We cross-analyse behaviour types with attitude levels for groups of employees. To support analysis and to visualise the data, we employ Kiviat diagrams. Figure 6.2, for example, describes the distribution of behaviour types and attitude levels for the entire organisation. These diagrammatic representations expose the interplay between different behaviour types at varying levels of attitude toward policy, where together these varieties can help to strengthen the security posture of the organisation as a mapping of the reach and influence of policy. As we examine different subsets of the organisation, we can compare the security culture in each group to understand better how employees can be engaged to improve security effectiveness.

Figures 6.2 to 6.6 all have four tetragons plotted, one for each attitude level. The diagonal axes represent the fraction of participants that exhibit each personality type, with the centre of the diagram being 0%. To aid readability, Kiviat plots are scaled to fill the entire chart. Hence, each corner of the tetragon represents the fraction of participants of that attitude level that exhibit the behaviour type of that diagonal. As an example, for the case of Figure 6.2, the blue tetragon represents participants at attitude Level 3 (‘Ad-hoc Knowledge and Application’). Of these, 45% (212 employees) belong to the **Hierarchist** group, 36% (29 employees) as **Individualist**, 34% (27 employees) as **Fatalist** and 26% (20 employees) as **Hierarchist** behaviour types. This distribution is very different to Level 5 attitude types, where 45% (212 employees) of participants belong to the **Hierarchist** group.
The quotients of participants labelled with each behaviour type and attitude level can be found in Table 6.5. While only a minority of participants exhibit attitude Levels 2 and 3, the variations between different divisions remain strong enough for detailed analysis. The Kiviat diagrams illustrate the relationship that employees may be having with the IT-security infrastructure around them, knowingly or unknowingly, as part of their working lives. These interactions may be the result, or the root cause, of their behaviour type, where security-related skills are also a mediating factor.

It is interesting to note the difference in distributions of behaviour types for different attitude levels. Individualists have a larger proportion of lower attitude levels, and Hierarchists emerge at the highest level, Level 5 (‘Active Approach to Security’. Referring to the attitude levels, there is a disparity between Levels 2–3 and Levels 4–5, which immediately suggests not just that distinct approaches to employee engagement would be needed, but that the messaging would have to be crafted to match the relationship that employees have with security and security policy.

The strongest security attitude in the organisation overall (Figure 6.2) is portrayed predominantly by Hierarchists and Fatalists. The Hierarchists are akin to the idealised ‘security champion’ that Gabriel and Furnell (2011), Furnell and Rajendran (2012) and Posey et al. (2014) have described. They follow the rules and have security skills to support them (being mostly at attitude Levels 4 and 5). The limited representation of Egalitarian behaviours would suggest that individuals respond to security challenges in isolation (perhaps because of, or as the cause of, the aforementioned barrier to working with policy). The ‘champions’ the organisation may need most may then be team leaders or others who can bring people together and motivate them through social activities and interactions. These individuals do not need to have a high security attitude level: most employees are at a high attitude level already (Table 6.5).

<table>
<thead>
<tr>
<th>Behaviour type</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
<th>Level 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individualist</td>
<td>1.6%</td>
<td>4.8%</td>
<td>10.7%</td>
<td>14.1%</td>
</tr>
<tr>
<td>Egalitarian</td>
<td>0.5%</td>
<td>0.7%</td>
<td>5.6%</td>
<td>6.7%</td>
</tr>
<tr>
<td>Hierarchist</td>
<td>1.2%</td>
<td>3.3%</td>
<td>16.8%</td>
<td>34.9%</td>
</tr>
<tr>
<td>Fatalist</td>
<td>2.0%</td>
<td>4.4%</td>
<td>10.9%</td>
<td>21.9%</td>
</tr>
</tbody>
</table>

Table 6.5: Absolute percentages of Behaviour Types compared with Attitude Levels

We also examine a number of specific business divisions/units in the organisation. This allows us to compare security practice in different working environments in a
large and complex organisation. Business divisions in a large organisation may differ in security culture to the point where security champions need a different set of skills and strengths to support protection of the overall organisation.

<table>
<thead>
<tr>
<th>Behaviour type</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
<th>Level 5</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individualist</td>
<td>2.01%</td>
<td>8.72%</td>
<td>20.81%</td>
<td>25.50%</td>
<td>42.95%</td>
</tr>
<tr>
<td>Egalitarian</td>
<td>3.33%</td>
<td>0.00%</td>
<td>15.00%</td>
<td>26.67%</td>
<td>36.67%</td>
</tr>
<tr>
<td>Hierarchist</td>
<td>0.78%</td>
<td>1.17%</td>
<td>8.98%</td>
<td>20.70%</td>
<td>24.61%</td>
</tr>
<tr>
<td>Fatalist</td>
<td>2.48%</td>
<td>4.46%</td>
<td>10.40%</td>
<td>17.82%</td>
<td>32.18%</td>
</tr>
</tbody>
</table>

Table 6.6: Response rates to free-text response questions by Behaviour Type and Attitude Levels

To support analysis, we refer to free-text responses for the scenario-based questions (where this was optional for participants, as described in Section 6.8.1). The response rates for optional comments are captured in Table 6.6. We see that response rates generally increase with security attitude level for all behaviour types. That Hierarchists and Fatalists make fewer comments, which is in keeping with their behaviours: not questioning rules, either because they adhere strictly to the policies or because they consider security to be ‘somebody else’s job’. When discussing specific business divisions in the following sections, we refer to free-text responses that illustrate the qualities of different kinds of approaches to organisational security. Alongside each quote the participant’s behaviour type and attitude level are included (as classified by their responses to scenario questions). Quotations allude to aspects of security that already have their champion or heroic deeds which save an otherwise unworkable situation, in turn illustrating the benefits that employee input can bring to the security culture of the organisation.

To support analysis, we focus on the four largest divisions in the organisation: Sales and Services (292 participants, Figure 6.3), Operations (152, Figure 6.4), Business (33, Figure 6.5), and Finance & Professional services (47, Figure 6.6).

6.9.1 Sales & Services division

Figure 6.3 shows the distribution of behaviour types for each attitude level in the Sales & Services division. The starkest difference compared to the organisation as a whole (see Figure 6.2) is that approximately 63% (248 employees) of all participants from this department exhibit as Hierarchists (vs. 40% for the whole organisation, statistically significant with Fisher’s exact test with $p < 0.01$). The free-text responses for this group included additional comments regarding a scenario where,
due to IT limitations, the scenario’s protagonist is unable to securely send data to a client. As an example:

‘The employee is put in a no-win situation. If the business permit flexible working then the only allowable option here is for the data not to be sent.’

(Hierarchist, Level 3 / ‘Ad-hoc’)

Here the employee weighs up options, leaning toward adherence to policy without compromising security. A Hierarchist approach is for the most part the standard security behaviour in this division. The second largest group represented at attitude Level 5 (‘Active Approach’) are Fatalists, with a share of 20% (52 employees), with little Individualist behaviour.

Considering the high representation of Hierarchists in this division, it may be that prescribed security behaviours may align with the context in this division, in that it has the most outward-facing customer interaction of all of the divisions, and predictable processes may be beneficial for managing those interactions. There is an extremely low representation of Egalitarians and Individualists in this division; for one this means that we cannot be sure whether security rules can be followed without impacting business opportunities. Missed business opportunities are noted elsewhere as a potential cost of being constrained by organisational security controls (Beaumont, Sasse and Wonham 2008). Egalitarians and Individualists may adapt security procedures in such situations so as not to impact service.
6.9.2 Operations division

A contrasting picture is found in the Operations division, as shown in Figure 6.4. Here 55% (65 employees) of the employees at attitude Level 5 are Fatalists. If Fatalists see their own actions as irrelevant to the preservation of security, it may be that there is a separation from the larger organisation’s security function. This may be a perceived separation, or that employees perceive security as being addressed elsewhere by someone else. That these employees are at Level 5 (‘Active Approach’) implies that their security understanding, which may or may not stand alongside policy-compliant security, is superb. The high proportion of Fatalists implies a disconnect; either the role of security policy in the activities of the division is not clear and visible, or there are insufficient efforts by the security function to engage employees. The following quote, although referring to policy, also mentions ‘best practice’, which is how IT operates in reality:

‘This question needs to be contextualised around how important the information is and how important the consequent information security policy/policy level applied is. [...] Existing best practice for teams [is] to share logins to certain systems precisely because individual logins might not be working. [...] I’m not sure what significance [a] Password Manager has, because I’m not aware of anyone in [Operations] using that facility. Most of the tools are not even [tested and approved for internal use], much less supported by something as silly as a Password Manager.’

(Fatalist, Level 3 / ‘Ad-hoc’)
The individual is resigned to working with an IT system that does not support business processes. The idea that a password manager could be beneficial to the efficiency of an employee is considered laughable, because of the perceived state of the organisation’s systems. The employee’s comments are useful to security managers simply for referring to IT as a larger element of the organisation, which security ought to be aligned with. Similarly, the Fatalists in this division may have ‘seen it all’, and accepted that personal involvement in maintaining secure operations can in some instances prove futile. This is emphasised by the high attitude Levels of Fatalists here: these employees understand the consequences of their actions, and conclude that even the most effective approaches to security still have the capacity to fail in practice.

Another employee voices their opinion in a less exasperated manner, when considering the expectation of having to share passwords:

‘Assuming he can change the password straight after—that’s not too bad.’ (scores equally as an Individualist & Fatalist, Level 4 / ‘Policy Compliant’)

This Individualist/Fatalist may not necessarily be considering policy, but nonetheless they are attempting to maintain some level of security. That Individualists also have a sizable representation in this division, albeit at the lower levels, further implies that the division’s internal security culture is driven by the role of security in highly-skilled technology-related roles. Individualists and Fatalists who fit security to their role may be more naturally able to articulate the relevance of security to the goals they are trying to achieve. Where there is a lack of Egalitarians, the security function may compensate by talking to staff in the division, arranging security surgeries etc., to learn from the collective experiences of employees.

6.9.3 Business division

A more diverse security culture can be seen in the Business division. There is an approximately equal mix of Egalitarians, Hierarchists and Individualists present here. This alone suggests that a ‘one-size-fits-all’ approach to engaging with employees would not reach everyone in the division. The existence of diverse organisational (sub)cultures can conversely be a source of resilience during times of change (Schein 2010); this division may have valuable insights to offer security managers through open dialogue, rather than needing their guidance.

The division may have a good security posture that accounts for new and unexpected security dilemmas, if they can be addressed in a timely way. The free-text responses from this division were varied, showing security compromise as well as
policy enforcement. When faced with the prospect of having to share credentials in order to get work done, one respondent comments:

‘Assuming the colleagues are from the same team and have the same clearance then they are equally trustworthy.’

(Fatalist, Level 2 / ‘Technically Controlled’)

Another respondent stands up for the policy, declaring that the actions offered to address the survey question’s dilemma are not sufficient. When faced with the prospect of transferring data over an insecure connection, s/he states:

‘Would liked to have seen this option as a choice: [additional option] Report the [connection] problem and sit back until its fixed. Ignoring the fact that the work is crucial.’    (Fatalist, Level 4 / ‘Policy Compliant’)

*Individualist* responses to such a query are more balanced. When faced with insecure choices for transferring restricted data, one respondent shows a highly mature attitude to policy (as on the maturity scale) while at the same time risking actions that may be judged negatively by security managers:

‘It depends on the level of security on the [bring your own device] laptop—if it’s password protected and has encryption that is more acceptable. Online services such as Dropbox should not generally be used for confidential information, particularly if not [approved for use].’

(Individualist, Level 4 / ‘Policy Compliant’)
Egalitarians are by default social creatures; they thrive in groups to solve problems. This division stands out as it contains the highest proportion of Egalitarians from all divisions considered. Their social leaning may well help to engage others. A typical comment from an Egalitarian person, when encountering an unlocked and unattended workstation, is:

‘[I would] send an email from the user of the unlocked machine to the team, offering to buy ice creams for everyone.’

(Egalitarian, Level 5 / ‘Active Approach’)

Although there is a lot of variation in behaviour types in this division, it could be useful to engage employees here in a number of different ways to capture all of their experiences (as demonstrated by the quotes above), certainly before any attempts to reinforce policy from the top down. The large percentage of attitude Level 2 and 3 Fatalists may however benefit from having a clear, workable process that employees can follow; those at higher levels can inform how that can be achieved in a way that does not hinder reaching business goals.

### 6.9.4 Finance & Professional Services division

![Kiviat diagram for the Finance & Prof. Services division](image)

**Figure 6.6: Kiviat diagram for the Finance & Prof. Services division** Maturity level 2 (red), 3 (blue), 4 (yellow), 5 (green) compared to the distribution of behaviour types.

Considering the Finance & Professional Services division, the data shown in Figure 6.6 illustrates that the predominant behaviour type is Individualist: approximately 40% (26 employees) of attitude Levels 3, 4 and 5 display this type. In this division, there is a discrete switch from Fatalist to Individualist from attitude Level
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3 (‘Ad-hoc Knowledge and Application’) upwards, this is statistically significant, with Pearson’s $r = -0.91$, $n = 45$, $p < 0.01$. Both approaches are individualised, but differ in that the former experience prescribed ‘Inequality’ and the latter act toward ‘Equality’ (Adams 2003). It might be that those employees whose jobs are constrained by IT are relying on the organisation to ensure security for all, whereas those with an understanding of policy feel that they own how it is applied.

A top-down, prescriptive approach to engaging employees may fail to achieve results here, where Individualists at higher attitude levels may have an increasingly clearer understanding of how security policy fits with business goals. Indeed, communicating more security-related information to those at lower levels of security attitude may set employees up for cognitive overload and embarrassment (Beaumont, Sasse and Wonham 2008).

6.9.5 Discussion and limitations

We found that separate divisions of the organisation exhibited different distributions of both behaviour type and attitude level, immediately indicating that a ‘one-size-fits-all’ approach to messaging around security would achieve mixed results. By combining behaviour types and attitude levels (as defined in the maturity model summarised in Section 6.4.5.2), we were able to reason about differences in the security experiences of distinct groups as well as the dynamic between employees and the security provisions available to them.

Similarly, employees’ free-text responses indicate that they can offer insights about the security challenges they face and how to craft solutions for their working environment: ‘champions’ who can improve security can then be found in different places. For example, staff in the Operations division tended toward Fatalist behaviour, where security would be something taken care of ‘by somebody else’. Given that this included Fatalists with high attitude levels, any enhancements to security here may look at ensuring timely support from IT security representatives to leverage the high risk understanding seen in the division to spot risks as they arise and mobilise support. Conversely, in the Finance & Professional Services division more Hierarchists would be desired to improve the understanding of policy. Security improvement must leverage the existing security culture; the recruitment of security champions needs to be tailored to specific groups and divisions.

Regarding the potential for those exhibiting different behaviour types to inform policy improvements, free-text responses indicated that all four behaviour types have the potential to provide additional comments for use by security managers. For instance, Egalitarians were under-represented in the number of survey re-
sponses (Table 6.6), but like the other behaviour types provided increasing amounts of feedback as security maturity levels increased, with comparable response rates (Table 6.5). This indicates that if the organisation simply acted to move employees to a different behaviour type (e.g., Hierarchist) that much of the fuel for developing policy that works for the business would be lost (for instance, information about how to improve policy so that Hierarchists have a more effective policy to adhere to). An interesting finding is that the framing of an employee’s feedback has the potential in itself to indicate their security behaviour (and I will be making use of this in Section 6.10). That is to say, that given the right prompts, a few sentences from an employee provides information to inform policy but can also allude to the security culture that the employee is experiencing.

Acknowledging that different approaches to security-related behaviour can exist in the same organisation, or even the same organisation division, has the potential to be an effective path toward lasting behaviour change. In considering the development of positive security culture which can persist over time, Pfleeger, Sasse and Furnham (2014) refer to the moral foundations theory of Haidt (2012), suggesting that knowing the moral profiles for individuals and groups can be a way to understand where support is needed, providing awareness and training which leverage each person’s moral values using a range of options (e.g., warning messages, reminders, reading resources). Where here we use behavioural inclinations to characterise the relationship between an employee and the security infrastructure around them, group-specific packages of interventions which can be applied in this way can be used to reach employees more effectively, but also moderate the amount of messaging that employees receive.

The sample of the workforce studied here has few Egalitarians (see Table 6.5). It implies that there are few opportunities or little interest in socialising security. Developing a two-way security dialogue between security managers and employees can promote the alignment of security policy and process with the working environment (Ashenden and Lawrence 2016). Identifying individual and team trust dynamics could identify the most effective ways to engage in that dialogue, as security challenges may be resolved at a local team level as much as by following prescribed policy directives (Kirlappos and Sasse 2015). The organisation studied here is a large organisation with thousands of staff; having a distinct security function in a large, complex work environment may indirectly result in a Fatalist approach of security being ‘not my job’ (as hinted at for the Operations division), so there would be value in examining diverse organisations to determine the effect of organisation size and the viability of engagement activities.

A limitation of the analysis conducted here is that the data collected is a snap-
shot of the security experience at one point in time, and does not account for how security processes have developed over time up to that point, or any disruptive events which may have occurred within the organisation (such as a merger, change in applicable regulations, large-scale IT renewal, etc.). However, if events were disruptive enough to result in a change in the experience of security (e.g., adoption of another company’s policies), employees may be inclined to comment on the change from their perspective when engaged in an activity such as the survey described here. Similarly, collection of survey responses over time can build a picture of security culture development, not least to understand the impact of security awareness initiatives.

6.9.6 Recommendations for practitioners and researchers

For the policy owner, our work reaffirms the need for security policy to be relevant to work activities and for employees to understand the risks that relate directly to those activities. Furthermore, policy should not be seen as an immovable object; when circumstances in the organisation change, the security policy should be revisited. The best sources of information for the policy owner are the employees: regular, direct, two-way interaction with individuals from all departments will enable policy to remain aligned with reality. The correct policy might not be known, but colleagues can be engaged to identify where it falls short and identify the underlying causes of non-compliance. A policy is only workable if employees are involved in shaping it, and employees can accept that they have to ‘do the right thing’.

Our recommendation to security awareness professionals and researchers is to target awareness content to specific security behaviour-types and attitude-levels. Any one mode of engagement will resonate best with a different portion of the employee population. Encouraging meaningful responses from employees may require a combination of different approaches, such as surveys, workshops, and individual interactions. The tailoring of advice does not need to be guesswork. Engaging with groups of employees in the right way can immediately inform a picture of the security culture across the organisation. Ultimately, an understanding of relevant risks and work-related motivations could make targeted interventions much more successful. If security doesn’t work for people, it doesn’t work.

6.9.7 Conclusion

In this section I have analysed the survey responses for Company B by combining behaviour types and maturity levels to characterise the quality of security policy for groups of employees. I focus on the organisation as a whole, and four business
divisions in detail, including Operations and Business divisions. The analysis of 189 optional free-text comments linked to the survey further suggests that those who follow policy can contribute to effective security, but so can those who question policy, socialise solutions, or would otherwise expect security to be part of their productive work if it was important. These various security cultures all have the potential to help improve security for the whole organisation, where here we have identified a range of security heroes for security managers to engage.

The ideal type of security hero engagement for the organisation studied here would be a composite of different approaches: it cannot be identified by one specific set of traits, but rather is entirely dependent on the social context it manifests in. Individuals may act alone or together, with policy in mind or in isolation from it. The methodology presented here, combining security attitude and security behaviour, is a useful tool for investigating the interplay between policy and action. Attempting to narrowly define and promote the characteristics of a security champion is counterproductive, as it simplifies the challenge of involving employees in the process of improving organisational security.

6.10 Validation of Surveys

So far in this chapter, we have relied on being able to cluster the participants into predefined groups based on their survey responses. In this final section of this chapter, I aim to establish the usefulness of framing survey questions around active security controls and problems experienced by employees, by assessing the validity of the clustering. We introduce measures for the appropriateness of the survey scenarios for each organisation and the quality of candidate answer options. We use these scores to articulate the methodological improvements between the two surveys.

I develop a methodology to verify the clustering of participants, where 516 (A) and 195 (B) free-text responses are coded by two annotators. Inter-annotator metrics are adopted to identify agreement. Further, we analyse 5196 (Company A) and 1824 (Company B) appropriateness and severity scores to measure the appropriateness and quality of the questions.

We explore the capacity to utilise additional types of questions to reflect on the survey design without further effort by the researchers. If the participants are given an opportunity to indicate the applicability of the scenarios to their environment, we can tailor the results not just to specific user groups, but also reflect on how a survey engages with diverse groups and their security needs.
Participants rank questions in B as more appropriate than in A, although the variations in the severity of the answer options available to participants is higher in B than in A. We find that the scenarios presented in B are more recognisable to the participants, suggesting that the survey design has indeed improved. The annotators mostly agree strongly on their codings with Krippendorff’s $\alpha > 0.7$. A number of clusterings should be questioned, although $\alpha$ improves for reliable questions by 0.15 from A to B.

To be able to draw valid conclusions from survey responses, the train of analysis needs to be verifiable. Our approach allows us to further validate the clustering of responses by utilising free-text responses. Further, we establish the relevance and appropriateness of the scenarios for individual organisations. While much prior research draws on survey instruments from research before it, this is then often applied in a different context; in these cases adding metrics of appropriateness and severity to the survey design can ensure that results relate to the security experiences of employees.

6.10.1 Employee types

In each of the two surveys we attempt to position participating employees on two dimensions. In A these are Attitude and Behaviour types, whereas in B these have evolved to Maturity levels and Behaviour types. For the definitions of the types please see Table 6.7 or Sections 6.4.4 and 6.4.5. Foremost, these two dimensions can be examined individually and in combination, across age groups, business divisions, and physical locations, to target interventions which reduce friction between security and productivity in the workplace.

The attitude types in A focus on individuals’ interaction with security apparatus. In B, these have evolved to a scale of Maturity Levels, which are ranked levels of individuals’ interaction with the organisation’s policy (such that interventions would act to improve employees’ working interactions with centralised security policy and security provisions). In both A and B, the participants were also asked to assign an appropriateness score for each answer option on a 5-point Likert scale, ranging from not acceptable at all to very acceptable.

The behaviour types in A are a measure of the individuals’ likelihood to trade-off security for productivity. This evolved to the more abstract concepts in B where the answers are now mapped to four distinct behaviour types as defined by Adams (2003), to better represent the role of teams and organisational culture in individual security behaviours. Additionally, participants were asked to assign a severity score to each answer option of the behaviour type questions, as well as give a general
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(a) Attitude Types for A, as described in Section 6.4.4.1

1. Discount suspicions, cause no bother, passive,
2. Report suspicions but take no direct action,
3. Take direct action through official channels,
4. Take direct personal action against the threat.

(b) Behaviour Types for A, as described in Section 6.4.4.2

1. Prepared to perform insecure acts to maximise productivity,
2. Show a minor priority for work over security when the two conflict,
3. Passive, expects others to take the initiative to ensure security,
4. Tries to remain secure wherever possible.

(c) Maturity Levels for B, as described in Section 6.4.5.2

1. Is not engaged with security in any capacity,
2. Follows security policy only when forced to do so by external controls,
3. Understands that a policy exists and follows it by rote,
4. Has internalised the intent of the policy and adopts good security practices even when not specifically required to,
5. Champions security to others and challenges breaches in their environment.

(d) Behaviour Types for B, as described in Section 6.4.5.1

Individualists rely on themselves for solutions to problems,
Egalitarians rely on social or group solutions to problems,
Hierarchists rely on existing systems or technologies for solutions to problems,
Fatalists take a ‘naive’ approach to solving problems, feeling that their actions are not significant in creating outcomes.

Table 6.7: The dimensions by which survey responses are measured in Company A & B

indicator as to how acceptable to the business it would be for the participant not to finish the task described in each scenario.
6.10.2 Survey design

In each organisation, surveys were crafted for participants based upon their department to improve relevance, as described earlier in this chapter. Question design attempted to offer the participants a number of options which would all be regarded as equally appropriate, based upon the themes identified from the preceding interviews with employees. The participants were asked to rank the four options in order of their preferences. Additionally, participants were allowed to offer additional comments, which included the following example:

‘Shamal needs to find out who manages the common drive now, and whether the company authorises use of Dropbox and personal USB sticks, before using any of those options.’

As part of the work described here, two annotators coded the volunteered comments for the types (without reference to the alignment of responses to types already defined for each question). For example, the quotation above could be coded as a Hierarchist’s point of view, as the individual falls back to existing structures for solutions to the problem.

‘This scenario could easily be avoided by providing sufficient space on the common drives.’

Conversely, this statement has been coded as a Fatalist. The employee is frustrated that the natural solution to the problem is outside their reach.

6.10.3 Methodology

The methodology laid out in this section establishes three metrics to measure the quality of the survey design and its external validity retrospectively. The quality of the survey includes how engaged participants are in considering a scenario, and how relevant a scenario and its options are to their own experiences. If an organisation is committed to measuring how well its security provisions support the effective completion of business tasks towards identifying and removing frictions, decision-makers would have a natural interest in having a realistic picture of the current experiences of employees.

6.10.3.1 Appropriateness and applicability

For each of the answer options to Attitude and Maturity questions (see Tables 6.7(a) and 6.7(c)) participants were asked to specify the acceptability of that answer on a 5-point Likert scale ranging from ‘Not acceptable at all’ to ‘Very acceptable’. There
6.10: Validation of Surveys

are of course biases present here, namely that given a participant’s type they may see some options as more acceptable than others. Indeed there is a statistically significant (at \( p < 0.001 \)) correlation in our survey response data between the ranking of options and their associated behaviour types with Kendall’s \( \tau \) of 0.62 (as described in Table 6.4(a)). Yet the ideal scenario design would leave the participants with four objectively equally acceptable options, and allow the participant to freely rank the option. Hence a high appropriateness score is desired.

For each of the answer options to Behaviour type questions (see Tables 6.7(b) and 6.7(d)) participants were asked to specify the severity of each option as well as the acceptability of failing to complete the task for each scenario on a 5-point Likert scale. Again, the severity scores are statistically significantly (at \( p < 0.001 \)) correlated with the ranking of the answers (Kendall’s \( \tau = -0.20 \), Table 6.4(b)), with less severe answers being ranked as more preferable. The severity scores of the different answers should be ranked equally by the participants (as questions are designed with no one ‘right’ answer), resulting in a low standard deviation throughout the questions. The ideal mean of the standard deviation of severity of options is 0, which would imply that all options given to the participants are perceived as equally severe.

The acceptability of failing to complete the task metric would ideally be identically distributed for all questions in order to allow for inter-question comparison. This is a metric that is difficult to establish through prior analysis. If participants think that for a scenario it is more acceptable for it not to be completed given the given consequences as in the scenario and its options, the participants do not fully commit to their choices of behaviour types, as in no scenario there is an option to do nothing (and in turn avoid side effects from the chosen solution).

6.10.3.2 Validation of ranked types by free-text responses

In the survey design for both A and B, participants are asked to rank four answer options according to their preferences. Participants are also invited to provide additional comments on the questions. We find that there are two common types of responses: those that further confirm a respondent’s answer, or elicit suggestions and solutions that are not included in the question and the associated options. We code these according to the applicable mapping (Attitude or Behaviour) in each organisation as listed in Table 6.7, e.g., for each free-text response the annotators have to choose from one of four options. While this is opportunistic (not all participants provided additional comments), we can validate the mappings by calculating inter-annotator agreement metrics as described in the following sections.
6.10.3.3 Inter-annotator agreement

<table>
<thead>
<tr>
<th>Coder B</th>
<th>Coder A</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1</td>
</tr>
<tr>
<td>T1</td>
<td>4</td>
</tr>
<tr>
<td>T2</td>
<td>0</td>
</tr>
<tr>
<td>T3</td>
<td>0</td>
</tr>
<tr>
<td>T4</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.8: Inter-coder confusion matrix Confusion matrix for Question 1 in A between the coders’ assignment of types to the free-text responses

The calculation of the inter-annotator agreement between the two coders is straightforward. We first calculate a confusion matrix for each question (an example is shown in Table 6.8), and then calculate Krippendorff’s chance corrected inter-annotator agreement metric $\alpha$. Krippendorff’s $\alpha$ ranges from $-1$ to $+1$, where $0$ corresponds to chance agreement and $+1$ to perfect agreement. As the attitude types and maturity levels in Tables 6.7(a) and 6.7(c) are on a ranked scale, we weight the disagreement linearly. For the other two types described in Tables 6.7(b) and 6.7(d) the agreement is binary.

6.10.3.4 Validating the mapping

<table>
<thead>
<tr>
<th>Rank</th>
<th>Coding type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 6.9: Coder-mapping confusion matrix Confusion matrix for Question 1 in A between participants assigned ranks to the potential answers and the types assigned to the participants by the coders based on the coding of the free-text responses

We validate the mapping of the survey answer options by treating the participants as another annotator and calculating the inter-annotator metric $\alpha$. However, the participants rank their options, but the coders annotate separate (but not independent) text statements. For example, a participant may provide a ranking of Type 3 $>$ Type 2 $>$ Type 4 $>$ Type 1 for a specific question, and from the coders we may see Coder X: Type 3, Coder Y: Type 2.
In this case the standard agreement table approach (Gwet 2014) for > 2 annotators cannot be used. Yet Krippendorff’s $\alpha$ naturally extends to non-square weight matrices. In our case, this leads to a confusion matrix such as in Table 6.9. Here we tabulate the frequency that a coder has annotated a statement with a specific type with the rank that the participant gave that type. Perfect validation would therefore imply that all types chosen by the coders have rank 4; i.e. the only non-zero entries are in the bottom row of the confusion matrix. Given this matrix we can execute the calculation of Krippendorff’s $\alpha$ with a weights matrix that treats numbers in the bottom row as perfect agreement, and linearly increases disagreement for lower ranked options.

### 6.10.3.5 Estimating confidence in $\alpha$

In order to calculate the confidence in the calculated value of $\alpha$ we rely on $\alpha$’s standard deviation. As an analytic expression is not available, we bootstrap the calculation of $\alpha$. In the following sections the confidence intervals are calculated using 1000-fold bootstrapping.

### 6.10.4 Results

In this section we present the application of the metrics defined in Section 6.10.3 to both Company A and B. There are four tables to consider in this section; Tables 6.10 and 6.11 for the analysis of the secondary coding of the free-text responses, Table 6.12 for the analysis of appropriateness scores on attitude/maturity questions, and Table 6.13 for the analysis of the severity metrics on behaviour type questions.

#### 6.10.4.1 Analysis of clustering

Table 6.9 is an example confusion matrix calculated based on the methodology presented in Section 6.10.3.4. The column headers list the four possible types assigned to the free-text responses by the coders. If a free-text response by the coders was judged to be type 1, but the participant ranked the answer corresponding to type 1 as rank 2, this would increment the number in row 2, column 1. Perfect agreement would be represented by the type assigned through coding of the free-text responses always being ranked highest (rank 4) by the participants. This would be a confusion matrix of non-zero entries in the bottom row only.

The strong disagreement between the coders and the assigned rank in question 1 can be identified by the strong mismatch in type 3: of the 124 statements assigned to type 3 by the coders, 84 were ranked least likely (rank 1) by the participants.
This implies that the answer option assigned to type 3 (‘Request that those with access share their (main log-in) account details and passwords with those without to allow them access to the information’) does not match behaviour type 3 (as defined in Section 6.10.1) (‘Passive, expects others to take the initiative to ensure security’).

Interestingly, this disagreement is not reflected in the coding of the free-text responses themselves. Table 6.8 shows the confusion matrix for Question 1 for the two coders. There is virtually no disagreement for types 1, 2 and 3; but some disagreement for type 4, where 15 statements assigned to type 4 by coder A were considered to be type 2 by coder B. The internal validity for the coding of free-text responses for Question 1a can be accepted based on Krippendorff’s $\alpha$ of $0.77 \pm 0.00$ as shown in Table 6.10, but we are unable to validate the mapping of answer options to types.

<table>
<thead>
<tr>
<th>Question</th>
<th>#</th>
<th>Mapping $\alpha$</th>
<th>Coder’s $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q4</td>
<td>40</td>
<td>0.21 ± 0.02</td>
<td>0.29 ± 0.02</td>
</tr>
<tr>
<td>Q5</td>
<td>34</td>
<td>0.35 ± 0.02</td>
<td>0.02 ± 0.03</td>
</tr>
<tr>
<td>Q6</td>
<td>2</td>
<td>−0.33 ± 0.76</td>
<td>0.00 ± 0.67</td>
</tr>
<tr>
<td>Q8</td>
<td>29</td>
<td>0.30 ± 0.04</td>
<td>0.94 ± 0.02</td>
</tr>
<tr>
<td>Q10</td>
<td>37</td>
<td>0.23 ± 0.03</td>
<td>0.73 ± 0.02</td>
</tr>
<tr>
<td>Q1</td>
<td>155</td>
<td>−0.03 ± 0.01</td>
<td>0.77 ± 0.00</td>
</tr>
<tr>
<td>Q2</td>
<td>137</td>
<td>0.43 ± 0.01</td>
<td>0.91 ± 0.00</td>
</tr>
<tr>
<td>Q3</td>
<td>12</td>
<td>0.33 ± 0.08</td>
<td>0.38 ± 0.10</td>
</tr>
<tr>
<td>Q7</td>
<td>25</td>
<td>0.24 ± 0.03</td>
<td>0.13 ± 0.04</td>
</tr>
<tr>
<td>Q9</td>
<td>45</td>
<td>0.13 ± 0.02</td>
<td>0.76 ± 0.02</td>
</tr>
</tbody>
</table>

Table 6.10: Krippendorff’s $\alpha$ measures for compA with 95% confidence intervals.

<table>
<thead>
<tr>
<th>Question</th>
<th>#</th>
<th>Mapping $\alpha$</th>
<th>Coder’s $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>QID</td>
<td>33</td>
<td>0.27 ± 0.02</td>
<td>0.85 ± 0.02</td>
</tr>
<tr>
<td>QCDDP</td>
<td>53</td>
<td>0.31 ± 0.01</td>
<td>0.38 ± 0.02</td>
</tr>
<tr>
<td>QT</td>
<td>22</td>
<td>0.24 ± 0.04</td>
<td>0.34 ± 0.05</td>
</tr>
<tr>
<td>QSD</td>
<td>27</td>
<td>0.53 ± 0.02</td>
<td>0.47 ± 0.04</td>
</tr>
<tr>
<td>QRM</td>
<td>12</td>
<td>0.27 ± 0.07</td>
<td>0.42 ± 0.07</td>
</tr>
<tr>
<td>QVPN</td>
<td>23</td>
<td>−0.09 ± 0.03</td>
<td>0.37 ± 0.04</td>
</tr>
<tr>
<td>QFS</td>
<td>18</td>
<td>0.19 ± 0.05</td>
<td>0.46 ± 0.05</td>
</tr>
<tr>
<td>QCC</td>
<td>7</td>
<td>0.38 ± 0.13</td>
<td>0.75 ± 0.21</td>
</tr>
</tbody>
</table>

Table 6.11: Krippendorff’s $\alpha$ measures for compB with 95% confidence intervals.

Tables 6.10 and 6.11 list the number of free-text responses coded and Krippendorff’s $\alpha$ for both the validation of the mapping as well as the coders agreement.
6.10.4.2 Suitable values for $\alpha$

Before discussing this data further we must delineate the boundaries for which we consider Krippendorff’s $\alpha$ to be reliable. From a statistical perspective we can conduct a t-test where the null hypothesis is $\alpha = 0$, i.e. the data is equivalent to chance. This t-test is represented in our tables through the use of 95% confidence intervals. Indeed all rows that are statistically significant at the 95% confidence interval are also significant at the 99% confidence interval. However the literature (Gwet 2014) is clear that primary data is only sufficiently reliable for further analysis at $\alpha > 0.667$.

It is clear that most of the coder’s agreement values in A satisfy this criteria. There are a number of exceptions: Q5, Q3 and Q7. The inter-coder agreement is not as strong in B, where only QID satisfies this criteria. When focusing on the validation of the mapping/clustering however, none of the scenarios satisfies this stringent criteria.

Considering the difficulty the coders have to establish agreement on the free-text responses in B, the low mapping $\alpha$ values are not surprising: the coding is a difficult task (given the brevity of comments and potential lack of contextual information). Yet rather than discarding the results at this stage, it may be more important to identify the scenarios which are indistinguishable from random data: scenarios QI in A and QVPN in B. Apart from these two scenarios, our data allows the focus of further investigations and policy decisions to be guided by data with known uncertainty.

6.10.4.3 Appropriateness

Table 6.12 shows the appropriateness scores the participants have given the answer options for specific questions. The scores vary from 0 (not appropriate) to 1 (very appropriate). The mean appropriateness score is more varied in A than in B, although it is close to 0.5 for all questions, indicating that the average answer option is balanced. This is desirable as it offers participants the option to swing to both extremes as necessary. The appropriateness score given by participants to their highest ranked choice is very high, confirming the participant’s stance that they view their preferred choice as most appropriate.

6.10.4.4 Severity

Table 6.13 compares the distribution of severity scores and acceptability of failing the task scores across the different scenarios and organisations. There are a number of
Table 6.12: Appropriateness scores for each attitude question. The higher the score, the more appropriate. As each answer option is assigned an appropriateness score, the mean represents the mean appropriateness score of all answer options irrespective of that answer’s ranking. The 1st choice only considers the appropriateness assigned by the participants to their top choice.

<table>
<thead>
<tr>
<th>Question</th>
<th>#</th>
<th>Mean</th>
<th>1st choice</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>Company A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q4</td>
<td>374</td>
<td>0.626</td>
<td>0.120</td>
</tr>
<tr>
<td>Q5</td>
<td>820</td>
<td>0.570</td>
<td>0.110</td>
</tr>
<tr>
<td>Q6</td>
<td>137</td>
<td>0.427</td>
<td>0.138</td>
</tr>
<tr>
<td>Q8</td>
<td>364</td>
<td>0.529</td>
<td>0.085</td>
</tr>
<tr>
<td>Q10</td>
<td>903</td>
<td>0.483</td>
<td>0.082</td>
</tr>
</tbody>
</table>

| Company B |    |      |            |
| QID       | 152| 0.488| 0.122      |
| QCDP      | 456| 0.508| 0.108      |
| QT        | 164| 0.499| 0.095      |
| QSD       | 292| 0.546| 0.118      |

Table 6.13: Acceptability of failing to complete the task and severity scores analysis. The higher the score, the more acceptable is failing to complete the task outlined in the scenario. The severity scores are an analysis between the answer options for behaviour type scenarios.

<table>
<thead>
<tr>
<th>Question</th>
<th>#</th>
<th>Failing</th>
<th>Std of Severity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>Company A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>903</td>
<td>0.281</td>
<td>0.307</td>
</tr>
<tr>
<td>Q2</td>
<td>893</td>
<td>0.270</td>
<td>0.296</td>
</tr>
<tr>
<td>Q3</td>
<td>137</td>
<td>0.394</td>
<td>0.340</td>
</tr>
<tr>
<td>Q7</td>
<td>291</td>
<td>0.458</td>
<td>0.393</td>
</tr>
<tr>
<td>Q9</td>
<td>374</td>
<td>0.668</td>
<td>0.449</td>
</tr>
</tbody>
</table>

| Company B |    |         |                 |
| QRM      | 152| 0.196   | 0.312           |
| QVPN     | 152| 0.439   | 0.370           |
| QFS      | 164| 0.430   | 0.318           |
| QCC      | 292| 0.240   | 0.410           |

variations: scenarios in A are considered less acceptable to be left undone, however the standard variations of the severity scores across the different scenario options are higher. According to Table 6.13 the scenarios in B are therefore believed by
the participants to be more applicable to their environment (particularly QRM and QCC), but the answer options are more balanced in severity in A, implying that options represent potential solutions that may be seen in everyday work in A compared to the more contrived answer options in B.

6.10.5 Conclusions

In this section we have described a methodology for post-hoc assessment of the quality of situated security behaviour survey designs. We utilise free-text responses and reflective metrics to measure the surveys’ external validity. We have demonstrated this approach on two surveys in two large organisations, drawing on 711 free-text responses and over 7000 reflective scores in the process. This has allowed us to quantify the evolution of our scenario-based surveys through clearly-defined and repeatable metrics, and partially validate the mapping from survey responses to constructs. This knowledge will allow security managers to tailor future improvements to their organisation’s security policy and behavioural interventions more accurately to the local working environment, relative to the demonstrable strengths and weaknesses of the survey design.

6.11 Discussion

This research supports a process of continuous improvement to organisational security, by providing measures for (i) typical workaround to regular frictions with security in the workplace (by analysing the perceived suitability of solutions derived from interviews), and (ii) how the interactions employees have with security apparatus can be designed to minimise the demand on their ‘compliance budget’ (Beautement, Sasse and Wonham 2008). Employee’s willingness to expend effort for the security of not only themselves but those around them can be explored by articulating embodied security cultures which may arise in any number of situations in the workplace where security controls can be applied. Both the survey results and the free-text responses can inform targeted interventions as part of incremental improvement, an approach advocated by Renaud and Goucher (2014). Unfortunately in striving for internal validity for security behaviour constructs it is easy to overlook the need to establish the applicability of the results to the real world, that is, to measure the quality of engagement with employees (where tensions can arise with local demands on effort and capacity). The related works discussed in Section 2.1 demonstrate this well.
Security managers ought to identify the non-divisible security behaviours in their own organisations, and equally deploy information security surveys that shine light on previously unseen workaround or compromise behaviours by engaging employees. To do this, available options (and ideally, additional feedback from users) must point to clear responses to security-related challenges that employees see as acceptable given the pressures they perceive in a particular situation. Where respondents imply confusion about what is being asked of them in a scenario-based survey question, or indeed, see two or more behaviours as one and the same, this implies that more can be done to clearly separate candidate behaviours. In turn, this can be achieved if security managers act to grow their understanding of how security manifests for employees who have other competing demands for their attention (see also Ashenden and Lawrence (2013), Herley (2014) and Parkin et al. (2016)).

Our proposed survey methodology and validity measures address these challenges. This is achieved both internally (by way of inter-annotator agreement), and externally (by way of appropriateness and severity scores). We are able to highlight strengths and shortcomings in the survey design which not only inform the design of realistic scenarios by researchers, but also inform the investment in security by policy managers when designing interventions. Organisational environments are complex, and researchers cannot assume that they have a full understanding of security behaviours prior to deploying a survey. This research helps to identify these known unknowns. Security practitioners considering potential investments may do well to understand the quality of the data they base their decisions upon (Hubbard 2014).

6.12 Conclusion

In this chapter I have discussed the Productive Security methodology and the analysis of two scenario-based survey procedures at two large companies with 1299 and 608 responses (Sections 6.4 to 6.7). These responses define the security culture in the organisation, and I re-frame the idea of a security champion for Company B (Section 6.8). Finally, myself and Simon Parkin both code 516 (A) and 195 (B) free-text responses in order to validate the scenario-based surveys.

We find that tailoring our diagnostic tools to the operating context and working practices of the organisation provides meaningful results. Security awareness material can similarly be crafted to resonate with the experiences of employees in weaving security into their productive tasks. Tsouhou, Karyda and Kokolakis (2015) discuss ways of interpreting cognitive and cultural biases, such as those described in the behaviour-type scenarios, to produce effective security awareness material. Aware-
ness should be a two-way street: security specialists should use the understanding of what drives individuals’ behaviour to engage with those individuals and be receptive and find collaborative solutions to conflicts between security and business processes.

This chapter has delivered a grounded understanding into the security culture of an organisation, based purely on self-reported responses. This mixed-method approach highlights the versatility of free-text responses, as anecdotal, yet frequent comments have been re-purposed through coding. The following chapter contrasts the methodology here by primarily relying on log data to study behaviour.
Password Project

‘I wasted time, and now doth time waste me.’
(W. Shakespeare 1595)

While in the previous chapter I focussed on studying security through self-reported surveys, for the study presented in this chapter I had access to the log data of UCL’s password change system. In particular, UCL had decided to adopt a new password policy, and I was able to opportunistically study the impact of the new password policy with 100,000 staff and students. This research was carried out in collaboration with Simon Parkin and Angela Sasse, and this chapter is based on a paper presented at USENIX Security (Becker, Parkin and Sasse 2018).

The goal of the IT staff who conceived the policy was to encourage stronger passwords by varying password lifetime according to password strength. Strength was measured through Shannon entropy (acknowledged to be a poor measure of password strength by the academic community, but still widely used in practice). When users change their password, a password meter informs them of the lifetime of their new password, which may vary from 100 days (50 bits of entropy) to 350 days (120 bits of entropy).

I analyse data of nearly 200,000 password changes and 115,000 resets of passwords that were forgotten/expired over a period of 14 months. The new policy took over 100 days to gain traction, but after that, average entropy rose steadily. After another 12 months, the average password lifetime increased from 146 days (63 bits) to 170 days (70 bits).

I also found that passwords with more than 300 days of lifetime are 4 times as likely to be reset as passwords of 100 days of lifetime. Users who reset their
password more than once per year (27% of users) choose passwords with over 10 days fewer lifetime, and while they also respond to the policy, maintain this deficit.

It appears that linking password lifetime to strength at the point of password creation is a viable strategy for encouraging users to choose stronger passwords (at least when measured by Shannon entropy).

7.1 Introduction

A new password management system was deployed at UCL in Autumn 2016, replacing the system used by all university staff and students. Users are being moved from fixed-length passwords (8 characters, complexity 3, expiring after 150 days) to a variable-length password scheme requiring complexity 3 (3 out of 4 character groups, see Figure 7.3) with an expiry dependent on the length and strength of the password (see Section 7.3.1). The introduction of a ‘Longer Password Longer Life’ scheme is novel, especially at a large organisation such as UCL.

The new mechanism was created by an experienced systems administrator who was motivated by the high cost of helpdesks for resetting passwords and user complaints, but unaware of the research literature or the NCSC Password Guidance (National Cyber Security Centre (NCSC) 2016a). The intent was to change to a ‘3-words-strung-together’ scheme, but the UCL committee responsible for security policies mandated that existing complexity 3 requirements must remain.

The new policy allows users to select any password of character length 8 or more with an estimated information entropy (Shannon entropy, a poor measure of cracking resistance, but still widely deployed) of at least 50 bits (see Section 7.3.4 for the policy specifics). The new system retains the expectation that users will harden their accounts with strong passwords, but in a twist provides a reward of longer password lifetime for selecting stronger passwords. A password with an estimated entropy of 50 bits has a lifetime of 100 days, and every additional bit of entropy increases the lifetime by approximately 3 days, up to 350 days for 120 bits of entropy.

We then use the term password strength here as the number of days a password lives for before being expired, as this is a measure of account strength that is visible to both the users and managers of the system.

The research questions examined in this chapter are:

RQ1 What effect does the password policy of variable expiration have on a user’s choice of password?

RQ2 Are there identifiable groups of users with analytically different responses to the new password rules and introduction of the new policy?
RQ3 What can be discerned about the impact of a policy intervention at a large institution from system logs?

We believe that this research constitutes the largest analysis of password data from a single institution with over 100,000 enrolled users in the system, who change their passwords nearly 200,000 times and reset (forgotten or expired) their passwords 115,000 times over a period of 14 months. Our approach is novel as we analyse routine change and intentional reset events together, to understand individual users’ journeys through adoption and continued use of the new system. This approach leverages the working relationship with the system managers, who allowed continuing access to the anonymised log data and kept us informed on events outside of the system which could impact use and hence the logs themselves (such as university-wide events).

We begin the remainder of the chapter with an overview of the literature related to this project in Section 7.2. After an introduction to our methodology in Section 7.3, we describe and compare the general statistics of our dataset to prior studies on large password analysis (Section 7.4). This is followed by an analysis of the password change data in particular, answering our research questions in Section 7.4.4. We draw on 93 interviews with staff and students for anecdotal user feedback in Section 7.4.7. We then discuss the impact of the results in Section 7.5 and close with conclusions and recommendations in Section 7.6.

7.2 Related literature

The expiration of passwords for machine accounts has had a long history. Tracing back to 1979, expiration was a tool to stop users sharing accounts on the first university computers (Morris and Thompson 1979). This was not a need borne of security: it was a management mandate to allow for proper accounting of computation time. However the notion has been appropriated to serve security, spread by various international government guidelines that have since prescribed the expiration of passwords (Brand and Makey 1985; Burr, Dodson and Polk 2004). Various justifications for password expiration have been found: the longer a password is ‘alive’, the higher the chance of compromise and the need to reset passwords (due to sustained attacks or inevitable leakage), or, that expiration limits the portability of a compromised password, as old passwords may be replicated on other services for convenience (Bonneau et al. 2012; Cheswick 2013; Herley and Oorschot 2012).

These myths have been thoroughly debunked. The security benefits of password expiration are marginal at best (Chiasson and Oorschot 2015; Zhang, Monrose and Reiter 2010). Users regularly choose new passwords that are very similar to a previ-
ous password (through for instance incremental changes to a number in a sequence of passwords) (Zezschwitz, Luca and Hussmann 2013; Zhang, Monrose and Reiter 2010). Further, passwords of sufficient strength can be combined with background protections to be strong enough in most scenarios: a password which can resist $10^6$ guesses is all but uncrackable in an online attack scenario (Florência, Herley and Van Oorschot 2016), if combined with sensible throttling (Florência, Herley and Van Oorschot 2016; Weir et al. 2010). To defend against the offline attacks a password is required to withstand $10^{14}$ guesses.

This body of research has informed practical advice, and a change of guidelines. Both the National Institute of Standards and Technology (NIST, Grassi, Garcia and Fenton (2017)) and the National Cyber Security Centre (NCSC) (2016a) now prescribe that passwords should not expire unless there is evidence of compromise.

A holistic view of password policy management is required in practice. For example, a user’s choice to re-use passwords across separate accounts is rational when there are simply too many passwords to remember (Inglesant and Sasse 2010). Users may apply strategies to group accounts by perceived importance and assign a password to each group (Florência, Herley and Van Oorschot 2014b).

The literature on password research is divided into the following sections: we start with a discussion of password strength estimation, then focus on the user’s role in password management and password studies.

### 7.2.1 Password strength estimation

Traditionally, password strength has been measured as the entropy of a password through a calculation involving a password’s length and the different number of character classes it uses (Kelley et al. 2012) (Shannon entropy, which is also the estimation technique our institution uses, albeit with a few modifications as described in Section 7.3.4). These estimates are however not representative of the cracking effort, as passwords are not actually chosen randomly (de Carnavalet and Mannan 2014). This has led to the creation of strength meters inspired by password-cracking, which estimate the number of attempts required for a password to be guessed. The current state of the art is zxcvbn (Wheeler 2016), which algorithmically accurately estimates the strength of weak ($< 10^4$ guesses) passwords with only 234kB of data. For stronger passwords the strength estimation error of zxcvbn increases, but it is still a better estimator of cracking resistance than information entropy. To accurately estimate the strength of stronger passwords, significantly more storage and processing power is required, however this is infeasible for real-time feedback (Ur et al. 2015).
7.2.2 The role of users in password security

A primary question that is easily ignored when conducting password research is the attacker’s modus operandi, and consequent interactions with the state of security defenses. The main attack vectors of interest are online and offline attack. An online attacker performs attacks over a wire, while the offline attacker has access to the physical system. While an online attack can be rate limited, blacklisted, and actively monitored (Alsaleh, Mannan and Van Oorschot 2012; Pinkas and Sander 2002; Van Oorschot and Stubblebine 2006), none of these defenses are possible against an offline attack. This implies that the defensive requirements on the password are very different (Florêncio, Herley and Coskun 2007; Florêncio, Herley and Van Oorschot 2014a). For passwords to be resistant to offline attacks they realistically need to be able to withstand $10^{14}$ guesses. In the context of an organisation it is not sufficient for the mean password strength to achieve this level: an attacker is often satisfied when compromising any one account with access to an asset of value, hence every password needs to withstand such an attack, which is infeasible (Herley 2009). When the entire system is under attack, the defense should be centered on the system too, rather than offloading it to all the users, for example through Ersatzpasswords (Almeshekah et al. 2015).

As researchers have identified the need to raise the minimum strength of passwords, a large number of studies have focused on helping and educating the user in choosing stronger passwords. Users have been subjected to immediate feedback and suggestions before submitting their password choices with varying degrees of success (Segreti et al. 2017; Shay et al. 2015). Research has attempted to improve users’ ability to remember passwords, for example by allowing much longer composite passwords (Shay et al. 2014), memory aids (Yan et al. 2004), or training (Charoen, Raman and Olfman 2008). Perhaps unsurprisingly, positive attitudes towards security correlate with stronger passwords (Choong and Theofanos 2015). Such interventions are often measured over a relatively short timeframe; a wide-reaching intervention such as a password system overhaul may require time. We then leverage the opportunity to measure behaviour through password change events over time (where this would be impacted by users’ capacity to remember passwords and use longer passwords in practice).

7.2.3 Studying passwords in the wild

A considerable amount of password research has been conducted in a lab setting. This allows for great internal validity through the ability to control the environment and measure specific properties of users choices and behaviours around passwords.
However, Fahl et al. found that only about half of passwords gathered in a lab study are comparable to users’ real-world passwords (2013). This problem is not specific to password studies, a large number of lab-based studies in security suffer from a lack of ecological validity. However, studying security perceptions in the real-world comes with its own issues (Krol et al. 2016). Fortunately there are a number of password studies that are conducted in live environments.

The first scientific dissemination of password data was conducted on leaked password datasets (Dell’Amico, Michiardi and Roudier 2010; Weir et al. 2010). More recently Bonneau pushed the scientific principles of conducting password research by legitimately and rigorously analysing passwords of 70 million Yahoo! users (2012). The flurry of data breaches at large online services have fuelled research by providing extremely large datasets. Yet in all of these cases the user is often a customer of the organisation, with two consequences: service password policies tend to bow to the need for accessibility, as services that make access difficult don’t have as many customers (Florêncio and Herley 2010). Users may not assign much value to these accounts, unless their personal data/money is stored there.

Apart from our research in Chapter 7, the only other comparable study of password behaviour in a work environment with high value passwords to study is by Mazurek et al. (2013). Here the entire plaintext password database of over 25,000 accounts was available to the researchers (although considerable security precautions were taken to limit access to the plaintext passwords). The authors discover significant correlations between a number of demographic and behavioural factors and password strength, and we will be comparing our demographic findings to this research primarily.

Related to passwords, Parkin et al. studied a static password expiration policy of 100 days in a university, contrasting the analysis of helpdesk-related system events over a period of 30 months to findings from a small set of 20 interviews with system users (2015). Users appreciated the need for security and strong passwords, but their attempts to create strong passwords were frustrated by usability issues not directly apparent from system events (such as an inability to know in advance what the system would accept as a valid password).

Zhang, Monrose and Reiter studied 31,075 passwords belonging to 7,936 university accounts in order to analyse the dependency between consecutive passwords (2010). We contrast their main results to our data in Section 7.4.
7.2.4 Password policy

A comprehensive overview of the last 30 years of password policy research is given by Zhang-Kennedy, Chiasson and Oorschot (2016). Ever since ‘Users Are Not the Enemy’ there has been a sustained effort to design security policies for the user, taking into account their strengths and limitations (Adams and Sasse 1999). Strength aspects such as length and composition, as well as management aspects such as change-it-often, do-not-reuse, do-not-write-down and do-not-share-with-anyone have been either entirely revised or are at least strongly challenged (Brostoff and Sasse 2003; Burr, Dodson and Polk 2004; Florêncio, Herley and Van Oorschot 2016; Grassi, Garcia and Fenton 2017; National Cyber Security Centre (NCSC) 2016a).

User capability, user inclusion in their own and others’ security, and a holistic approach to defensive security then together serve as indicators for identifying a sustainable, workable, and ultimately secure password system.

7.3 Methodology

Here we describe the methodology for analysing the logs of the password change system at UCL. We were not involved in the design of the policy or the choice of password strength estimator. We were approached by the IT services department who were eager to collaborate on exploring the scientific value of their policy design and its impact on the system’s users. This lead to a productive working relationship for this project, which helped us to reason about the results and discuss possible causes for data patterns outside of the password system itself. This is especially important given the complexities not only of the data and the systems to which the data applies, but also the institution, being that is has tens of thousands of account holders with varying levels and modes of interaction with the system.

The main contribution of this work is a scientific analysis of the effect of the policy. The analysis is informed by consideration of the cost of the policy to users.

7.3.1 The interface

The system starts at https://myaccount.ucl.ac.uk/ as shown on Figure 7.1. The first option listed opens the log-in website shown in Figure 7.2, and after successfully logging in, forwards you to Figure 7.3. In order to register a new phone, the user also has to log-in. So after filling out Figure 7.2, the user is redirected to the page shown in Figure 7.4. If the user has forgotten their password, clicking on the third link opens the page shown in Figure 7.5. Lastly, there is also an option to retrieve the user’s userid.
Figure 7.1: Screenshot of the myaccount home page at https://myaccount.ucl.ac.uk/.

Figure 7.2: Screenshot of the login page at https://myaccount.ucl.ac.uk/changepw. The header and footer has been cropped.

The login page is shown in Figure 7.2. After successfully entering a username and password the system loads the requested page.

Figure 7.3 shows the page shown when the user requests a password change. When typing a new password, the password strength meter will automatically change colours and provide written strength feedback. The new password has to be typed...
Figure 7.3: Screenshot of the change password website at https://myaccount.ucl.ac.uk/changepw. The header and footer has been cropped.

twice. Below the second password entry box are a password strength meter and a text field that displays the new password’s lifetime in days, for example This password can be used for 175 days. Both meter and days of password lifetime update on any change to the first new password form field. For passwords of < 50 bits of entropy the strength meter states Too weak and the password cannot be submitted. Passwords of lifetime 100 to 163 days are stated to be of Medium strength (yellow strength bar). Between 164 and 223 days a password is considered to be Strong (green bar), and beyond that the password is classed as Very strong (dark green bar).

Figure 7.4 allows the user to enter their mobile phone number in order to register for the password reset self service system. Upon clicking submit, the system sends a confirmation code that the user has to enter on the subsequently loaded webpage (not shown here).

Figure 7.5 assuming the user has registered with the self-service password reset system, the user can use this page to begin the password reset process. Upon entering the user’s userid and the last 5 digits of their mobile phone number, the system sends a text message with a password reset token to the user’s mobile phone. The user then enters this code as well as their new choice of password on the subsequently loaded screen (similar to Figure 7.3, but with the ‘current password’
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Figure 7.4: Screenshot of the register your phone website at https://myaccount.ucl.ac.uk/registerphone. The header and footer has been cropped.

Figure 7.5: Screenshot of the reset your password website at https://myaccount.ucl.ac.uk/resetpw. The header and footer has been cropped.

input box replaced with an input box for ‘reset code’).

7.3.2 Empirical evaluation

![Graphs showing empirical analysis of password strength validation function](image)
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Figure 7.6: Empirical analysis of the password strength validation function.

Figure 7.6(a) shows a clear linear relationship between the password expiration
and the (reported) password entropy for entropies between 50 (100 days) and 120 (350 days). For passwords with entropy below 50 the password rejects the system, even if it confirms to the written guidelines. For passwords with entropy above 120 the expiry is fixed at 350 days.

Figure 7.6(b) plots the relationship between the length of the password and its expiry. It is clear that length of a password does directly relate to the expiry of a password. For example, the password 9W79R02702 is 12 characters long and satisfies the states password requirements discussed, but with an entropy of 48 it does not qualify.

In order to achieve the maximum password lifetime of 350 days, a password needs to be at least 20 characters long. Yet longer passwords do not necessarily achieve this maximum lifetime: 58239858204928e36640904538?97 is 29 characters long but with entropy 86 only achieves 229 days lifetime.

7.3.3 The dataset

We received access to the password change and reset logs, which consisted of timestamps, anonymised user IDs, action performed (i.e., change/reset/etc), the integer password lifetime of the new password (100–350), as well as some coarse demographics information for the 100,000 users. We received IRB approval for our approach to log analysis, alongside in-person interviews with a subset of system users (see Section 7.4.7) (UCL Ethics ID 5336/007). Regarding the dataset, we had no individually-identifying information (an arrangement made with the system owners at point of data access), as well as only a single number for the user’s password strength (i.e., not the password itself or any element of it). The password log data was stored on encrypted drives, and regular extensions to the dataset over time were transferred and stored securely.

The policy came into effect in October ’16 and users began using the new system from that date when next requiring to change or reset their password. As the previous policy’s expiration was set to 150 days, all active passwords will have been transferred to the new policy by April ’17 (so that in effect it was a soft transition). Although we continue to have access to new data, we are confident that 14 months of complete data is sufficient, for the following reasons:

- The dataset includes at least one academic year’s worth of data and regular events in an academic year, such as school closures and holidays;
- All currently active passwords were set on the new system;
- There are approximately six months of system events for the annual intake of new students (academic year starts in September to October, as seen for
instance in Figure 7.8), who were never exposed to the previous policy.

7.3.4 Calculation of entropy

The minimum password requirements involve a complex combination of a number of fixed rules. Passwords are initially checked against static requirements. Passwords are required to: include at least one character from three of four possible character types (lowercase character, uppercase character, number, and symbol); be between 8 and 30 characters long, and; not contain the user’s username or parts of their real name. The entropy of a password is then calculated by estimating the information entropy of the password by multiplying the size of the character class of each of the characters (Alistratov 2010). A number of factors decrease the entropy: repeated characters; lexicographically subsequent characters as well as the presence of a substring of the password in a dictionary of size 306,000. Common character substitutions are also checked against the dictionary.

7.3.5 Uses of a password

Studying adoption and use of the system over time is important, where understanding new authentication systems in terms of how easy they are to learn is critical (Bonneau et al. 2012). The password studied should be the only password staff and students require to access necessary services for work or study respectively. UCL uses one password for all of their services. This includes access to timetabling, e-learning resources, university e-mail, logging on to physical desktop machines, and WiFi. The frequency of use of this password is expected to vary naturally for different user types, who use different services, and access them from different machines (the most simple differentiation being a device they manage themselves or a fixed-place common-access machine). While users may resort to password managers to store their password for use in browsers, students (Undergraduate, Postgraduate and Medical) accessing the machines in university computer rooms will still have to type the password. Similarly, administrative staff work on a university computer and therefore have to regularly type the password to log in to and unlock their machines. Research staff and students however may have the flexibility to type their password very infrequently, especially if (a) they are using devices which they themselves manage and which no other user would have access to, and (b) they can complete their work or study activities with minimal or ad-hoc access to services managed through the single-sign-on system. Ad-hoc access may be governed by the nature of the work done by distinct specialised groups, hence we are also interested in adoption and use differentiated by faculty/department. Users may then
balance the convenience of accessing a system with the security of the mechanism that facilitates access to that system (Beaument, Sasse and Wonham 2008).

7.3.6 UCL’s threat model

Given the universal use of the password for staff and students alike, compromised accounts pose a significant threat to the organisation. Staff accounts have access to significant amounts of personal information as well as inside knowledge of grades and future assessments. All accounts have access to exclusive material, and universities have previously been threatened with access restrictions to academic publishers due to account misuse. From an ideal security perspective, UCL would deploy 2-factor authentication to reduce the reliance on passwords alone for user authentication. However its implementation is not trivial due to an inconceivably diverse system of software and hardware environments and use cases present across over 100 departments, institutes and research centres. There is a steady push to simplify these systems, however password changes still appear to be propagated through scheduled synchronisation tasks. This makes a principled approach to secure authentication difficult, and given the risks UCL faces, the organisation’s leadership has pushed for a policy that encourages stronger passwords for each individual user.

7.3.7 Perceived value of a password

Individuals in organisations will strive to protect their account if they perceive and understand a need to keep their organisation secure (Adams and Sasse 1999). The UK’s Universities and Colleges Information Systems Association (UCISA) distinguishes between the information security roles and competencies for distinct groups in universities (UCISA 2015). Assuming that system users are aware of responsibilities like those described in the guide, they may have distinct attitudes towards the security of their accounts, and the associated passwords. Researchers may for instance have access to sensitive data, whereas administrators and teaching staff alike may manage staff and student records. Students may have access to their own information, but also the university’s IT infrastructure; postgraduate students might have access to research data.

By considering factors which may influence the perceived value of a user’s password, the scope of RQ2 is refined. Given both the frequency of use and the perceived value of accounts, we expect students to have weaker passwords than other groups, and researchers to have stronger passwords. We also expect administrative staff to value their account security while balancing any increases to password strength (delaying password change) with lower time cost per system authentication event.
Regular enactment of security tasks over a working day may push users in an organisation to find ways to reduce the burden of security that relates to their primary productive work (Beautement, Sasse and Wonham 2008). We test these hypotheses in Section 7.4.4.

7.3.8 User interviews

In addition to the password log analysis, 93 users of university systems were interviewed between February and March '17 (53 students and 40 staff). Users who had changed their password in the prior 2–3 months, or who had just received a reminder to change their password, were invited for interview. This framing allowed for the possibility that participants would not know that there was a new password policy.

The study was advertised via staff and student newsletters, and flyers positioned around the main university campus. Interviews were approximately 30 minutes in duration, and included discussion of: services accessed through university login; perceptions of passwords and security in relation to university-related tasks, and; participants views of the university’s password system. A computer displaying the interface of the new system supported the interview (as described in Section 7.3.1). Participants were provided with a £15 voucher for completing the interview.

The average participant age of staff members and students were 34.6 and 22.8 respectively. Student participants had been at the organisation on average for approximately two years (including many who had joined the university just before the new system was deployed); staff participants had used the university systems for on average of approximately five years. Participants represented a range of schools and divisions (including administrative functions).

7.4 Results

In this section we describe the properties of user passwords found in the data, as well as characterise the adoption and usage behaviour for the new system across the user population and specific groups. We put our results in the context of existing research and highlight the impact of the policy on user behaviour.

Figure 7.7 describes the distribution of strength of all passwords observed in the university. The two distributions of password resets (when a password has been forgotten or it has expired) and changes (when the user still knows the previous password) are virtually identical. The histogram is strongly skewed to the left
Figure 7.7: Normalised frequency of password lifetime The mean frequency is 147.74 and 146.60 days for changes/resets respectively.

and decays rapidly, apart from approximately 1% of passwords that achieve the maximum strength of 350 days.

It is interesting to compare this distribution to the password strength distribution of Mazurek et al.’s study performed at Carnegie Mellon University (CMU) (Mazurek et al. 2013, Figure 7, page 11). Their measured password strengths approximate a uniform distribution between $10^9$ (100 days) and $10^{14}$ (225 days) guesses, and only 42% of passwords are guessed in $10^{14}$ guesses. Their estimated mean password entropy is 36.8 bits, compared to 69.64 bits here.

There are two systematic explanations for these stark differences. First, the mean password entropy reported by Mazurek et al. is calculated by state-of-the-art brute-forcing, compared to an information theoretic approach chosen by our IT department that only weakly correlates to actual password strength. Thus, our entropy estimates are likely large over-estimations (Wheeler 2016, Fig. 8). Secondly, the entropy estimate in our analysis is the same estimate used for providing feedback to the user in the form of the password meter (principally the fullness of the bar), and the weakest allowed password has an entropy of 50 bits. This explains the high concentration of passwords with 100 days lifetime, compared to the study performed at CMU; where policy and strength meter are not linked to the measured guessing strength.

The same explanations also apply to the differences between our analysis and
Bonneau’s analysis of cracking attempts of the Yahoo! password dataset (Bonneau 2012, Figure 6 in particular). Their identified cumulative distribution is aligned with our data, although Bonneau achieves a 50% success rate with $10^6$ guesses.

7.4.1 Noteworthy events during the study

As with any study of an active real-world system, there are external events that have an effect on the system being studied. As we cannot control for these events, they should be acknowledged in the analysis. Further, external events can be leveraged to understand if there are particular kinds of events which can influence the adoption and use of an authentication system at a large organisation. Figure 7.8 highlights three families of events.

From the deployment of the new system in October ’16 the userbase of the new system slowly grows as users change or reset their passwords (where this forces them to use the new system and hence appear in the dataset). Secondly, there is a peak of password resets in Jan-Feb 2017, which corresponds to the expiration of all passwords of users who joined the university in September ’16 and had a fixed lifetime of 150 days. We expected that the rate of resets would decrease once
Figure 7.9: Distribution of the number of changes and resets the users in the dataset have made. Mean frequency is 2.41 and 1.08 for changes and resets respectively. 66% of users have reset their password at least once.

users became familiar with the new system. This did not happen, indicating that familiarity with the system does not reduce the need to reset. The third event of note refers to the peak of new user being onboarded to the system in September ’17 in time for the new academic year, where over 10,000 new students joined the university. This also causes the simultaneous peak in the number of changes, as setting an initial password is classified as a change.

### 7.4.2 Password change behaviour

The effect of the password policy on changes and resets is shown in Figures 7.9 and 7.10. In the full period studied, more users (66%) had to reset their password than not: on average, a user had to reset their password 1.08 times. Users may have to reset their passwords for two reasons: if they have forgotten their original password, or if their password has expired. The cost of a reset is significantly higher than a change, as it requires either physical presence at the institution’s help desk or using a phone-based reset system. Over the period studied, the mean number of password changes and resets per user is 3.5. This is investigated further in Section 7.4.3.

There is a strong positive correlation between each user’s previous password
Figure 7.10: Average password lifetime of unexpired passwords by number of password resets. After 100 days the weakest passwords expire and users choose stronger passwords, which accounts for the steep rise. This pattern repeats after another 100 days. At 350 days users change their previously strongest passwords to one that is as strong or weaker password, causing a pronounced dip in the average password expiration.

strength and the likelihood of that same user resetting their password before expiration (i.e., forgetting the password, Spearman’s $\rho = 0.95$, $p < 10^{-15}$). A user with a password lifetime of more than 300 days is four times as likely to forget their password than a user with a password with a 100 day lifetime. The minimum reset frequency per day of actual password lifetime is achieved with passwords which have a 100 day lifetime. Most resets however occur shortly after passwords have been set, and not after a user has been using a password for 100 days. Having a relatively strong password on the system then incurs the additional cost of potentially needing to reset that password. This may not only negate the advantages of having a strong password in the first place, but results like these can also inform predictive helpdesk/support provisioning (Parkin et al. 2010), i.e., if users are encouraged to maintain stronger passwords, they may require more helpdesk support to reset passwords.

This is in contrast with Figure 7.10: the more password resets a user will have had, the weaker their password choice. While the average password lifetime of all groups is increasing as the users renew their password, the division between users with 0 or 1 reset and users with more resets remains pronounced, separated by at
least 10 days of lifetime. This analysis suggests that one reset per year does not affect the system’s performance, but two or more resets do (which applies to 27% of users). While system owners should obviously try to minimise the number of resets required, it appears one reset per year per user is an acceptable upper bound.

The answer to our first research question is alluded to in the mean password strength change of 12.73 days (as shown in Figure 7.11). This shows positive increases in password strength on consecutive password changes and resets on average. One common finding in password expiration research is that when forced to change one’s password, the new password will be similar to the old one. Figure 7.11 indicates that this effect may also be present in our dataset: 20% of changed passwords have identical expiration as their previous password, and 36% vary within 3 bits of entropy.

These figures vary slightly during the period of time analysed here, with a gradual increase to 28% in February (3 months after the change in policy) but returning to 20% in June and remaining constant from then on. Prior literature has examined this behaviour: Adams and Sasse found that 50% of their participants varied some element of their password when creating new passwords. Zhang, Monrose and Reiter study behaviours at greater scale, by analysing 7,700 accounts and developing an efficient transformation algorithm to test for related passwords. The authors are
Figure 7.12: The frequency of password changes by the number of days relative to password expiration (day 0). The mean time for changes is $-22.18$ days and the mean time for resets is $-52.09$ days.

then able to break 17% of their accounts within 5 guesses, and 41% within 3 sec of CPU time ($\approx 10^7$ guesses, our estimate) (Zhang, Monrose and Reiter 2010). While we cannot determine the true dependence between current and prior passwords in our dataset, the strength proxy (through Figure 7.11) may suggest a similar proportion of related passwords.

7.4.3 Time dependence of subsequent changes/resets on prior lifetimes

Users are sent an email reminding them of their password’s impending expiration 30, 20, 10, 4 and 1 day(s) in advance. The effect of the reminder is shown in Figure 7.12 with a bin size of 10 days. 10% of users act upon the reminder on average within 24 hours and subsequently change their password. Each following expiration warning causes an immediate increase in change rates, with the largest peak on the day of expiration, where another 13% of users change their password. This is followed by users resetting their passwords immediately after expiration, presumably after having been denied access to university resources. The general effect of these frequent reminders for the organisation is that the average user changes their password 22 days before expiration, essentially reducing the lifetime of their password voluntarily. This indicates that users in this institution change or reset passwords in response to reminders, and seldom voluntarily. This might be the case for users
Figure 7.13: The distribution of the time between consecutive password changes. The mean time for changes is 117.16 days and the mean time for resets is 90.48 days.

changing their password before even receiving the first 30-day advance warning of expiration, as can be seen in Figure 7.12.

Figure 7.13 is an analysis of the same time series as Figure 7.12, but anchored at the time of password creation rather than expiration. The main observation here is the strong concentration of password resets in the immediate proximity of password creation: users often forget their newly set password. The passwords created by reset within the first 48 hours after changing a password have a mean password strength of 6.9 days less than their previous password. This suggests that some users choose a weaker password due to forgetting the previous one (where in fact some users may be choosing weaker and weaker passwords in a cascade). The change rate initially decays before exhibiting the shape of a gamma distribution starting at 70 days at the time of the first expiration warning email for passwords of 100-day strength, peaking at just before day 100, when a large number of passwords expire.

These results imply that users reset their passwords primarily for two reasons: failure to recall the password, and the forced expiration of the password by the system. This is in line with personal password behaviours observed elsewhere (Inglesant and Sasse 2010). These drivers are in contrast to instances where users would reset their password for primarily security reasons (such as believing that their password has been compromised).
Figure 7.14: 31-day moving average of the mean password strength of all users and new users. The ‘steady state solution’ estimates the average strength of passwords in the system if users were to continue making their passwords stronger (or weaker) consistently with how they did so in the current measurement window. The legend is in order of final values.

7.4.4 Password change time series

In this section we study the password strength measure over time. The results answer two of our research questions: ‘What effect does the password policy of variable expiration have on user’s passwords? Given the freedom, how will users choose?’ (RQ1), and ‘Are there contextual circumstances of groups of users which may influence their choice of password strength?’ (RQ2). In Figures 7.8 and 7.14 to 7.16 we apply the same 31-day moving window to smooth out fluctuations due to weekly patterns (e.g., weekends, when most users are not actively using the system).

Figure 7.14 shows the evolution of the university’s mean password strength over time. Initially we observe a small drop in strength between November ’16 and February ’17 (after the adoption of the policy), as users become accustomed to the new system. After this, the mean strength increases from 145.5 days to 170.1 days, an increase by 6.9 bits of entropy. This strongly suggests that users have adapted slowly to the new password policy, and eventually make use of their ability to increase password lifetime by strengthening their passwords.

The ‘steady state solution’ is an approximation of the attractor of the password
change distribution. It is calculated by performing a linear regression on users’ previous \( (x) \) and new password lifetimes \( (y) \). The solution of this linear regression for \( y = x \) identifies the attractor. Users with previous passwords weaker than this attractor tend to reduce the lifetime of their new password, and vice versa.

The evolution of the mean password strength is underpinned by cyclical behaviours. A quarter of users have a password lifetime of less than 110 days (see Figure 7.7), and have to change their passwords on average every 80 days (see Figure 7.12), but every time they do, they increase their average password strength. This manifests twice in Figure 7.14: at the start of the deployment of the new system where there are no existing users (the increase in password strength is delayed until February ‘17); and again with the enrolment of over 10,000 new users who set their first password around September ‘17 (see Figure 7.8), in time for the start of the new academic year. As this large number of users have all set their initial passwords in a short time frame, their first regular password change occurs from November ‘17 onwards. Their change behaviour also causes the temporary plateau around September ‘17 and the subsequent increase of the mean password strength of all users, which is a statistically significant increase (paired t-test, \( t(10892) = -47.19, p = 0 \)).

The ‘steady state solution’ gives us insights into the password changing trend over time: for example, if users had continued to choose new passwords in the same manner as they did in April ‘17, the mean password lifetime of the university would settle at 156 days. However, as the steady state solution continues to increase, it appears that the users are still responding to the policy. The artifacts of the cyclical changes are also evident in the trend.

The relatively small drop in the steady state solution after January ‘18 aligns with an increase in password resets at this time (see Figure 7.8). This could be due to users having forgotten their passwords after returning from the Christmas break. As new users have yet to catch up to the password strength of existing users, it is likely that the mean password strength in the university will increase further.

As we do not have data for the users’ password strength before the adoption of the new password change system and policy, we are unable to do a rigorous before-after comparison of strength data that takes into account all factors that may have contributed to this change, for example the old system did not give any feedback on their password strength. This implies that interface design for the password creation/reset process may also have a part to play in users increasing their password strength (where a subset of users migrating between the old and new systems provided feedback in Section 7.4.7).

As the new users have not had experience of the previous system, and as there have been no other initiatives by the university to encourage stronger passwords, we
consider the increase in users’ average password expiration likely to be a consequence of the policy, answering RQ1. It appears to have taken around 150 days for the effect of the policy to start to achieve its aims.

7.4.5 Password change time series by school

Figure 7.15: 31-day moving average password expiration for selected schools over time. The legend is in descending order of the final expiration values.

We are fortunate to have some coarse demographic information for each user recorded in the data. Figure 7.15 compares the evolution of password strength for selected schools. The users of each school have together made at least 11,000 password changes; we calculated bootstrapped, bias-corrected and accelerated (Davison and Hinkley 1997) confidence intervals for each of the schools. The 95% confidence intervals were within 1% of the mean for all schools in Figure 7.15 from January 2017 onwards. We have hence omitted the confidence intervals. For brevity, we omitted a number of smaller schools closely aligned with the university mean.

Throughout all schools there is a statistically significant positive increase in password strength (in-sample t-test, \( p = 0 \)). The school of Education displays the lowest increase of 18 days, while Maths and Physics increased their password strength by 27 days. The differences between schools are also pronounced, with passwords in Engineering being 13.4 days (4 bits) stronger than in the school of Education. It is of note that the university’s Education school has been part of the university for only a few years. A joint linear regression of the password strength changes of all faculties predicting the password strength was conducted. Each school contributed statistically significantly, explaining 82% of variance \( (R^2 = 0.816, F(6, 49201) = 36320, p < 10^{-10}) \).
In previous research, only Mazurek et al. compare different university units for their respective password strength. Their password cracking algorithm managed to predict in $3.8 \times 10^{14}$ guesses the passwords of 38% of computer science accounts and 61% of business school accounts. They then performed a Cox regression on password survival times, reporting a 1.83 times chance of password compromise for business school passwords than for computer science.

In a naive model, $3.8 \times 10^{14}$ guesses could be estimated as fully eliciting 48.43 bits. Given that the weakest allowed password in our university has an entropy of 50 bits, we expect 2.59% of Engineering accounts and 2.92% of School of Education accounts to be compromised after $3.8 \times 10^{14}$ guesses. If we increase the attacker’s brute force capacity to 60 bits ($10^{18}$ guesses), the expected proportion of accounts which may be compromised increases to 36% and 44% respectively. In either case School of Education passwords are 1.13 and 1.22 times as likely as Engineering passwords to be guessed.

### 7.4.6 Password change time series by relationship

![Figure 7.16: 31-day moving average password expiration for various relationships with the university over time. The legend is in descending order of the final expiration values.](image)

In addition to an analysis by school/faculty, we are also able to differentiate between the different roles of individuals within the university. The evolution of the respective user group’s password strength can be found in Figure 7.16. Relationships with less than 5,000 / 2% of the total password changes/resets have been omitted. As for the previous graph, all user groups show an upward trend in their password strength over time. There are also significant variations between the groups, with
Teaching/Research staff exhibiting password strengths 21 days stronger than Postgraduate students. A linear regression predicting the password strength depending on the relationship types was carried out. Each type of relationship contributed statistically significantly, explaining 89% of variance ($R^2 = 0.893$, $F(13, 12559) = 7957$, $p < 10^{-10}$).

The differences are in line with the hypotheses in Section 7.3: there appears to be both a positive correlation between password strength and likely value attached to the account (see Section 7.3.7), and a negative correlation between password strength and frequency of use. For example, Teaching/Research staff are likely to value their account security highly (using their accounts to access research and teaching data, which undergraduate students for instance would not. We observe that this group has the highest average password strength.

Administrative staff may value their account security highly too, but they also have a high frequency of use of the password, which may act to moderate their password strength. An interesting group to investigate in further research are the Alumni. These users are very different to the rest of the population: their account usage is low, so a long password expiration time will help minimise the frequency of password changes/resets; being potentially remote to the university, they may perceive the potential cost of a forgotten password as being much higher.

The results presented in this section answer our initial research questions: users have responded to the freedom of choosing their password lifetime slowly, but have in time increased their password lifetime considerably. The user population has needed time to adapt to the change in authentication protocols; 14 months after the intervention, the password strength of all user groups has yet to plateau. We have identified differences in how users react to the policy change, by analysing the evolution of password strength between different subgroups (role and division). Other work has demonstrated that security preparedness and perceptions can differ between roles and divisions in a large organisation (Beautement et al. 2016).

### 7.4.7 User feedback

Here we present a preliminary summary and discussion of field notes taken by interviewers (see Section 7.3.8). Feedback from the 93 interview participants informs the view of factors which may influence decisions around the construction and use of passwords on the studied system. We discuss general observations, with representative participant quotes. Participant identifiers signify E## (Employee/Staff) or S## (Student).

A few participants reported changing their password-related habits in response
to the new system. This included beginning to store the password in a password manager, or as with E19, making a written note:

“Well, normally I just memorise it. This time around I did actually write it down when I changed it last week. Because it was so much longer than normal. Because previously they were eight characters. Now I think my password is like twelve characters. And it had to be that long to get the security up too. Because of now they rate it like low, medium, strong securities. So I had to keep adding characters to get it to say strong. So it is longer than I normally have.”

(E19)

Many participants appreciated the flexibility of the new password policy. Some had however used the new system but not explored the differences between it and the old system; the differences between systems—and policies—were not immediately apparent to all participants. With the introduction of the new system, participants were split as to whether they believed passwords should be expired or remain valid indefinitely.

There was a general even split among interview participants as to whether they saw a link between password age and password strength. The data supports this, as a year after deployment users’ average password strength has yet to settle (as notable in Figure 7.14). This could potentially be as much about discovering the features of the new system as it is about skillfully using it. For those who were aware of it, some did see it as an incentive to make a stronger password, such as E20:

“If they say if you make a stronger password you can keep it for longer, maybe it would help. […] It wasn’t clear that it was contingent on the strength of your password. I don’t know if it is.”

(E20)

Conversely, E25 found it difficult to create a valid password that was not labelled ‘Weak’:

“I probably tried about 6–7 passwords before I got to the one that it would accept […] It [the password meter] just kept not getting past the failed point […]’

(E25)

Others would consider password length alongside the need to type the password many times, and as a result would aim for a ‘Medium’-strength password of around 8–12 characters. E30:

‘Or trying to find a better password that would work. It does get harder because I had to change it so many times […] trying to think of a password. In a way it is not good that you are supposed to change a
A number of participants commented that although they had created a longer password than before, they immediately reset their password as they found it too complicated to type, such as S17:

‘Even though I could remember it wasn’t practically very helpful if you have to put in you know twenty characters. It’s not great. So then I changed it to something that was shorter and last a little less time I just could remember that.’  (S17)

This aligns with our findings in Figure 7.10 and Section 7.4.2, and also with Mazurek et al.’s engagement with system users (Mazurek et al. 2013): those finding longer passwords unworkable will act to find a solution which is workable, abandoning the potential for longer lifetimes.

The summatory findings indicate that there may be a number of factors influencing password choice which are not represented in the dataset. The analysis in Section 7.4 was based on the available data, and the available data fields. Future collaboration will explore how the design of password system logs can be augmented to provide a more directly holistic view.

7.5 Discussion

There are hidden costs of the change in policy that should be considered. The intervention took time to gain traction, and it may have been that this time could have been shortened in some way. In some cases, users were voluntarily changing their passwords to a weaker combination of characters, taking time to learn how to skillfully choose stronger passwords (i.e., sustain stronger passwords over successive change events). The analysis informing Figure 7.10 uncovered that over 27% of users have had to reset their passwords more than once per year, and that these users have passwords with much shorter expiration. It could be that system usability hinders the adoption of the policy for a proportion of users.

As noted by Adams and Sasse (1999), most users in an organisation will want to behave securely, where insecure behaviour arises as they try to manage excessive demands in their workplace (where security would be just one of those demands). That the changes across different departments and user groups follow relatively similar patterns suggests that there was a collective change in password use, perhaps due to a collective culture towards security or influence from how peers are seen to behave.
From a security perspective, the implications of our results are clear. In the current format of the policy, the weakest possible password is strong enough to withstand an online attack (need to withstand $10^6$ guesses); the increase in strength has not been pronounced enough to protect against offline attacks (Florêncio, Herley and Van Oorschot 2014a). Rather than improving robustness to a wider range of attacks, the intervention has identified each user’s individual threshold for trading off password complexity for password lifetime. It is a combination of the subjective cost optimisation of the individual’s time (time spent both resetting and authenticating), acceptance of the perceived effort in managing a complex password, and their perceived value of their account. As different individuals interact differently with the university, this optimisation varies across user groups, as in Figures 7.15 and 7.16.

From a cost-benefit analysis, the policy has increased cost through increased individual effort cost and organisational support cost due to resets. The benefits for users rely on their perceptions: our user interviews found that the possibility of longer lifetimes was welcomed, and perceived this as an improvement considering their previous experiences of organisational password policies.

Here we have considered the different contexts in which users interact with the password policy. A further hidden cost arises from the interruption of the primary task from expiration of passwords, the reminder emails, and the planning of when to next change one’s password (as one might be about to travel or go on leave, for instance). In studying the use of passwords and support of users in a large organisation, Brostoff (2005) identified a range of ‘costs’ related to the expiry of passwords, such as designing new passwords, re-design of a candidate password if the system does not permit it, and amending any recall aids such as written notes. Brostoff’s results also suggest that users may confuse prior and current passwords, where having had expired passwords then contributes to the daily cost of entering a current password correctly. The extra reward perceived for a stronger password must be greater than the cumulative additional time (i.e., perceived effort) required to correctly enter the password when it is needed. This is to say nothing of the frustration that may be caused in recalling and entering passwords, and the batching of tasks that may occur to reduce the regularity of password entry events (Steves et al. 2014). A similar approach to the work described in Steves et al. (2014), of asking users to complete diaries or otherwise report on their experience of using the system, may more clearly identify the workload caused by the authentication system.
7.5.1 Limitations

Our main limitation stems from studying passwords ‘in the wild’: our study did not have a control group. This means we are unable to observe if users would choose stronger passwords without the presence of the greater lifetime incentive. However, the existing literature (Zhang, Monrose and Reiter 2010; Zhang-Kennedy, Chiasson and Oorschot 2016) suggests that users choose new passwords that are similar to previous ones, rather than continuously act themselves to improve the strength of their password.

We did not have log data for users prior to deployment of the new system. However, new users who were unaware of the old system behaved similarly to the existing population, suggesting that effects are due to the new policy rather than the change in systems.

7.6 Conclusion

Here we evaluated the impact of a new password policy upon 100,000 users at our university. In what is a novel policy designed by system managers, users were able to choose passwords with lifetime varying from 100 (50 bits of entropy) to 350 days (120 bits of entropy).

While the security community is moving away from prescribing password expiration, we have found that users ‘play the game’ and adapt their passwords in order to receive longer lifetimes. Results show that the intervention took over 100 days to gain traction, and that users took over 12 months to move from a lower-than-initial average 146-day (63 bits) to a higher 170-day (70 bits) password lifetime. The policy had both apparent and potential costs for individual users: 66% of users had to reset—as opposed to routinely change—their passwords, often multiple times. The average user had 3.5 passwords over the duration of the study. Users who are forced to reset their password more than once a year compensate by choosing significantly weaker passwords. Depending on the implementation of the reset procedure, both the actual and user-perceived cost may be high.

The analysis has revealed different levels of engagement with the policy. Had the system been monitored more directly for the impact upon users, the high reset rate and varied degrees of adoption amongst different user groups could have been seen as early indicators of the need for further support. It should also be noted that the policy intervention described in this chapter gave users a choice in balancing delayed expiration and cost of managing a stronger password, rather than forcing the policy on them (Inglesant and Sasse 2010). We continue to work with the system
managers to analyse new log data, and to explore how user needs and challenges can be anticipated.

7.6.1 Policy interventions

One take-away here is that conclusions about the impact of an intervention should not be drawn based on immediate improvement or lack thereof. Other studies of the impact of behaviour change caused by security policies—in particular, lab studies—should measure interventions at meaningful intervals over a suitably long period of time, where arguably this would be a continuous activity.

When designing a new intervention, practitioners should consider how to measure the effectiveness of a change and the associated impact on users. After an intervention is deployed it may benefit from being monitored and calibrated, towards reducing problems and reward secure behaviour, where dynamic policy that reacts to users is far from being a common capability.

We have found that users will generally change their password in response to password expiry warnings and reminders; warning users too early effectively reduces the password lifetime. This potentially confuses the boundaries and meaning behind what password expiry is for, and what password expiry warnings are intended to achieve. Similarly, some of the cost of password resets can be avoided by allowing expired passwords to be changed, rather than going through a reset procedure.

Considering our findings on password resets and voluntary password changes, a reward of a longer password lifetime is not the same as an optimal reward; this opens up avenues of research to find optimally secure and workable defenses. In an ideal scenario we envision a deployment of a policy linking password expiration with password strength only if the weakest acceptable password is below the $10^6$ guesses threshold identified by Florêncio, Herley and Van Oorschot (2014a). Passwords would then expire in line with the expected online guessing resistance of the password; if a password is stronger than the online guessing threshold it should not unconditionally expire.
Conclusions

Individuals perform a number of security tasks in their daily lives, both private and professional. These security tasks are supposed to support some primary activity, but often appear to conflict with objectives. This thesis set out to build methods and tools that measure the relationship between humans and security, because only when one is able to establish the status quo can the effect of change be quantified.

The literature review in Chapter 2 describes existing measurements, but prior works often frame security (or compliance with security policy as a poor proxy) as the goal itself, and do not take individual’s circumstances or the environment itself into account. Security can only work if it takes peoples’ capabilities and limitations into account. The different perceptions of security policy designers, security awareness professionals and individuals as to what constitutes reasonable security lead to the dysfunctional eco system we live in.

In this thesis I have studied the interactions between individuals and security. It is separated into three distinct parts: 1) measuring the understanding of security; 2) measuring security in situ; 3) measuring the response to a security intervention.

My research includes the study of effective communication of security aspects in an end-user friendly manner (Section 5.1) and in an end-user unfriendly manner (Section 4.5). Essentially, I found that security communication is ignored at best, and misleading and non-workable in real life at worst (Section 4.4). Even when we deployed a tested methodology to rigorously construct new usable security advice, the performance was still poor.

The reverse communication channel, security professionals’ view on communicating security to employees, was also studied (Section 5.2). The current approach
to security awareness appears to be *just do something*, without any measurement of impact. At least professionals do voice a strong demand for being able to evaluate the impact of their interventions.

To do so, the second part of my thesis focuses on measuring the security culture of the organisation. We find that context-driven scenario surveys have the capacity to differentiate between security cultures in the organisation. This enables security awareness and behaviour change professionals to tailor their interventions to the circumstances of the organisations, and to evaluate the impact by re-measuring over time. Yet in the two companies we collaborated with, we were unable to observe the impact of an intervention.

However, a change in password policy at UCL did allow me to study a change in security culture. Through the log data of the password change system I analysed the responses of all users to the incentive of longer password lifetime in return for stronger passwords over a period of 18 months. We found that the pain of having to change one’s password frequently is greater than having to live with a complex password. The response took 3 months to materialise, and has yet to settle: even after 18 months, users have yet to reach the equilibrium point between the two inconveniences. The increase in mean password strength does not actually increase security at UCL as the weakest permissible password should already be sufficiently strong to protect the organisation.

There is cognitive, as well as physical, effort associated with each security task. The demands of a task may be excessive or perceived as ill-fitting, promoting the development of *coping strategies* (Sasse, Brostoff and Weirich 2001). This avoidance of effort may in fact be rational when limited personal gains are attached to the security task as perceived by the individual (Herley 2009): the research on bank’s terms and conditions, the scenarios of the Productive Security research, and the password policy research all expose classic examples where users deploy coping strategies to game the system.

In organisations, security mechanisms and policies are provided to inform secure behaviours. A person might expend security effort for the benefit of others around them and the organisation as a whole (Beautement, Sasse and Wonham 2008). Cumulative effort from burdensome or repetitive security tasks can push an individual past a point where it is then harder for the organisation to encourage a return to good security behaviours: the password project observed that individuals with more than one password reset tend to choose significantly weaker passwords. *Fatalists* in Company B were very security mature (Section 6.9), but resigned to the inadequacy of security procedures and provisions.

Aside from the immediate cognitive and physical demands of security, the con-
sequences of committing effort to both successful and failed security activities can promote avoidance of those same associated personal costs. These costs can include potential embarrassment in the presence of others (should failure occur), and missed opportunities if the security effort associated with a task is excessive.

I set out to investigate what constitutes reasonable security. This thesis discussed factors acting on security from various angles that need to be compromised: organisational factors such as business processes and business interests, systemic factors through regulations, as well as individual factors such as ability, conditions of actual use and usefulness. This creates conflict: regulation and policies may specify requirements that have a negative impact on business processes, yet may improve usefulness to individuals, and vice versa. The two types of policies studied in this thesis both specified what users are allowed to do. However, as the content of bank’s T&Cs were inapplicable users ignored them or deployed workarounds, UCL’s password policy at least engaged users and allowed them to choose a level of security that they perceived as acceptable.

Automation of security effort in technology may seem like a virtuous solution, taking the burden away from the individual. However, if the automation does not, for instance, support rule-based performance, the completion of trained-for problems is made more difficult; the individual may assess a situation as requiring input on their part, but the act of putting cognition into action is removed from them. Conscious effort will not change the result. We have observed this as part of the Security Metaphors work in Section 5.1. The security automation of end-to-end encryption protocols has advanced so far that users mental models are incompatible with reality and cannot easily be improved. The properties of security systems have to remain understandable, otherwise one is unable to take grounded decisions.

Security is wholly dependent on culture. For banks, this culture is societal, as virtually everyone is a bank’s customer. Similarly, communication apps are supposed to be used by everyone. In the Productive Security work, the culture is dependent on the employers of Companies A & B, and a large number of people interacting with a university such as UCL. Security should consider whether the policies and procedures are within the individual’s abilities and are acceptable given the circumstances of each and every single person in these groups.

For the productive security work and the password policy study at UCL, we were able to analyse the security culture for specific demographics (age, department, relationship with the organisation, etc). This allows us to understand if specific groups are struggling, and identify how to improve the system to make it suitable for everyone.

The economical argument is also interesting. When a policy has an impact on the
processes of a large number of individuals, it ought to be cheaper and more reliable to change the system than the users. In the payment card case, it appears that banks have been unable to agree on a standard set of rules. The banks define the eco system and have full knowledge over behaviours and fraudulent actors: surely they are better placed to mitigate the risk of fraud than their customers?

The same argument holds true for UCL: password expiration has been thoroughly debunked. Both the National Institute of Standards and Technology (NIST, Grassi, Garcia and Fenton 2017) and the National Cyber Security Centre (NCSC) (2016a) now prescribe that passwords should not expire unless there is evidence of compromise. Again, the system owners are much better placed to defend the system than the users: they can monitor every single login attempt and have clear visibility of ongoing attacks.

While Whitten and Tygar focus on the the design principles of the user facing application, Adams and Sasse focus on the demands on human ability that are required by the passwords (Adams and Sasse 1999). Up to this point, users were seen as a barrier to security, and human limitations were to be blamed for security failures. Instead of focusing on the limitations, successful security solutions need to be designed for human capabilities instead, and need to be compatible with organisational and work procedures. If organisations optimised their security policies from an altruistic security perspective, these policies would never be considered. Yet it could be that the security eco-system is working optimally, but individual’s time and effort are just an acceptable collateral.

8.1 Recommendations for researchers

There are no well-established ways for measuring security in organisations. There are many existing constructs that attempt to capture some aspect of security (primarily on compliance), but often their validity and applicability should be questioned (Chapter 3). This thesis discusses some additional measuring tools and argues why they are advantageous; but regardless of one’s choice of measurement this thesis calls for future research to take validation seriously and respect the importance of the context when studying behaviours.

The central methodological finding of this thesis is the usefulness of open-ended free-text responses: rather than relying on closed or multiple choice questions, open-ended free text responses allow participants to qualify their understanding and supply opportunity for post-hoc validation to researchers. I have used them in the banking T&C research, where free text responses allow unbiased responses (Section 4.5.2), and in the Productive Security work (Chapter 6).
8.2 Recommendations for practitioners

As we have seen in Chapter 3, most existing survey studies use value-monoistic constructs with Likert scale responses. It appears that this methodology is too limited in capturing the interdependencies of security behaviours. Scenario-based surveys offer more space to explore the multi-dimensional conflicts, and personal preferences are more respected when the survey does not offer *obviously correct* answer options. Alternatives that future research could explore here are Q-methodology based surveys as well as paired comparisons that force participants to rank their responses.

In Chapter 7, we measured the impact of a password policy change on a large set of users. After 14 months, the average password strength had increased considerably, but the conclusions gained from the research could have been different had we not had access to continuous metrics. Indeed, after 5 months users’ mean password strength had decreased (see Figure 7.14). This highlights the importance of measuring the impact of an intervention multiple times, over significant time frames.

8.2 Recommendations for practitioners

Part of the motivation for this thesis is the demand for more robust measurement tools from information security awareness practitioners. Chapters 6 and 7 offer two suitable avenues for measuring security compliance from the context of the user. The holistic approach described should re-focus information security awareness campaigns by responding to the actual issues that user face, and support them in their primary business tasks. Rather than seeking a ‘global’ measure of effectiveness of an awareness campaign, data collection surrounding the affected systems (in this case, password change logs) provides evidence of user responses.

Security policies should be consistent, applicable and realistic to their relevant context of use. The varying context of use and exiting security cultures may require policies to become dynamic and flexible to support all users. This requires listening to users and involving them in security decision making.

8.3 Limitations

The main limitation of this thesis stems from the difficulty of collaborating with an organisation over a long period of time, allowing one to not only study the culture, but also orchestrate, observe and measure an intervention all in the same organisation. We studied the security culture in Companies A & B and successfully reported the findings back to the companies, but were unable to sustain the collaboration through organisational changes. Often our contact with an organisation hinges on
8: Conclusions

one individual. The collaboration at UCL started with observing the change in policy. Since then I have been ‘handed over’ twice now; and the main engineer and architect of the system have moved on. While I hope there is the will to improve the current policy, it will require building new working relationships.

The limitations of the individual studies have been discussed in their respective chapters. From a methodological perspective, the main draw back of my studies is the ad-hoc collection of often self-reported data. Obviously, the benefit of working with real organisation is the opportunity to obtain in situ data, which has many advantages, particularly when related to security and privacy issues. Studying actual people and organisations often comes at the cost of proper sampling and rigorous validations of methods. In this thesis I acknowledge these shortcomings and design additional post hoc validations steps where possible.

8.4 Future work

The individual chapters of this thesis consider policy, policy understanding, actual behaviour and behaviour change in the context of an intervention. We have learned that the security culture of an organisation is diverse, and that improving the overall security posture requires a concerted effort to properly re-examine primary tasks and their security requirements. Organisations need to value the time of individuals more highly; in an environment of existing security fatigue where even knowledgeable individuals are resigned to ineffectual security (as we found in Companies A & B), more is not an option. A holistic approach to security is required. Future work could start by rethinking organisational security in a bottom-up manner from the existing business processes and contrast the resulting design to existing practices.

The individual studies all have potential follow-ups. In the European Union, Payment Service Directive II is being implemented, and banks have recently updated their T&Cs to integrate the demand for open APIs. Strong authentication is now a requirement, and there have been changes to liability as well, giving rise to ample research questions.

The original Productive Security work (Section 6.3) has had a large number of follow up works (my work in Sections 6.8 and 6.9, and a number of publications by Simon Parkin, Iacovos Kirlappos, Adam Beaumont and Odette Beris). From a methodological perspective, future work should integrate the validation described in Section 6.9 immediately into the survey as well as contrast the measurements with some of the measures discussed in Chapter 3.

Future research should embrace people and organisations and study security in the context that matters: the real world.
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This Appendix contains a number of additional statistical tables that may be of interest to the reader. The content is discussed in Section 6.5. Appendices A.3 and A.4 contain the scenarios that have been used in Companies A and B respectively. Finally, Appendix A.5 contains the Maturity Model that underpins the Maturity Levels described in Section 6.4.5.2. Neither the formulation of any of the scenarios or the maturity model are my own work, but are not publicly available otherwise.
A.1 Company A additional tables

<table>
<thead>
<tr>
<th>Business location</th>
<th>Scenario</th>
<th>Behaviour 1</th>
<th>Behaviour 2</th>
<th>Behaviour 3</th>
<th>Behaviour 4</th>
<th>τ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accept**</td>
<td>Rank*</td>
<td>Sev**</td>
<td>Rank*</td>
<td>Sev</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>−0.14**</td>
<td>−0.04</td>
<td>0.11**</td>
<td>0.07**</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.01**</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.02**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.21**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.28**</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>0.12**</td>
<td>−0.05</td>
<td>0.01**</td>
<td>−0.05**</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.08**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.30**</td>
<td></td>
</tr>
<tr>
<td>US</td>
<td>−0.04</td>
<td>0.08**</td>
<td>−0.09**</td>
<td>0.00**</td>
<td>−0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.01**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.08**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.10**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.26**</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>2.43</td>
<td>1.93</td>
<td>4.35**</td>
<td>2.62**</td>
<td>3.51</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.34**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.52</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.11**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.46</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.28**</td>
<td></td>
</tr>
</tbody>
</table>

(a) Behaviour types rankings and behaviour severity score split by business locations.

<table>
<thead>
<tr>
<th>Business location</th>
<th>Attitude 1</th>
<th>Attitude 2</th>
<th>Attitude 3</th>
<th>Attitude 4</th>
<th>τ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rank</td>
<td>Approp</td>
<td>Rank</td>
<td>Approp</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0.03</td>
<td>−0.04</td>
<td>0.02**</td>
<td>0.01**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.02**</td>
<td>0.04**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.07**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.03**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.74**</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>−0.02</td>
<td>−0.01</td>
<td>−0.03</td>
<td>−0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.03**</td>
<td>0.03**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.00**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.73**</td>
<td></td>
</tr>
<tr>
<td>US</td>
<td>0.01</td>
<td>0.04</td>
<td>0.01**</td>
<td>0.04**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
<td>−0.05**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.06**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.03**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.03**</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>1.27</td>
<td>1.28</td>
<td>3.58**</td>
<td>4.58**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.92**</td>
<td>4.13**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.23**</td>
<td>2.56**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.72**</td>
<td></td>
</tr>
</tbody>
</table>

(b) Attitude type rankings and appropriateness score split by business locations.

Table A.1: Additional Factor Analysis in Company A

The values in each cell of the tables above describe the variation from the mean in their column, with the mean being shown at the bottom (the mean is the value for the organisation as a whole). Based on the scoring in Section 6.4.6, higher ranks imply more popular choices. Similarly, the higher the Approp/Sev score, the more appropriate/severe the participants take the option to be. In the second row, the **/* after Rank/Approp/Sev show statistical significant variations from the median rank or acceptability or severity score respectively based on the Kruskal-Wallis H-test for independent samples at \( p < 0.01/p < 0.05 \) confidence respectively. If this Kruskal-Wallis test shows statistical significance, for each subgroup a two-sided Mann-Whitney rank test between this subgroup and the union of all other subgroups is carried out; the results of these tests are shown by further **/* at each number, showing statistical significance at \( p < 0.01/p < 0.05 \) confidence respectively.

Further, the colours show the order of mean Rank/Approp/Sev for each of the groups (i.e., ranking them horizontally). The largest mean is given the darkest colour, and the colour changes to a lighter shade if there is a statistically significant difference between the distribution of ranks/scores of the current mean and the next largest mean, based on a one-sided paired Wilcoxon rank test. This statistical test is further shown by **/* at the value of the higher cell, showing \( p < 0.01/p < 0.05 \) confidence respectively. If more than one cell contains the same colour, there is no statistical significant variation between the rankings/scores for these options.

Lastly, the rightmost column \( \tau \) lists Kendall’s \( \tau \) correlation coefficients between the rank and the acceptability/severity score respectively for each of the groups. Kindall’s \( \tau \) ranges from \(-1\) (perfect anti-correlation) to \(1\) (perfect correlation). **/* signifies rejecting the null hypothesis of independence (i.e. \( \tau = 0 \)) with statistical significance at \( p < 0.01/p < 0.05 \) confidence respectively.
## A.1: Company A additional tables

### (c) Attitude types rankings and appropriateness score split by age groups.

<table>
<thead>
<tr>
<th>Age</th>
<th>Attitude 1 Rank</th>
<th>Attitude 1 Approp</th>
<th>Attitude 2 Rank</th>
<th>Attitude 2 Approp</th>
<th>Attitude 3 Rank</th>
<th>Attitude 3 Approp</th>
<th>Attitude 4 Rank</th>
<th>Attitude 4 Approp</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 25</td>
<td>0.04</td>
<td>0.10</td>
<td>-0.01**</td>
<td>-0.03**</td>
<td>-0.02**</td>
<td>-0.20**</td>
<td>-0.03**</td>
<td>-0.09**</td>
<td>0.73**</td>
</tr>
<tr>
<td>25 – 29</td>
<td>0.03</td>
<td>0.10</td>
<td>0.04**</td>
<td>-0.01**</td>
<td>-0.06**</td>
<td>-0.17**</td>
<td>-0.01**</td>
<td>-0.01**</td>
<td>0.70**</td>
</tr>
<tr>
<td>30 – 34</td>
<td>0.04</td>
<td>-0.03</td>
<td>0.04**</td>
<td>0.05**</td>
<td>-0.06**</td>
<td>0.00**</td>
<td>-0.01**</td>
<td>0.07**</td>
<td>0.74**</td>
</tr>
<tr>
<td>35 – 39</td>
<td>0.02</td>
<td>-0.02</td>
<td>0.02**</td>
<td>0.04**</td>
<td>0.04**</td>
<td>0.07**</td>
<td>-0.04**</td>
<td>-0.07**</td>
<td>0.75**</td>
</tr>
<tr>
<td>40 – 44</td>
<td>-0.01</td>
<td>-0.04</td>
<td>-0.02**</td>
<td>-0.01**</td>
<td>0.01**</td>
<td>0.03**</td>
<td>0.00**</td>
<td>-0.06**</td>
<td>0.73**</td>
</tr>
<tr>
<td>45 – 49</td>
<td>-0.02</td>
<td>-0.01</td>
<td>-0.01**</td>
<td>-0.04**</td>
<td>0.03**</td>
<td>0.03**</td>
<td>0.01**</td>
<td>0.04**</td>
<td>0.71**</td>
</tr>
<tr>
<td>50 – 54</td>
<td>-0.03</td>
<td>-0.07</td>
<td>-0.02**</td>
<td>0.06**</td>
<td>0.01**</td>
<td>0.09**</td>
<td>0.04**</td>
<td>-0.02**</td>
<td>0.74**</td>
</tr>
<tr>
<td>55 or Over</td>
<td>-0.07</td>
<td>0.07</td>
<td>0.00**</td>
<td>-0.02**</td>
<td>0.05**</td>
<td>0.03**</td>
<td>0.02**</td>
<td>0.09**</td>
<td>0.69**</td>
</tr>
</tbody>
</table>

### (d) Behaviour types rankings and behaviour severity score split by age groups.

<table>
<thead>
<tr>
<th>Age</th>
<th>Accept Rank</th>
<th>Behaviour 1 Sev</th>
<th>Behaviour 2 Rank</th>
<th>Behaviour 2 Sev</th>
<th>Behaviour 3 Rank</th>
<th>Behaviour 3 Sev</th>
<th>Behaviour 4 Rank</th>
<th>Behaviour 4 Sev</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 25</td>
<td>0.01</td>
<td>-0.09</td>
<td>-0.21**</td>
<td>-0.20**</td>
<td>-0.10</td>
<td>0.09**</td>
<td>-0.25**</td>
<td>0.03**</td>
<td>0.08</td>
</tr>
<tr>
<td>25 – 29</td>
<td>-0.18</td>
<td>-0.06</td>
<td>-0.05**</td>
<td>-0.04**</td>
<td>-0.11</td>
<td>0.07**</td>
<td>-0.20**</td>
<td>0.03**</td>
<td>-0.03</td>
</tr>
<tr>
<td>30 – 34</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.05**</td>
<td>-0.02**</td>
<td>-0.13**</td>
<td>-0.01**</td>
<td>-0.04**</td>
<td>0.05**</td>
<td>-0.07</td>
</tr>
<tr>
<td>35 – 39</td>
<td>-0.09</td>
<td>0.00</td>
<td>0.04**</td>
<td>-0.02**</td>
<td>-0.01</td>
<td>0.03**</td>
<td>0.06**</td>
<td>-0.01**</td>
<td>0.17</td>
</tr>
<tr>
<td>40 – 44</td>
<td>-0.06</td>
<td>0.01</td>
<td>0.06**</td>
<td>0.09**</td>
<td>-0.01</td>
<td>-0.09**</td>
<td>0.07</td>
<td>-0.01**</td>
<td>-0.02</td>
</tr>
<tr>
<td>45 – 49</td>
<td>0.06</td>
<td>0.01</td>
<td>0.03**</td>
<td>0.01**</td>
<td>0.08</td>
<td>0.01**</td>
<td>0.07</td>
<td>-0.03**</td>
<td>-0.02</td>
</tr>
<tr>
<td>50 – 54</td>
<td>0.26</td>
<td>-0.04</td>
<td>0.08**</td>
<td>0.08**</td>
<td>0.06**</td>
<td>-0.08**</td>
<td>0.06</td>
<td>0.04**</td>
<td>-0.12</td>
</tr>
<tr>
<td>55 or Over</td>
<td>0.02</td>
<td>0.04</td>
<td>-0.04**</td>
<td>-0.03**</td>
<td>0.15**</td>
<td>0.06**</td>
<td>0.04</td>
<td>-0.06**</td>
<td>0.08</td>
</tr>
</tbody>
</table>

### (e) Attitude type rankings and appropriateness score split by employee category.

<table>
<thead>
<tr>
<th>Employee category</th>
<th>Accept Rank</th>
<th>Behaviour 1 Sev</th>
<th>Behaviour 2 Rank</th>
<th>Behaviour 2 Sev</th>
<th>Behaviour 3 Rank</th>
<th>Behaviour 3 Sev</th>
<th>Behaviour 4 Rank</th>
<th>Behaviour 4 Sev</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>External, Offsite</td>
<td>0.05</td>
<td>-0.03</td>
<td>-0.18**</td>
<td>-0.42**</td>
<td>0.28**</td>
<td>0.20**</td>
<td>-0.14**</td>
<td>-0.21**</td>
<td>0.75**</td>
</tr>
<tr>
<td>External, Onsite</td>
<td>0.12**</td>
<td>0.04</td>
<td>-0.28**</td>
<td>-0.04**</td>
<td>-0.14**</td>
<td>-0.03**</td>
<td>0.30**</td>
<td>0.42**</td>
<td>0.63**</td>
</tr>
<tr>
<td>Internal, Offsite</td>
<td>-0.02</td>
<td>0.07**</td>
<td>-0.09**</td>
<td>-0.66**</td>
<td>0.46**</td>
<td>0.36**</td>
<td>-0.34**</td>
<td>-0.76**</td>
<td>0.66**</td>
</tr>
<tr>
<td>Internal, Onsite</td>
<td>0.00**</td>
<td>-0.03**</td>
<td>0.11**</td>
<td>0.04**</td>
<td>0.02**</td>
<td>-0.02**</td>
<td>-0.13**</td>
<td>-0.12**</td>
<td>0.75**</td>
</tr>
<tr>
<td>Other</td>
<td>-0.06**</td>
<td>0.03</td>
<td>-0.14**</td>
<td>0.21**</td>
<td>-0.23**</td>
<td>-0.09**</td>
<td>0.43**</td>
<td>0.52**</td>
<td>0.68**</td>
</tr>
</tbody>
</table>

### (f) Behaviour types rankings and behaviour severity score split by employee category.

<table>
<thead>
<tr>
<th>Employee category</th>
<th>Accept Rank</th>
<th>Behaviour 1 Sev</th>
<th>Behaviour 2 Rank</th>
<th>Behaviour 2 Sev</th>
<th>Behaviour 3 Rank</th>
<th>Behaviour 3 Sev</th>
<th>Behaviour 4 Rank</th>
<th>Behaviour 4 Sev</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>External, Offsite</td>
<td>0.44**</td>
<td>-0.10</td>
<td>-0.16**</td>
<td>0.30**</td>
<td>-0.12**</td>
<td>-0.57**</td>
<td>0.74**</td>
<td>0.38**</td>
<td>-0.89**</td>
</tr>
<tr>
<td>External, Onsite</td>
<td>0.65**</td>
<td>-0.05</td>
<td>0.16**</td>
<td>0.09**</td>
<td>-0.20**</td>
<td>-0.33**</td>
<td>0.04**</td>
<td>0.29**</td>
<td>-0.31**</td>
</tr>
<tr>
<td>Internal, Offsite</td>
<td>-0.12</td>
<td>-0.29**</td>
<td>0.08**</td>
<td>0.08**</td>
<td>0.13**</td>
<td>0.40**</td>
<td>0.13</td>
<td>-0.20**</td>
<td>-0.11</td>
</tr>
<tr>
<td>Internal, Onsite</td>
<td>-0.33**</td>
<td>0.10**</td>
<td>0.05**</td>
<td>0.02**</td>
<td>0.00**</td>
<td>0.07**</td>
<td>-0.14**</td>
<td>-0.19**</td>
<td>0.41**</td>
</tr>
<tr>
<td>Other</td>
<td>0.71**</td>
<td>-0.16**</td>
<td>-0.24**</td>
<td>-0.16**</td>
<td>0.05**</td>
<td>-0.17**</td>
<td>0.27**</td>
<td>0.49**</td>
<td>-0.96**</td>
</tr>
</tbody>
</table>

### Table A.1: Concluded
A.2 Company B additional tables

<table>
<thead>
<tr>
<th>Age</th>
<th>Level 2 Rank</th>
<th>Level 2 Accept</th>
<th>Level 3 Rank*</th>
<th>Level 3 Accept**</th>
<th>Level 4 Rank**</th>
<th>Level 4 Accept**</th>
<th>Level 5 Rank**</th>
<th>Level 5 Accept**</th>
<th>τ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 25</td>
<td>-0.10</td>
<td>-0.10</td>
<td>0.12**</td>
<td>0.31**</td>
<td>-0.09**</td>
<td>-0.00**</td>
<td>0.07**</td>
<td>0.16**</td>
<td>0.63**</td>
</tr>
<tr>
<td>25 – 29</td>
<td>-0.18</td>
<td>-0.08</td>
<td>-0.01**</td>
<td>0.24**</td>
<td>0.10**</td>
<td>0.15**</td>
<td>0.10**</td>
<td>-0.12**</td>
<td>0.69**</td>
</tr>
<tr>
<td>30 – 34</td>
<td>0.04</td>
<td>0.06</td>
<td>0.11**</td>
<td>0.24**</td>
<td>-0.10**</td>
<td>0.03**</td>
<td>-0.06**</td>
<td>-0.02**</td>
<td>0.64**</td>
</tr>
<tr>
<td>35 – 39</td>
<td>0.10</td>
<td>0.09</td>
<td>0.02**</td>
<td>-0.05**</td>
<td>0.13**</td>
<td>0.06**</td>
<td>-0.24**</td>
<td>-0.15**</td>
<td>0.58**</td>
</tr>
<tr>
<td>40 – 44</td>
<td>0.06</td>
<td>0.00</td>
<td>0.03**</td>
<td>-0.13**</td>
<td>-0.12**</td>
<td>-0.08**</td>
<td>0.03**</td>
<td>0.10**</td>
<td>0.60**</td>
</tr>
<tr>
<td>45 – 49</td>
<td>0.06</td>
<td>-0.03</td>
<td>-0.18**</td>
<td>-0.41**</td>
<td>-0.04**</td>
<td>-0.01**</td>
<td>0.16**</td>
<td>0.20**</td>
<td>0.59**</td>
</tr>
<tr>
<td>50 – 54</td>
<td>-0.08</td>
<td>0.01</td>
<td>-0.18**</td>
<td>-0.45**</td>
<td>0.10**</td>
<td>-0.33**</td>
<td>0.16**</td>
<td>0.04**</td>
<td>0.63**</td>
</tr>
<tr>
<td>55 or over</td>
<td>0.04</td>
<td>-0.07</td>
<td>-0.20**</td>
<td>-0.32**</td>
<td>0.17**</td>
<td>-0.23**</td>
<td>-0.01**</td>
<td>0.02**</td>
<td>0.56**</td>
</tr>
</tbody>
</table>

(a) Maturity level rankings and acceptability score split by age groups.

Table A.2: Additional Factor Analysis in Company B The values in each cell of the tables above describe the variation from the mean in their column, with the mean being shown at the bottom (the mean is the value for the organisation as a whole). Based on the scoring in Section 6.4.6, higher ranks imply more popular choices. Similarly, the higher the Accept/Sev score, the more acceptable/severe the participants take the option to be. In the second row, the **/* after Rank/Accept/Sev show statistical significant variations from the median rank or acceptability or severity score respectively based on the Kruskal-Wallis H-test for independent samples at p < 0.01/p < 0.05 confidence respectively. If this Kruskal-Wallis test shows statistical significance, for each subgroup a two-sided Mann-Whitney rank test between this subgroup and the union of all other subgroups is carried out; the results of these tests are shown by further **/* at each number, showing statistical significance at p < 0.01/p < 0.05 confidence respectively.

Further, the colours show the order of mean Rank/Accept/Sev for each of the groups (i.e., ranking them horizontally). The largest mean is given the darkest colour, and the colour changes to a lighter shade if there is a statistically significant difference between the distribution of ranks/scores of the current mean and the next largest mean, based on a one-sided paired Wilcoxon rank test. This statistical test is further shown by **/* at the value of the higher cell, showing p < 0.01/p < 0.05 confidence respectively. If more than one cell contains the same colour, there is no statistical significant variation between the rankings/scores for these options.

Lastly, the rightmost column τ lists Kendall’s τ correlation coefficients between the rank and the acceptability/severity score respectively for each of the groups. Kendall’s τ ranges from -1 (perfect anti-correlation) to 1 (perfect correlation). **/* signifies rejecting the null hypothesis of independence (i.e. τ = 0) with statistical significance at p < 0.01/p < 0.05 confidence respectively.
### A.2: Company B additional tables

#### (b) Behaviour types rankings and behaviour severity score split by age groups.

<table>
<thead>
<tr>
<th>Age</th>
<th>Scenario</th>
<th>Individuallist</th>
<th>Egalitarian</th>
<th>Hierarchist</th>
<th>Fatalist</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sev</td>
<td>Rank</td>
<td>Sev</td>
<td>Rank</td>
<td>Sev</td>
<td>Rank**</td>
</tr>
<tr>
<td>Less than 25</td>
<td>-0.02</td>
<td>-0.05</td>
<td>-0.11</td>
<td>0.11</td>
<td>-0.12</td>
<td>-0.19</td>
</tr>
<tr>
<td>25 – 34</td>
<td>-0.30</td>
<td>-0.19</td>
<td>0.24</td>
<td>-0.04</td>
<td>-0.12</td>
<td>0.38**</td>
</tr>
<tr>
<td>30 – 34</td>
<td>0.04</td>
<td>0.02**</td>
<td>-0.02</td>
<td>-0.06</td>
<td>0.00*</td>
<td>0.25**</td>
</tr>
<tr>
<td>35 – 39</td>
<td>0.09</td>
<td>0.15</td>
<td>-0.13</td>
<td>0.04</td>
<td>-0.14</td>
<td>-0.18</td>
</tr>
<tr>
<td>40 – 44</td>
<td>-0.01</td>
<td>0.04</td>
<td>-0.07</td>
<td>0.01</td>
<td>-0.21</td>
<td>-0.18**</td>
</tr>
<tr>
<td>45 – 49</td>
<td>-0.02</td>
<td>0.01</td>
<td>-0.06</td>
<td>0.15</td>
<td>0.07**</td>
<td>-0.17</td>
</tr>
<tr>
<td>50 – 54</td>
<td>0.36</td>
<td>-0.07</td>
<td>0.04*</td>
<td>-0.22</td>
<td>0.53**</td>
<td>-0.26**</td>
</tr>
<tr>
<td>55 or over</td>
<td>0.28</td>
<td>-0.18**</td>
<td>0.10*</td>
<td>-0.04</td>
<td>0.58*</td>
<td>-0.28</td>
</tr>
<tr>
<td>mean</td>
<td>2.24</td>
<td>2.68**</td>
<td>3.49</td>
<td>2.02</td>
<td>3.76**</td>
<td>2.80**</td>
</tr>
</tbody>
</table>

#### (c) Maturity level rankings and acceptability score split by business locations.

<table>
<thead>
<tr>
<th>Business location</th>
<th>Scenario</th>
<th>Individualist</th>
<th>Egalitarian</th>
<th>Hierarchist</th>
<th>Fatalist</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sev**</td>
<td>Rank**</td>
<td>Sev</td>
<td>Rank</td>
<td>Sev</td>
<td>Rank**</td>
</tr>
<tr>
<td>1: HQ</td>
<td>0.28**</td>
<td>0.28**</td>
<td>0.23**</td>
<td>-0.07**</td>
<td>-0.01*</td>
<td>0.01*</td>
</tr>
<tr>
<td>2</td>
<td>-0.23*</td>
<td>-0.19</td>
<td>-0.00**</td>
<td>0.23**</td>
<td>0.05*</td>
<td>0.07*</td>
</tr>
<tr>
<td>3</td>
<td>-0.14</td>
<td>-0.20**</td>
<td>-0.12**</td>
<td>0.20**</td>
<td>-0.05**</td>
<td>-0.07**</td>
</tr>
<tr>
<td>4</td>
<td>-0.30**</td>
<td>-0.21**</td>
<td>-0.16**</td>
<td>-0.05**</td>
<td>0.24**</td>
<td>-0.10**</td>
</tr>
<tr>
<td>5</td>
<td>0.13</td>
<td>0.08</td>
<td>0.03**</td>
<td>-0.13**</td>
<td>-0.03**</td>
<td>0.10**</td>
</tr>
<tr>
<td>Homeworker</td>
<td>0.06</td>
<td>0.09</td>
<td>-0.04**</td>
<td>-0.26**</td>
<td>-0.08**</td>
<td>0.06*</td>
</tr>
<tr>
<td>Minor offices</td>
<td>0.28</td>
<td>-0.05</td>
<td>-0.04</td>
<td>-0.71**</td>
<td>-0.08**</td>
<td>-0.22**</td>
</tr>
<tr>
<td>Other</td>
<td>-0.19**</td>
<td>-0.12</td>
<td>-0.10**</td>
<td>0.22**</td>
<td>0.00**</td>
<td>-0.05**</td>
</tr>
<tr>
<td>mean</td>
<td>1.48</td>
<td>1.50</td>
<td>2.13**</td>
<td>2.19**</td>
<td>3.08**</td>
<td>3.98**</td>
</tr>
</tbody>
</table>

#### (d) Behaviour types rankings and behaviour severity score split by business locations.

<table>
<thead>
<tr>
<th>Business location</th>
<th>Scenario</th>
<th>Individualist</th>
<th>Egalitarian</th>
<th>Hierarchist</th>
<th>Fatalist</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sev**</td>
<td>Rank**</td>
<td>Sev</td>
<td>Rank</td>
<td>Sev</td>
<td>Rank**</td>
</tr>
<tr>
<td>1: HQ</td>
<td>0.12*</td>
<td>0.21**</td>
<td>-0.30**</td>
<td>0.01</td>
<td>-0.27**</td>
<td>-0.36**</td>
</tr>
<tr>
<td>2</td>
<td>0.32</td>
<td>-0.05*</td>
<td>0.01</td>
<td>0.13</td>
<td>0.08*</td>
<td>0.42**</td>
</tr>
<tr>
<td>3</td>
<td>0.07</td>
<td>-0.10</td>
<td>0.75**</td>
<td>0.01</td>
<td>0.73**</td>
<td>0.33**</td>
</tr>
<tr>
<td>4</td>
<td>-0.31*</td>
<td>-0.02*</td>
<td>-0.00</td>
<td>0.18</td>
<td>-0.09</td>
<td>0.28**</td>
</tr>
<tr>
<td>5</td>
<td>-0.03</td>
<td>0.09</td>
<td>-0.03*</td>
<td>-0.02</td>
<td>0.03**</td>
<td>-0.28**</td>
</tr>
<tr>
<td>Homeworker</td>
<td>0.51**</td>
<td>0.19</td>
<td>-0.03</td>
<td>0.24</td>
<td>-0.10</td>
<td>-0.37</td>
</tr>
<tr>
<td>Minor offices</td>
<td>0.42**</td>
<td>-0.35*</td>
<td>-0.37**</td>
<td>-0.16</td>
<td>0.29**</td>
<td>-0.32</td>
</tr>
<tr>
<td>Other</td>
<td>-0.29**</td>
<td>-0.26**</td>
<td>0.05**</td>
<td>-0.12</td>
<td>-0.07</td>
<td>0.37**</td>
</tr>
<tr>
<td>mean</td>
<td>2.24</td>
<td>2.68**</td>
<td>3.49</td>
<td>2.02</td>
<td>3.76**</td>
<td>2.80**</td>
</tr>
</tbody>
</table>

---

**Table A.2:** Concluded
A.3 Company A Behaviour and Attitude scenarios

Below, we provide the texts of the behaviour and attitude scenarios used in the study. Labels are included to indicate which option related to which behaviour and attitude type, but these were not displayed to participants in the study and the order of the options was randomised as well.

A.3.1 Scenario A (Behaviour): File Sharing

Jessica, a Business Analyst at CompA, needs to share a large volume of files with colleagues in her department as part of a high priority task she is undertaking. These files contain “Confidential” company information for “internal use only”.

Jessica has made the files available through Microsoft SharePoint, restricting access to certain team members. Some team members tell her they cannot access the files due to incorrect permissions, so Jessica has submitted a request for changes to be made to her colleagues’ permissions and escalated this due to the urgency.

However, she knows from past experience that it may take up to 1 week for the changes to be approved and applied. If these files are not made available within the next 2 working days, this will severely impact delivery and quality. As not all of her colleagues require access to all the files, to manually distribute them would involve her identifying the subset of files for each person—this will be a very time-consuming task, so Jessica creates an archive of all the relevant documents and considers how best to deliver it to the group.

If you were Jessica, how acceptable do you think it would be NOT to take any further action at this stage? [5-point Likert from Not Acceptable at All to Very Acceptable]

Assuming that Jessica chooses to take some action at this stage, if you were her, what would you do in these circumstances?

**Behaviour Type 1:** Move the files to an unrestricted folder on the internal network to allow the work group to have continued access to it.

**Behaviour Type 2:** Burn a copy of the files onto a CD/DVD and distribute to the work group.

**Behaviour Type 3:** Request that those with access share their (main log-in) account details and passwords with those without to allow them access to the information.

**Behaviour Type 4:** Email the document archive directly to the general work group mailing list using your company email address.
A.3.2 Scenario B (Behaviour): Managing Permissions

John is a System Administrator at CompB responsible for deciding who has access to confidential information.

John normally reviews each request and then applies the most appropriate permissions, or the request is denied according to established procedures and guidelines. He undertakes this task every 24 hours to ensure there is no risk of maintenance schedules slipping due to a lack of access to records.

John is called away from the office on short notice by a family emergency and he is concerned about how this task will be managed during his absence. The system used to set the permissions does not easily allow him to deputise the task to another account, so he must find another way to ensure this activity is completed while he is away. He is also concerned that as the guidelines are not always clear and require some degree of discretion when granting access, deputising the task may mean there is a higher risk of incorrect permissions being granted. This makes the choice of who to trust this task to in his absence an important one.

How acceptable do you think it would be for John to leave without delegating the task in this situation? [5-point Likert from Not Acceptable at All to Very Acceptable]

Assuming that John decides not to leave without putting some kind of solution in place to cover his absence, if you were John, what would you do in these circumstances?

**Behaviour Type 1:** Grant blanket access rights to the whole department (clone of the permissions of an individual with the most access rights) for the duration of your absence to forestall many of the access requests you are usually is asked to deal with.

**Behaviour Type 2:** Give out login details of a range of access permissions (used by temporary workers) with instructions that they be used where existing permissions do not allow access.

**Behaviour Type 3:** Leave your password with a trusted member of the department and ask them to handle “all decision making” while you are away.

**Behaviour Type 4:** Leave your password with your secretary, who although temporary, is a trusted employee, with instructions to use your account to resolve “emergency situations”.
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A.3.3 Scenario C (Behaviour): USB Stick Usage

Jason works for CompA as a Commercial Analyst and is currently involved in an important project that requires him to present progress updates to clients, often in offsite locations.

Jason would normally use his laptop to take presentations to clients but his laptop is currently in for maintenance. Instead he decides to use an encrypted USB memory stick to transfer the required files to the client site. Unfortunately, shortly before he is due to leave for the meeting, Jason realises he lent out his encrypted USB stick and cannot recall who to. He knows he will not get a replacement at such short notice. In the meantime he still needs some way to transfer information. The presentation includes embedded media and is therefore too large to email and he knows that offsite locations cannot access the internal network.

How acceptable do you think it would be to risk not delivering the presentation in this situation? [5-point Likert from Not Acceptable at All to Very Acceptable]

If you were Jason, what would you do in these circumstances?

**Behaviour Type 1:** Upload the files to a public online data storage service and recover them at the client’s site.

**Behaviour Type 2:** Take the required data on an unencrypted USB stick—you have one to hand.

**Behaviour Type 3:** An employee of the client has been visiting CompA and is due to travel back with you. Use the available unencrypted stick to put a copy of the data onto their laptop and ask them to take it to the client’s site.

**Behaviour Type 4:** Borrow an encrypted stick from a colleague. You would have to also make a note of their password so you can access the data at the client’s site. The colleague had asked that you do not share / erase the confidential data already on the stick.

A.3.4 Scenario D (Attitude): Tailgating

Agnes works for CompA as a Customer Account Manager and often has meetings on site with external visitors.

Agnes is aware that visitors need to be supervised at all times and security / reception are made aware of all visitors. She therefore personally receives visitors and allows them entry/exit through the barrier door which requires an ID pass and further supervises them whilst they are on site.
A.3: Company A Behaviour and Attitude scenarios

Whilst collecting visitors she often sees unsupervised people without a visible visitor’s badge waiting near the barrier door and occasionally ‘tailgate’ (follow closely behind another person) to get into the main building. Although Agnes appreciates that this is a security risk, she is also aware that this is a common occurrence which is normally overlooked.

If you were Agnes, what would you do in these circumstances?

**Attitude Type 1:** Assume the people have access and have been checked by the reception staff and continue with your work so as not to disrupt their work or yours.

**Attitude Type 2:** Notify security that you have observed visitors tailgating past the barrier.

**Attitude Type 3:** Confront the people and then report their names to either your manager or security.

**Attitude Type 4:** Confront the people you see tailgating directly and ask them to show you some ID (if they are not known to you) and supervise them back to reception.

A.3.5 Scenario E (Attitude): Document Control

Anne works for CompA as a Compliance Officer and is responsible for managing and handling documents containing sensitive Critical National Infrastructure (CNI) information. Only certain people can access and use this information, provided they have gone through the appropriate vetting.

Anne recently received an angry phone call from Bob (Senior Manager) who is not happy that his staff no longer have access to important information they need. Anne explains the vetting procedure to him, but he is still not happy and asks to speak to her boss Cyril, who supports Anne and tells Bob that his staff require clearance to access the documents.

A couple of weeks later Anne reviews the access logs to the documents, and notices that Dave (who works for Bob) has been accessing a large number of CNI documents. Anne looks into this further and finds that Dave is widely sharing this information to others in his team, none of whom have been through the vetting and managing of privileged information training.

If you were Anne, what would you do in these circumstances?

**Attitude Type 1:** Do nothing—If something goes wrong, Bob has to deal with it as he is the Senior Manager in charge of the department that is sharing the information.
**A. Productive Security**

Attitude Type 2: Report your observations to Cyril, and urge him to tell Bob formally that this is not acceptable.

Attitude Type 3: Initiate an audit of Bob’s Department to attempt to track the use and distribution of the CNI documents.

Attitude Type 4: Send Dave an informal email, reminding him that sharing CNI documents with non-cleared employees is not allowed.

A.3.6 Scenario F (Attitude): Information Disposal

James works for CompA as a Senior Contracts Manager and regularly reviews confidential contracts, which contain sensitive commercial information and customer data. He prefers to review documentation in paper form, so he often prints out confidential documents to read and make notes on whilst travelling on the train to/from home.

When he is finished with these documents, as an environmentally conscious person, he places them in the recycling bin.

At home there is no secure disposal available so he uses the standard recycling service. The risk of ‘dumpster diving’ (people stealing documents from rubbish bins) has been communicated in a recent Internal Awareness Campaign. It specifically recommends disposing of confidential information in the confidential bin but James feels that this is overly cautious and does not always use the Confidential but the normal recycle bin as he thinks the paper will be destroyed when it is recycled anyway, so there is no need to be concerned.

What is your attitude to James’ working practises?

Attitude Type 1: James is right to work in the way that suits him best—without access to the company systems even if someone did get hold of a few bits of information they couldn’t damage CompA anyway.

Attitude Type 2: James is being totally reckless with customer’s information—the major threat caused by hard copies is to the customers via identity theft and he should stop printing out work unless it is absolutely necessary.

Attitude Type 3: James should ensure any paper copies he makes are disposed of specifically in a confidential recycle bin to ensure they are securely shredded once he has finished with them—hard copies are a major source of information leaks.

Attitude Type 4: James’ working practises are acceptable; recycling the paper is good for the environment and destroys any sensitive information at the same time.
A.3.7 Scenario G (Behaviour): Backing Up Information

Emilia works for CompA as a Finance Analyst and is a very conscientious individual who occasionally works from home in the evening to catch up on things she could not complete during the day.

Emilia normally uses the train to get home. She chooses to leave her laptop as she has recently had her laptop stolen when travelling home from work.

Emilia keeps a backup of all her work files on her personal computer so she can access files without having to connect to the CompA system as her home network connection is not always reliable. She knows this is against company policy, but she lives in a safe neighbourhood and does not consider this to be a great security risk. In order to transfer files to her home computer she uses a variety of methods.

How acceptable do you think it would be to risk not completing her work tasks due to not having the right information at home in this situation? [5-point Likert from Not Acceptable at All to Very Acceptable]

Assuming you had some vital work to complete at home, if you were Emilia, how would you create a backup of your work for home use?

**Behaviour Type 1:** Email the files to your personal email account from your work account and download them at home.

**Behaviour Type 2:** Use one of your USB sticks to carry your current work with you on the train.

**Behaviour Type 3:** Use an online storage service such as Dropbox as an interim transfer location, deleting the files once you have made a local copy.

**Behaviour Type 4:** Log in to the company VPN and make local copies via that connection.

A.3.8 Scenario H (Attitude): External Threats

Andrew works at a CompA site, and he walks there each morning from the local station. One morning he notices a blue van parked outside the entrance gates. He thinks he has seen the van parked in the same spot several times before over the last couple of weeks.

Andrew becomes suspicious so he notes down the van details so he can check again if it is the same van.

A few days later, Andrew notices the same van parked in the same location. As he passes the van he observes two individuals, one of whom appears to be taking
pictures of the building/people around the building. As soon as the individuals see Andrew, the van pulls away in a hurry.

If you were Andrew, what would you do in these circumstances?

**Attitude Type 1:** Put it out of your mind; you have seen the van several times and nothing has happened at the site so it probably isn’t a threat.

**Attitude Type 2:** Report your suspicions directly to security so they can take the appropriate action.

**Attitude Type 3:** Report the incident to your line manager, it is better to report such incidents even if nothing has happened.

**Attitude Type 4:** Do nothing now but keep an eye out for the van in the future to confirm his suspicions. If it shows up again then report the incident.

### A.3.9 Scenario I (Behaviour): Information Requests

Mohammed is a Contract Support Assistant at CompA who manages 3rd-party contracts. One afternoon, he receives a phone call from Alison who used to work with him at CompA but now works for one of CompA’s trusted 3rd-party companies. She asks Mohammed for some commercially sensitive information that is not publicly available through the company’s web site.

While the company she works for is allowed access to the information, Mohammed is aware that there is a procedure 3rd-parties need to go through to obtain that information. Mohammed politely refuses the request and reminds Alison of the procedure she should follow. Alison now becomes very persistent and reminds Mohammed that they used to be colleagues as well as mentioning the names of several senior people in both companies, saying they will be extremely unhappy if she does not get this information that day. She further says she is still in contact with his line manager and will explain everything to him later, so Mohammed should be ok with providing this information today.

How acceptable do you think it would be for Mohammed to not share the information with Alison at this stage? [5-point Likert from Not Acceptable at All to Very Acceptable]

Assuming Mohammed decides to share information with Alison at this stage, if you were Mohammed what would you do in these circumstances?

**Behaviour Type 1:** Accede to the request for information to ensure that the senior personnel are satisfied and Alison’s productivity isn’t hampered.

**Behaviour Type 2:** Ask Alison specifically which pieces of information she needs and send through a redacted or edited version of the documents.
**Behaviour Type 3:** Send Alison the information she requested but immediately inform your line manager of the call and that information has been provided.

**Behaviour Type 4:** Send the information through but password protect the file and wait until you have spoken to your line manager before releasing the password to Alison.

**A.3.10 Scenario J (Attitude): Working Practises**

Sanjeeta has worked with Kevin at CompA for a number of years. Kevin has always been an effective member of the team, but is known for ‘having his own way of getting things done’. A few months ago Kevin left CompA to work for one of CompA’s Service Partners. They still maintain a close working relationship and are located at the same site. Recently Sanjeeta noticed that several confidential documents/records were missing and there was no audit trail of who had used them last.

Sanjeeta then recalls that Kevin had accessed the documents to resolve a query associated with a project he had recently been working on, so she decides to ask Kevin about the missing documents next time she saw him.

When asked about the missing documents, Kevin becomes very defensive and objects to being challenged, telling Sanjeeta that she should “stick to her own work and stay out of mine”. Sanjeeta was very taken aback by this response.

If you were Sanjeeta, what would you do in these circumstances?

**Attitude Type 1:** Do nothing, Kevin’s working practises have always been eccentric and this seems to be no more than a product of his usual attitude.

**Attitude Type 2:** Discuss Kevin’s behaviour with the department manager—it isn’t acceptable for an individual in the department to have their own methods that conflict with the company best practice and policy.

**Attitude Type 3:** Call the Business Conduct helpline and make a report about Kevin’s behaviour—it is suspicious that there appears to be no proper audit of his work.

**Attitude Type 4:** Accommodate Kevin’s work practises by adjusting your own, it will be easier and more productive for you both.
A.4 Company B Behaviour and Attitude scenarios

Below, we provide the texts of the behaviour and attitude scenarios used in the study. Labels are included to indicate which option related to which behaviour type and maturity level, but these were not displayed to participants in the study and the order of the options was randomised as well.

A.4.1 Scenario A (Attitude): ID Badges

Jemima is a member of the Operations team working in Location 1. While sat working at her desk, she notices someone she doesn’t recognise walk past without a visible ID badge. This prompts her to do one of the following:

Level 2: Nothing, the security badges are only used for accessing the building and once you are in serve no other real purpose.

Level 3: Nothing, although security badges are meant to be visible at all times it is a formality and it is the job of the security guards to check not hers.

Level 4: Make sure that her own ID badge is visible, seeing someone without theirs reminds her that she should have hers on display.

Level 5: Go and talk to the person and ask if they have a badge. If they have, remind them to have it on display, if not then politely escort them to security.

A.4.2 Scenario B (Attitude): Clear Desk Policy

When leaving his desk to go for lunch with some colleagues Darren, a member of the HR team, notices that one of them has left his screen unlocked. The rest of the people he is with don’t seem to have noticed, or seem to be OK with leaving it as it is. Darren got into the habit of locking his screen some years ago while working in a different company. As his colleagues start to walk away he decides to:

Level 2: Do nothing, there is no risk here as no-one could get into the office without passing through security. The screen locks are there just as a formality.

Level 3: Do nothing, the screen will automatically lock after a few minutes and this will keep things secure.

Level 4: Lock the screen himself.

Level 5: Quickly find out whose desk it is from the group and ask them to lock it before they leave for lunch.
A.4.3 Scenario C (Behaviour): Password Manager

Hina, a member of the Operations division, has recently been required as part of her job to use a new piece of software about once a week. This requires her to log in to the service using a new username and password combination. Unfortunately the password manager does not work correctly with this new software and fails to store or enter her password. Because of the lack of support Hina is worried about being able to use the service as she struggles to remember infrequently used passwords.

Assuming that Hina decides to continue using the service without the support of the password manager, if you were Hina, what would you do in these circumstances?

**Individualist:** Store the password using a method of your own devising—you can be trusted to keep it safe.

**Egalitarian:** Share your password with a trusted member of your working group so that if you forget it they can remind you.

**Hierarchist:** Stop trying to remember the password and just use the password reset feature to generate a new password each time you need to use the service.

**Fatalist:** Re-use a password from another service that you have committed to memory.

A.4.4 Scenario D (Behaviour): VPN

Robert, an analyst in the Operations team, has a set of logs from secure company hardware that he needs to upload to the manufacturer’s website for analysis. He is working from home and unfortunately while connected to the VPN, he is unable to utilise the upload function on the manufacturer’s site. It is necessary that the logs are analysed each day so he cannot wait until he is next in the office if he is to successfully complete this task.

Assuming that Robert decides to upload the logs via a different method, if you were Robert, what would you do under these circumstances?

**Individualist:** Make a local copy of the logs, disconnect from the VPN and upload the logs over your home connection.

**Egalitarian:** Give the password to the server to a trusted colleague not working from home and ask them to download the logs from the server before uploading to them to the manufacturer.

**Hierarchist:** Email the logs directly to the manufacturer’s customer support email, and ask them to conduct the analysis and send the file back.

**Fatalist:** Email the logs to a colleague not working from home and see if they can upload the logs via a direct LAN connection.
A.4.5 Scenario E (Attitude): Tailgating

Jessica is heading toward an access controlled entry door and notices a man she does not recognise gain entry by following close behind someone else who had tagged in at the door. The two men are walking close together although they do not appear to obviously be in conversation. The second man is holding a cup of coffee in one hand and his laptop in the other. His ID badge is not immediately visible. Jessica decides to:

Level 2: Return to her desk, she sees this sort of thing quite regularly and it is probably because his hands were full that he did not swipe through himself.
Level 3: Do nothing, if he is up to some mischief the security guards will catch him later on.
Level 4: Find a security guard at one of the manned turnstiles and tell them what happened.
Level 5: Follow the man and ask to see his ID badge.

A.4.6 Scenario F (Behaviour): File Storage

Concerned about the safety of his current work, Shamal decides to back up his data, some of which is confidential. As he uses his own laptop under the ‘bring your own device’ scheme, he usually stores all his work on his drive on the central server but he wants to have a second copy just in case something happens or he loses connectivity to the company network. He thought about using one of the common drives but none of the ones he regularly uses have sufficient space.

Individualist: Create a local copy on the hard drive of your BYOD laptop, it is the only machine you work on so you know it will be safe and this ensures you will always have access to it if needed.
Egalitarian: Use a common drive that you used for an old project and still have access to, as your credentials were never revoked. It has enough space although you do not know who manages it now.
Hierarchist: Use an online service, such as Dropbox, to store the data as it is more under your control.
Fatalist: Back your work up onto a USB stick—you have ordered an encrypted one but while you wait for it to arrive you use a personal stick you have to hand.
A.4.7 Scenario G (Attitude): Secure Disposal

John works as a Sales Advisor in a company store in London. During a busy period of the day he notices that a customer, served by one of his colleagues, has left their paperwork behind. John’s colleague grabs the paperwork and throws it into a wastepaper bin under the desk. Seeing this John decides to:

**Level 2:** Carry on serving customers in the store, all the rubbish will be thrown out at the end of the day anyway so it is no big deal, and using the shredder in the back area, locked by a keypad, is inconvenient when the bin is right there.

**Level 3:** Make a note to check with his manager what the appropriate action would be, as it has been some time since he took the Data Protection training module and he cannot clearly remember the details.

**Level 4:** Go and grab the paperwork out of the bin when he has a spare moment and take it to the shredder in the back of the store.

**Level 5:** Go over immediately and ask his colleague to take the paperwork out of the bin and put it in the shredder, having documents lying around exposes both the store and the customer to the risk of identity theft.

A.4.8 Scenario H (Behaviour): Credit Check

Karina works as a Sales Assistant in a company store. Her manager has asked her to increase her sales, in order to meet the store’s monthly target. In her experience, customers can be put off by the need for credit and ID checks, and sometimes fail them altogether. She knows of a few unofficial ways of making the checks seem less of a problem, or to increase the chance of customers passing them.

**Individualist:** Attempt multiple credit checks in quick succession in order to try to figure out which details are causing the problem and amend them.

**Egalitarian:** Give information about the credit check to a few of your personal contacts so that they can prime potential customers on what they need to do to beat the system before referring them to the store.

**Hierarchist:** Use your employee discount to offer the customer a more attractive deal.

**Fatalist:** Give the benefit of the doubt when encountering IDs with indicators of possible fraud, such as dates of birth that do not seem to align with the apparent age of the customer, or addresses in different cities.
A.5 Maturity model

This model expresses the maturity of the security culture within an organisation in terms of how aligned with the policy employee behaviour is, and also how integrated the policy is with the primary business process of the organisation. Most critically the model does not represent a checklist of required behaviours for employees, but aims to reinforce the synergy and co-operation required between employer and employee to deliver effective security. As such it is not possible to reach the highest levels of the model in an environment with an inefficient or poorly implemented policy that is in conflict with the primary process of the organisation. Thus the model is capable of guiding change both for the organisation and the individuals that work for it.

This model is based on the Carnegie Mellon Capability Maturity Model (Paulk 2002). This model expresses the degree of formality associated with various processes. What we need from our security behaviour model is a characterisation of what represents effective employee security behaviour, as observed by the organisation. This will then act as a scale against which progress can be measured, as well as a tool for identifying the current state of security behaviour. The CMM consists of five levels, moving from unplanned/unmanaged through a managed state to one of optimisation through incremental innovation. These levels are listed below with definitions for reference.

**Level 1: Initial (Chaotic)**

It is characteristic of processes at this level that they are (typically) undocumented and in a state of dynamic change, tending to be driven in an ad hoc, uncontrolled and reactive manner by users or events. This provides a chaotic or unstable environment for the processes.

**Level 2: Repeatable**

It is characteristic of processes at this level that some processes are repeatable, possibly with consistent results. Process discipline is unlikely to be rigorous, but where it exists it may help to ensure that existing processes are maintained during times of stress.

**Level 3: Defined**

It is characteristic of processes at this level that there are sets of defined and documented standard processes established and subject to some degree of improvement.
over time. These standard processes are in place (i.e., they are the AS-IS processes) and used to establish consistency of process performance across the organisation.

**Level 4: Managed**

It is characteristic of processes at this level that, using process metrics, management can effectively control the AS-IS process (e.g., for software development). In particular, management can identify ways to adjust and adapt the process to particular projects without measurable losses of quality or deviations from specifications. Process Capability is established from this level.

**Level 5: Optimizing**

It is a characteristic of processes at this level that the focus is on continually improving process performance through both incremental and innovative technological changes/improvements.

When considering a Security Behaviour version of this model we must consider how to convert these organisational indicators to indicators of personal behaviour. One approach is to consider how the individual is managing or motivating their own behaviour: what factors they are considering when planning their security actions. At the highest level, they will be actively working toward an improved and improving security culture. At the lower levels employees will be following the policy by rote (possible reluctantly, ineffectively or incompletely) or simply taking actions as they see fit, based on their own internal security model with no input from the organisation. The following levels represent this range of behaviours.

**Level 1: Uninfluenced**

At this level, user behaviour is mediated only by their own knowledge, instincts, goals and tasks. Their actions will reflect only the needs of their primary task and will only deviate from that where their internal security schema conflicts with those actions. While some members of the organisation may be sufficiently knowledgeable to act securely it is expected that employees at this level will introduce a range of vulnerabilities in to the system. In practice this level can only exist where employees are working on non-organisational systems, as even the act of logging in to a managed network means that organisational security is exerting an influence.
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Level 2: Technically Controlled

Employees at this level act as in level 1 except where technical controls exist that enforce policy on a case-by-case basis. Technically controlled employees will follow their own security rules except where they must use organisational systems in the execution of their primary task, and those systems enforce policy at the software or hardware level. Realistically, this is the lowest practical level that employees working in an office environment could function at.

Level 3: Ad-hoc Knowledge and Application

Employees at level 3 follow policy without necessarily a deep knowledge of what it contains. Their security knowledge comes from the ‘best practise’ or habits associated with their work environment, rather than from being aware of, and understanding, organisational policy.

Level 4: Policy Compliant

Level 4 behaviour demonstrates knowledge and understanding of the policy, and compliance with it, even in situations where the local work environment may include the use of workarounds and frequently made excuses. At Level 4, employees can be considered to be useful role models and guides for security culture within the organisation.

Level 5: Active Approach to Security

At Level 5, employees take an active role in the promotion and advancement of security culture within the organisation. The serve not just the letter of the policy but the intent as well and will challenge breaches at their level appropriately. They see security as a valuable part of the function of the organisation and have internalised this motivation. Level 5 employees are not security zealots, but rather understand the need to balance the security and business processes and champion the cause of security intelligently and effectively.
B.1 Analysis, 2016

I have focused on four specific questions of the survey. These are
Q14: How would you classify the maturity of your organisation’s security awareness program?
Q15: What are you measuring in your metrics program?
Q16: What is your organisation’s approach when people fail to exhibit the correct secure behaviors?
Q17: What is the single, biggest challenge you are facing with your security awareness program?

Questions 14 and 16 are single choice questions, question 15 is multiple choice with an other option and question 17 is open entirely.

<table>
<thead>
<tr>
<th>Response</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-existent</td>
<td>23</td>
</tr>
<tr>
<td>Promoting awareness and behaviour change</td>
<td>161</td>
</tr>
<tr>
<td>Compliance focused</td>
<td>78</td>
</tr>
<tr>
<td>Robust metrics framework</td>
<td>7</td>
</tr>
<tr>
<td>Long-term sustainment and culture change</td>
<td>39</td>
</tr>
</tbody>
</table>

Table B.1: Frequency of coded responses to 2016’s Q14 ‘How would you classify the maturity of your organisation’s security awareness program?’

Table B.1 lists the pure quantitative frequencies of the responses to the Q14. The answers are in strictly increasing order of awareness maturity.
Table B.2 lists the frequency of responses to question 15. There was a substantial amount of free-text responses which have been manually grouped together into the groups:

- Amount of outreach work,
- Customer complains,
- Incident responds time,
- Intranet site traffic,
- Non-compliance,
- Number of compromised accounts,
- Number of incidents reported,
- Number of security advocates,
- Tests,
- Training attendance.

It is interesting to note that a number of these groups have significant frequencies, and are certainly under reported due to the nature of the "other" answer group in questionnaires.

Table B.3 plots the responses to Question 14 (on the horizontal axis) against the response to question 15 (along the vertical axis). The number in each cell represents the percentage of responses of all participants which have chosen the combination of answers from Questions 14 and 15 for the corresponding cell. For example, 31.5% of participants both report to conduct Phishing assessments as well as their organisation is Promoting awareness and behaviour change. As question 15
Table B.3: Frequency analysis of 2016’s Q14 vs Q15 Q14: ‘How would you classify the maturity of your organisation’s security awareness program?’ vs. Q15: ‘What are you measuring in your metrics program?’

<table>
<thead>
<tr>
<th></th>
<th>Non-existent</th>
<th>Compliance focused</th>
<th>Promoting awareness and behaviour change</th>
<th>Long-term assessment and culture change</th>
<th>Robust metrics framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>We do not have any metrics</td>
<td>5.0%</td>
<td>11.7%</td>
<td>10.1%</td>
<td>1.3%</td>
<td>0.3%</td>
</tr>
<tr>
<td>How much money our awareness program is saving us</td>
<td>0.0%</td>
<td>1.6%</td>
<td>0.9%</td>
<td>2.5%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Phishing assessments</td>
<td>1.3%</td>
<td>6.9%</td>
<td>31.5%</td>
<td>7.9%</td>
<td>1.9%</td>
</tr>
<tr>
<td>Number of infected devices</td>
<td>0.6%</td>
<td>7.9%</td>
<td>20.5%</td>
<td>6.0%</td>
<td>1.6%</td>
</tr>
<tr>
<td>Number of lost devices</td>
<td>0.3%</td>
<td>4.1%</td>
<td>15.8%</td>
<td>4.1%</td>
<td>0.9%</td>
</tr>
<tr>
<td>Number of security violations</td>
<td>0.6%</td>
<td>7.9%</td>
<td>21.8%</td>
<td>6.0%</td>
<td>1.3%</td>
</tr>
<tr>
<td>Number of times data has been accidentally exposed</td>
<td>0.9%</td>
<td>5.0%</td>
<td>14.5%</td>
<td>6.0%</td>
<td>1.3%</td>
</tr>
<tr>
<td>Other</td>
<td>1.3%</td>
<td>3.8%</td>
<td>10.4%</td>
<td>2.2%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Amount of outreach work</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.3%</td>
<td>0.6%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Customer complains</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Incident responds time</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Intranet site traffic</td>
<td>0.0%</td>
<td>0.0%</td>
<td>3.2%</td>
<td>0.6%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Non-compliance</td>
<td>0.0%</td>
<td>0.3%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Number of compromised accounts</td>
<td>0.0%</td>
<td>0.9%</td>
<td>0.3%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Number of incidents reported</td>
<td>0.0%</td>
<td>0.9%</td>
<td>3.5%</td>
<td>0.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Number of security advocates</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Tests</td>
<td>0.3%</td>
<td>0.6%</td>
<td>1.9%</td>
<td>0.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Training attendance</td>
<td>0.3%</td>
<td>0.6%</td>
<td>4.1%</td>
<td>0.9%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

is a multiple choice question the percentages do not add up in a meaningful full manner. The background colours of the cells rank the values globally. Note that the other row represents the sum of all textual responses.

The data is most easily interpreted by taking each column in isolation and establishing the most common responses to question 15. This is straightforward due to the colour ranking.

The data gives rise to a number of trends: responses with awareness metrics of non-existent or compliance focused do mostly undertake no metrics to establish the impact of their awareness program. As we progress right this shifts: three times as many respondents reported to conduct phishing assignments alone than not having any metrics at all.

Phishing assessments are by far the most popular method to measure awareness success. As the awareness programs become more mature, automatic measures such as number of infected devices and number of security violation gain shares. Lastly and surprisingly, money saved due to the awareness program is rarely measured.
Table B.4: Frequency of coded responses to 2016’s Q16 ‘What is your organisation’s approach when people fail to exhibit the correct secure behaviors?’

<table>
<thead>
<tr>
<th>Response</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Punitive</td>
<td>14</td>
</tr>
<tr>
<td>Progressive</td>
<td>157</td>
</tr>
<tr>
<td>Flexible</td>
<td>146</td>
</tr>
</tbody>
</table>

Question 16 splits the population on their responses to incorrect behaviour. The potential answers are here:

**Punitive** Security policies and secure behaviors are the "law of the land" and people who violate them should be punished.

**Progressive** Security policies and secure behaviors are enforced on a sliding scale. First time offenders are not punished, but people are punished the more times they fail.

**Flexible** Security policies are more like guidelines and should not get in the way of effectiveness.

While the arguably ideal awareness program should not punish incorrect behaviour, the majority of responses claim a *progressive* response (Table B.4).

Table B.5 supports this hypothesis: as more metrics become available, the focus shifts away from a *flexible* approach to incorrect behaviour. Without evaluation metrics a punitive approach is not possible (and indeed only 1.6% of respondents claimed to have no metrics but a punitive response to incorrect behaviour). Interestingly none of the manually grouped evaluation metrics coincide with a punitive response. This may well be a selection bias on the survey’s participants.

Question 17 was entirely open. I coded the 258 responses in three iterations into 12 groups:

**Resources:** A shortage of technical resources as well as money,

**Adoption:** Users fail to change their behaviour through training. One quote from the participants describes this group very well: ‘Users still clicking on links & opening malicious attachments despite attending training sessions, sometimes only hours before’.

**Support from Management:** Superiors do not see the necessity for the awareness campaigns and/or fail to collaborate and facilitate.

**End-user support:** The people supposed to take part in the awareness campaign do not feel it is necessary and are generally unwilling to take part.

**Finding time to take part:** End-users struggle to find time to take part in awareness campaigns, they are always a low priority.
We do not have any metrics
How much money our awareness program is saving us
Phishing assessments
Number of infected devices
Number of lost devices
Number of security violations
Number of times data has been accidently exposed
Other
Amount of outreach work
Customer complains
Incident responds time
Intranet site traffic
Non-compliance
Number of compromised accounts
Number of incidents reported
Number of security advocates
Tests
Training attendance

Table B.5: Frequency analysis of 2016’s Q16 vs Q15 Q16: ‘What is your organisation’s approach when people fail to exhibit the correct secure behaviors?’ vs. Q15: ‘What are you measuring in your metrics program?’

<table>
<thead>
<tr>
<th>Response</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resources</td>
<td>50</td>
</tr>
<tr>
<td>Adoption</td>
<td>48</td>
</tr>
<tr>
<td>Support from Management</td>
<td>47</td>
</tr>
<tr>
<td>End-user support</td>
<td>27</td>
</tr>
<tr>
<td>Finding time to take part</td>
<td>24</td>
</tr>
<tr>
<td>Content</td>
<td>23</td>
</tr>
<tr>
<td>Not enough awareness staff</td>
<td>22</td>
</tr>
<tr>
<td>Non-mandatory</td>
<td>9</td>
</tr>
<tr>
<td>Legal department</td>
<td>4</td>
</tr>
<tr>
<td>Non-punishable</td>
<td>2</td>
</tr>
<tr>
<td>Translations</td>
<td>1</td>
</tr>
<tr>
<td>Metrics</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.6: Frequency of answers to 2016’s Q17 ‘What is the single, biggest challenge you are facing with your security awareness program?’

Content: Participants struggle to create appropriate content.
Not enough awareness staff: Self-explanatory.
Non-mandatory: Taking part in awareness campaigns is not-mandatory. This blocks progress as take-up is low.
Legal department: The legal department is blocking parts of the awareness campaign.
**Non-punishable:** End-users cannot be punished for failing awareness evaluations.

**Translations:** The awareness campaign needs to be translated into many languages.

**Metrics:** Correct metrics are difficult to establish.

Table B.6 lists the frequency of each of these categories. It should be noted that Resources and Not enough awareness staff are linked, as well as Adoption and End-user support: the first is post training and the latter prior training. Contextually there are dependencies between the lack of support from management, end-user support and finding time to take part: if one’s boss is unwilling to provide time for an awareness campaign and does not support it, end-users are unlikely to think highly of the awareness campaign either.

<table>
<thead>
<tr>
<th>Category</th>
<th>Non-existent</th>
<th>Compliance focused</th>
<th>Promoting awareness and behavioral change</th>
<th>Long-term sustenance and culture change</th>
<th>Robust metrics framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adoption</td>
<td>1.6%</td>
<td>3.2%</td>
<td>8.5%</td>
<td>1.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Content</td>
<td>0.0%</td>
<td>3.5%</td>
<td>2.5%</td>
<td>1.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>End-user support</td>
<td>0.6%</td>
<td>1.3%</td>
<td>4.4%</td>
<td>1.6%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Finding time to take part</td>
<td>0.9%</td>
<td>1.6%</td>
<td>3.8%</td>
<td>0.6%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Legal department</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.9%</td>
<td>0.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Metrics</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Non-mandatory</td>
<td>0.6%</td>
<td>0.6%</td>
<td>0.9%</td>
<td>0.3%</td>
<td>0.3%</td>
</tr>
<tr>
<td>Non-punishable</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Not enough awareness staff</td>
<td>0.3%</td>
<td>1.3%</td>
<td>4.4%</td>
<td>0.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Resources</td>
<td>0.6%</td>
<td>2.8%</td>
<td>9.8%</td>
<td>1.6%</td>
<td>0.3%</td>
</tr>
<tr>
<td>Support from Management</td>
<td>0.9%</td>
<td>6.3%</td>
<td>6.0%</td>
<td>1.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Translations</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.3%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Table B.7: Frequency analysis of 2016’s Q14 vs Q17 Q14: ‘How would you classify the maturity of your organisation’s security awareness program?’ vs. Q17: ‘What is the single, biggest challenge you are facing with your security awareness program?’

Next, Table B.7 contrasts the single biggest challenge to the maturity of the awareness program. Again there are some note worthy trends: as the awareness program matures, support from management cedes to be an issue. Resources as well as not enough awareness staff display similar trends. Interesting are also the behaviour of adoption and end-user support: while significant issues for maturity levels 2,3 and 4, for the case of the robust metrics framework not a single response was recorded.
Finally, Table B.8 contrasts the awareness metrics with the single biggest challenges. For readability, all categories with less than 11 responses have been omitted. There are a number of interesting correlations: *We do not have any metrics* coincides with a lack of *support from management*, in fact a lack of metrics in general is the strongest contributing factor to a lack of support from management. *Phishing assessments* are the strongest contributing factor to all other single biggest challenges. Other metrics have significantly less strong contributions.

### B.1.1 Conclusions

There are a number of conclusions that can be drawn from the analysis.

**Awareness professionals use metrics to punish**

Rather than using additional metrics to improve and tailor education and create proactive defenses, the awareness professionals are inclined to use more detailed results to punish users who are unwilling or unable to change. This is surprisingly linked to the maturity of the awareness model.

**Metrics are widespread, but do not measure monetary value**

The vast majority of respondents noted that they were using metrics to evaluate their awareness campaign. Phishing campaigns are most widely used, but
virtually no awareness program attempts to measure its financial impact.

**Little support from management**

The organisations management often does not support the awareness campaigns. This has the consequence of little end-user support and low uptake of awareness training. Metrics are extremely important to the management, but there does not seem to be a clear preference of which metrics are preferred.

**End-users keep on making the same mistakes**

The adoption of awareness training is low; the second most frequently mentioned single biggest challenge is low adoption.

**Too few resources available**

Especially less mature awareness campaigns struggle with too few monetary as well as human resources. This also extends to technical support from different parts of the organisation.

Awareness campaigns in their current format suffer from a number of self-reinforcing problems. Without strong metrics support from management is low, which influences participation in awareness training negatively which in turn weakens metrics. Low adoption of awareness make awareness campaigns appear to be a waste of time, which limits resources available which causes poor awareness campaigns.
B.2 Analysis, 2017

There were a number of questions that appeared in both this years and last years survey. The questions of interests are:

Q14: How would you classify the maturity of your organisation’s security awareness program?

Q16: What is your organisation’s approach when people fail to exhibit the correct secure behaviors?

Q17: What is the single, biggest challenge you are facing with your security awareness program?

<table>
<thead>
<tr>
<th>Response</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Promoting awareness and behavior change</td>
<td>445</td>
</tr>
<tr>
<td>Compliance focused</td>
<td>219</td>
</tr>
<tr>
<td>Long-term sustainment and culture change</td>
<td>80</td>
</tr>
<tr>
<td>Non-existent</td>
<td>60</td>
</tr>
<tr>
<td>Robust metrics framework</td>
<td>7</td>
</tr>
</tbody>
</table>

Table B.9: Frequency of answers to 2017’s Q14 ‘How would you classify the maturity of your current security awareness program, based on the Security Awareness Maturity Model?’

<table>
<thead>
<tr>
<th>Response</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flexible: security policies are more like guidelines and should not get in the way of effectiveness.</td>
<td>394</td>
</tr>
<tr>
<td>Progressive: security policies and secure behaviors are enforced on a sliding scale. First time offenders are not punished, but people are punished the more times they fail.</td>
<td>382</td>
</tr>
<tr>
<td>Punitive: security policies and secure behaviors are the ‘flaw of the land’ and people who violate them should be punished.</td>
<td>35</td>
</tr>
</tbody>
</table>

Table B.10: Frequency of answers to 2017’s Q16 ‘What is your organisation’s approach when people fail to exhibit the correct secure behaviors?’

Tables B.9 to B.11 are the 2017 response frequencies corresponding to the 2016 versions in Tables B.1, B.4 and B.6.

As in the previous year, Q17 remained an open question. Again, in a multi-round coding, I reduced the 811 responses down to the following categories:

- **enforcement** punishing non-compliant users
- **security fatigue** security fatigue
- **skills** not the correct skills in order to carry out awareness
Table B.11: Frequency of answers to 2017’s Q17 ‘In as few words as possible, what is the biggest challenge you are facing with your security awareness program?’

<table>
<thead>
<tr>
<th>Response</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>enforcement</td>
<td>15</td>
</tr>
<tr>
<td>high level support</td>
<td>127</td>
</tr>
<tr>
<td>organisational structure</td>
<td>48</td>
</tr>
<tr>
<td>outcome</td>
<td>45</td>
</tr>
<tr>
<td>relevance</td>
<td>147</td>
</tr>
<tr>
<td>resources</td>
<td>286</td>
</tr>
<tr>
<td>security fatigue</td>
<td>9</td>
</tr>
<tr>
<td>skills</td>
<td>14</td>
</tr>
<tr>
<td>users</td>
<td>53</td>
</tr>
</tbody>
</table>

content content

culture existing culture

organisational structure the structure of the organisation is a barrier

relevance people don’t care, the

outcome achieving something / wanting to achieve too much

high level support programs do not get approved

resources too few money, staff, material

users the stupid user is the barrier

B.2.1 Memorable quotes

The respondents gave a number of memorable quotes:

‘the perception that security gets in the way of productivity’

‘Getting the organisations attention and not using fear’

Table B.12 is the 2017 version of Table 5.4 of this year’s data set. The difference between these two figures is staggering. In 2016, the most commonly selected intersection was a Progressive approach combined with a maturity at the level of Promoting awareness and behaviour change. This was closely followed by a Flexible approach with the same maturity level. In 2017 however this These two options have dropped to 1.7% and 0.1% (from previously 27.4% and 21.1%). Instead the focus on the enforcement side has shifted towards a combination of Punitive and Progressive. The most common maturity is now Long-term sustainment and culture change. Further there has been a sharp increase (from 0% to 15.5% in the combination of a Non-existent maturity level with a Punitive approach, while the Flexible approach for organisations without any maturity of their awareness program as decreased.

Table B.13 is the 2017 version of Table B.7 of this year’s data set. Comparing these two tables there is also some change to be noticed, albeit less pronounced.
Table B.12: Frequency analysis of 2017’s Q14 vs Q16

<table>
<thead>
<tr>
<th></th>
<th>Non-existent</th>
<th>Compliance focused</th>
<th>Promoting awareness and behaviour change</th>
<th>Long-term sustainment and culture change</th>
<th>Robust metrics framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>Punitive</td>
<td>15.5%</td>
<td>3.1%</td>
<td>5.5%</td>
<td>24.4%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Progressive</td>
<td>10.4%</td>
<td>5.7%</td>
<td>1.7%</td>
<td>28.6%</td>
<td>0.7%</td>
</tr>
<tr>
<td>Flexible</td>
<td>1.1%</td>
<td>1.1%</td>
<td>0.1%</td>
<td>1.8%</td>
<td>0.1%</td>
</tr>
</tbody>
</table>

Table B.13: Frequency analysis of 2017’s Q14 vs Q17

<table>
<thead>
<tr>
<th></th>
<th>Non-existent</th>
<th>Compliance focused</th>
<th>Promoting awareness and behaviour change</th>
<th>Long-term sustainment and culture change</th>
<th>Robust metrics framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>enforcement</td>
<td>0.5%</td>
<td>0.1%</td>
<td>0.0%</td>
<td>1.2%</td>
<td>0.0%</td>
</tr>
<tr>
<td>high level support</td>
<td>5.7%</td>
<td>0.6%</td>
<td>2.2%</td>
<td>7.2%</td>
<td>0.0%</td>
</tr>
<tr>
<td>organisational structure</td>
<td>1.6%</td>
<td>0.5%</td>
<td>0.4%</td>
<td>3.5%</td>
<td>0.0%</td>
</tr>
<tr>
<td>outcome</td>
<td>1.2%</td>
<td>1.0%</td>
<td>0.1%</td>
<td>3.2%</td>
<td>0.0%</td>
</tr>
<tr>
<td>relevance</td>
<td>3.0%</td>
<td>2.1%</td>
<td>0.6%</td>
<td>12.1%</td>
<td>0.4%</td>
</tr>
<tr>
<td>resources</td>
<td>9.0%</td>
<td>3.3%</td>
<td>2.6%</td>
<td>20.1%</td>
<td>0.2%</td>
</tr>
<tr>
<td>security fatigue</td>
<td>0.0%</td>
<td>0.5%</td>
<td>0.0%</td>
<td>0.6%</td>
<td>0.0%</td>
</tr>
<tr>
<td>skills</td>
<td>0.5%</td>
<td>0.2%</td>
<td>0.1%</td>
<td>0.9%</td>
<td>0.0%</td>
</tr>
<tr>
<td>users</td>
<td>2.1%</td>
<td>0.7%</td>
<td>0.2%</td>
<td>3.5%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

While in 2016 resources was the most common option for organisations attempting to Promoting awareness and behaviour change, resources are now the most common biggest challenge across all awareness maturity levels. Relevance and Adoption as well as Management support are still prominent features in both years.
B.2.2 Conclusions

There has been a marked shift of organisations awareness programs towards a punitive approach when handling people who fail to exhibit the correct secure behaviour. This has not been matched by a shift in awareness maturity, where the dominant approach remains Promoting awareness and behaviour change. The number of organisations that support their approach with a robust metrics framework has remained constant, and as this year’s survey response rate has increased dramatically this is a surprising feature.

Many organisation are now punishing their users insecure behaviour without having an metrics framework in place in order to objectively evaluate their performance.