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Abstract

Objective: Recent research suggests that comorbidity among child and adolescent psychiatric symptoms can be explained by a single general psychopathology (‘p’) factor, as well as more specific factors summarizing clusters of symptoms. We investigated within- and between-person changes in the general and specific psychopathology factors over a psychosocial intervention.

Method: We ran a secondary analysis of the Systemic Therapy for At-Risk Teens study, a pragmatic randomized controlled trial that compared the effects of multisystemic therapy to management-as-usual for reducing antisocial behavior in 684 adolescents (82% male; 11-18 at baseline) over an 18-month period. The general p factor, as well as specific antisocial, attention, anxiety, and mood factors, were estimated from a symptom-level analysis of a set of narrow-band symptom scales measured repeatedly over the study. General and specific psychopathology factors were assessed for reliability, validity, and within- and between-person change using a parallel process multilevel growth model.

Results: A revised bifactor model that included a general p factor and specific anxiety, mood, antisocial, and attention factors with cross-loadings fit the data best. While the factor structure was multidimensional, p accounted for most of the variance in total scores. The p, anxiety, and antisocial factors predicted within-person variation in external outcomes. p and antisocial factors showed within-person reductions, while anxiety showed within-person increases over time. Despite individual variation in baseline factor scores, adolescents showed similar rates of change.

Conclusion: The bifactor model is useful for teasing apart general and specific therapeutic changes which are conflated in standard analyses of symptom scores.
Clinical trial registration information: START (Systemic Therapy for At Risk Teens): A National Randomised Controlled Trial to Evaluate Multisystemic Therapy in the UK Context. http://www.isrctn.com; ISRCTN77132214
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Introduction

Clinical researchers typically assess therapeutic change through child, carer, or teacher reports of disorder-specific symptoms. For instance, a psychological intervention for social phobia is deemed successful if social phobia symptoms decline from pre- to post-treatment, typically below a clinical threshold. However, this assumes that psychiatric disorders are independent of each other and can each be reliably measured. Yet symptoms from various disorders, as well as disorders themselves, co-occur more strongly than expected by chance,\(^1,2\) which points to broader underlying processes.\(^3\)

Recognising the comorbidity among symptoms, clinical researchers also assess therapeutic change through broadband measures, such as internalizing (a composite of depressive, somatic, and anxiety symptoms) and externalizing (a composite of attentional, behavioural, and substance-use problems).\(^4\) Recently, a single ‘general psychopathology’ factor, or \(p\) factor, has been shown to summarize the co-occurrences among many symptoms of differing types, in addition to more specific factors like internalizing and externalizing.\(^5,6\) Put differently, all symptoms are thought to share something in common, as well as things unique to subsets of disorders.\(^7\)

A growing number of studies support the bifactor model—which includes both general and specific psychopathology factors—as a candidate structure of psychopathology in children and adolescents.\(^8\text{--}15\) However, the benefits of analyzing treatment outcomes with the bi-factor model have yet to be shown. For example, the \(p\) factor may capture common therapeutic effects,\(^7\) which by definition affect all symptoms non-specifically.\(^16\) Because specific factors are residualized for the common variance, they may be useful in identifying the specific effects of a treatment on the problems it was designed to engage with. This is difficult to achieve with total and subscale scores because their variances are not independent. In turn,
researchers may identify changes in disorder-specific subscales that are actually the result of common effects. Moreover, most work on the bifactor model is based on between-person differences. It is unknown whether symptoms positively co-occur at the within-person level. Such evidence would provide new insight into the way in which therapeutic change occurs.

In the current study, we analyzed data from the Systemic Therapy for At-Risk Teens (START) trial which compared the effects of multisystemic therapy to management-as-usual in reducing antisocial behaviour. Treatment arms did not differ but there were widespread changes in self-reported emotional and behavioural problems. We first determined whether the bifactor model adequately captured within-person associations among self-reported emotional and behavioral symptoms over the study period, collapsed across treatment arms. We then assessed the general and specific factors for their reliability using model-based reliability estimates, and concurrent validity using external outcomes of criminal activity and academic attendance. Finally, we assessed within-person change in the general and specific psychopathology factors, as well as between-person differences in within-person change, using a multilevel growth model.

Method

Trial Design

Full details of the START trial can be found in the study publication. START was a pragmatic individually randomised multicentre superiority trial which compared the effects of multisystemic therapy followed by management-as-usual to management-as-usual alone in reducing out-of-home placements and criminal activity in adolescents with moderate to severe conduct problems. Assessment occurred at baseline, post-treatment (6 months), follow-up 1 (12-months), and follow-up 2 (18 months).

Participants
Eligible adolescents met at least one of the following criteria: 1) persistent (weekly) and enduring (≥ 6 months) violent and aggressive interpersonal behavior; 2) at least one conviction plus three additional warnings, reprimands, or convictions; 3) a current DSM-IV diagnosis of CD that had not responded to treatment; 4) a permanent school exclusion for antisocial behavior; 5) a significant risk of harm to others or self. Eligible adolescents also met at least three severity criteria indicative of past difficulties across several settings (e.g. school non-attendance or exclusion, offending, child protection investigation, high risk of coming into care). As this was a pragmatic trial, participants were not excluded for comorbid disorders except for psychosis, acute suicidality, and generalized learning difficulties.

Adolescents were referred from social services, youth justice, schools, child and adolescent mental health services, and voluntary services. The final sample consisted of 684 adolescents (M\text{age} = 13.8, SD\text{age} = 1.4, 11-18 at baseline), the majority of whom were male (82%), Caucasian (78%), and of a low-moderate socio-economic background (77% on state benefits). Most adolescents had a diagnosis of conduct disorder (78%) or any conduct disorder (81%). Other frequent disorders included attention-deficit hyperactivity disorder-combined (30%) and any emotional disorder (24%). The sample’s diagnostic profile and further details of referral pathways can be found in trial paper. Written consent was obtained from all participants, and the study protocol was approved by the London South-East Research Ethics Committee (09/H1102/55).

**Intervention and Randomization**

Multisystemic therapy (MST) is a family-based intervention which targets the multiple systems influencing chronic and pervasive antisocial behavior in adolescents, including the home, school, and peer environments. This is primarily achieved through caregivers who are taught how to enhance family relationships via communication skills and
parenting techniques, and how to encourage school attendance and achievement rather than delinquent peer activity. Techniques from cognitive-behavioral therapy, behavioral parent training, and pragmatic family therapy are integrated and tailored to the needs of each family. There were nine MST pilot sites with at least 12 months experience of running the programme.

Management-as-usual (MAU) replicated best-practice in managing the complex needs of antisocial youth in community settings. Interventions based on treatment guidelines were administered on an ad-hoc basis (e.g., support to re-engage with education, anger management, victim awareness programmes). MAU was multi-component and no less intensive than MST; the main differences were that MAU lacked standardization, an overarching formulation of the problem, and weekly expert supervision.

Adolescents were randomised to MST or MAU by an equal allocation ratio using stochastic minimisation, balancing for treatment centre, sex, current age (<15 or ≥15), and age at onset of antisocial behavior (≤11 or >11).

**Measures**

All measures were taken at baseline, post-treatment, follow-up 1, and follow-up 2. Emotional and behavioral problems were assessed using the Strengths and Difficulties Questionnaire (SDQ).²⁰⁻²² We used child-reported items from the emotional problems, conduct problems, and attention-hyperactivity subscales in our measurement model, each of which has five items rated on a three-point scale (not true, somewhat true, certainly true). Items from the peer problems and prosocial subscales were not included because we aimed to limit our analysis to psychiatric symptoms, which naturally excludes prosocial items, and general difficulties engaging with peers are not symptoms in and of themselves. That is, interpersonal problems reflect a broader level of analysis (e.g., a child may be bullied because
they appear nervous and withdrawn or because they are bold and irritable), which have not yet been thoroughly validated in the bifactor model of psychopathology.

We also used the Mood and Feelings Questionnaire-Short Form (MFQ) to increase our internalizing item pool. The MFQ is a 13-item measure shown to reliably assess depression in young people, with items scored on a three-point scale (not true, somewhat true, true). Past research suggests that the MFQ captures a single between-person depression factor, but our exploratory within-level factor analysis revealed two clear factors (see Table S1, available online). The first factor reflected problems with self-attitudes and the second captured problems in mood. We included the top-five loading items of the mood factor to balance the internalizing and externalizing content of the SDQ, and ensure that the p factor was not biased to any given symptom domain. We used five items to ensure that equal numbers of items loaded on each factor. The mood factor was used because the self-attitudes factor reflects a transdiagnostic construct that has not yet been validated in the bifactor model of psychopathology.

We obtained official records of violent and non-violent offences committed over the study period from the Police National Computer and Young Offender Information System, and records of the number of school exclusions from the National Pupil Database.

**Statistical Analysis**

**Model Comparison**

Using the SDQ and MFQ item-level data, we estimated three multi-level confirmatory factor analysis (CFA) models—a correlated traits model, common factor model, and bifactor model—and compared their ability to summarize within-person variation in emotional and behavioral problems over the study. We arranged the repeated observations for each item in long format and listed each item in wide format for computational ease (see Supplement 1 for
Longitudinal multi-level CFA and single-level CFA differ in how factors are estimated. In a single-level CFA with wide-formatted data, a factor is repeatedly estimated at each time-point. Furthermore, a factor loading reflects the way in which an item is predicted to co-occur with other items between individuals at a given time-point. In contrast, multi-level CFAs estimate a single factor across time-points at the within-level, and differences between subjects at the between-level. A factor loading reflects the way in which an item is predicted to co-occur with other items over time for each individual.

Only factors at the within-level were estimated as we were interested in summarizing the covariation among symptoms for each individual over time, rather than teasing apart the within- and between-level factor structures (see Supplement 1 and Figure S1, available online). Furthermore, within- and between-person variances were subsequently estimated in a multi-level growth model to investigate between-person differences in within-person change. Within-level correlations between the general and specific factors were constrained to zero, as well as the correlations between specific factors. Item overlap was accounted for by correlating the residuals for SDQ item 13 (‘I am often unhappy’) with MFQ item 1 (‘I felt miserable/unhappy’), and SDQ item 2 (‘I am restless’) with MFQ item 4 (‘I was very restless’).

An advantage of multi-level CFA is that fewer parameters are needed to estimate growth in complex models since the analysis is collapsed over time. A disadvantage is that it is not possible to test for conventional measurement invariance, i.e. the extent to which within-person change is driven by changes in measurement properties (e.g. differential item functioning or response biases) rather than the factors. Instead, parameters are assumed to be invariant and are modelled as such. We still tested for measurement invariance using the
conventional method, but the results are not directly translatable to the multi-level approach (see Supplement 2, available online).

Models were estimated using the weighted least squares means and variances adjusted estimator (WLSMV) since it is designed for non-normal and categorical indictors. Overall fit was assessed using the Comparative Fit Index (CFI), Tucker-Lewis Index (TLI), Root Mean Square Error of Approximation (RMSEA), and Standardized Root Mean Square Residual (SRMR). Acceptable and excellent fit, respectively, were defined by CFI values ≥ .90 and ≥ .95, TLI values ≥ .90 and ≥ .95, RMSEA values ≤ .08 and ≤ .06, and SRMR values ≤ .08 and ≤ .06. Models could not be compared using chi-square values because they were not nested. Therefore, we (cautiously) adopted the guidelines for comparing nested models: increases in CFI > ~.01 (and by generalization, TLI > ~.01), and decreases in RMSEA > ~.015 (and by generalization, SRMR > ~.015) between the more and less restricted models indicated a meaningful improvement in fit. We also re-estimated models using the robust maximum-likelihood estimator to compare their fit using the Akaike Information Criteria (AIC) and sample-size adjusted Bayesian Information Criteria (BIC). Bifactor models have a tendency to overfit noise, so it is important to include fit statistics which penalize for model complexity. A difference of 2 (AIC/BIC) between models was considered negligible; a difference of 2-7 (AIC) or 2-6 (BIC) suggested some evidence favouring the competing model; a difference of 7-10 (AIC) or 6-10 (BIC) suggested strong evidence favouring the competing model, and a difference greater than 10 (AIC/BIC) suggested very strong evidence favouring the competing model.

**Factor Score Estimation**

We estimated within-level Bayesian plausible values (BPVs) for each individual at each time-point for the p factor and specific anxiety, mood, antisocial, and attention factors.
Like factor scores, BPVs are observed estimates of latent variables, but unlike factor scores, they also take into account the uncertainty or ‘indeterminacy’ inherent in estimating factor scores by averaging over a distribution of possible factor scores using multiple imputation. Theoretical and simulation studies suggest that BPVs provide less biased estimates of population parameters than factor scores. In practice, BPVs and factor scores likely produce similar estimates when sample sizes are sufficient. We used BPVs because bifactor models that are ‘essentially unidimensional’ (i.e. show a strong general factor and small but salient specific factors) produce specific factors with relatively low reliability. It is thus important to statistically incorporate estimates of imprecision when using factor scores in secondary analyses.

BPVs were estimated using the same multi-level growth model in the main analysis (see below) to minimise bias (see Table S2 for correlations between BPVs). There is little consensus over how many imputations to estimate. While Asparouhov and Muthén suggest that five imputations is sufficient for secondary analyses (unpublished manuscript, August 21, 2010) we estimated one-hundred imputations with a thinning rate of 1 (e.g., random estimates were sampled on every iteration).

**Factor Score Evaluation**

**Reliability**

In addition to incorporating reliability estimates in the growth curve analysis using BPVs, we calculated model-based reliability estimates using omega hierarchical ($\omega_H$), omega hierarchical subscale ($\omega_{Hs}$), explained common variance (ECV), and explained common variance subscale (ECV$_s$). The $\omega_H$ and ECV are estimates of the amount of test variance and common variance explained by a general factor, respectively (or by a specific factor if using $\omega_{Hs}$ and ECV$_s$). We also determined the total information functions for factor scores based
on WLSMV estimates of the chosen bifactor model. “Information” is the inverse of measurement error and reflects the amount of precision or reliability in factor scores.\textsuperscript{44} Information varies at different estimates of the latent trait; more information indicates higher measurement precision for a given factor score.

**Validity**

We assessed the validity of within-person variation in the general and specific factor BPVs by regressing two external outcomes—official records of the number of offences and school exclusions—onto BPVs at the within-level. We also assessed the validity of within-person change in general and specific BPVs by regressing each external outcome onto each factor, a linear time variable (which captures change in the external outcome over time), and time*factor interactions (which captures how changes in the factors over time predict changes in the external outcomes) using Poisson multilevel growth models.

**Multilevel Growth Model**

We analyzed within-person changes in BPVs, as well as between-person differences in within-person change, using a parallel process multilevel growth model. We arranged the repeated observations for each factor in long format and listed each factor in wide format (see Supplement 1 and Figure S2, available online). Within-level BPVs for each factor were regressed in parallel onto linear and quadratic time variables. Random intercepts, random linear slopes, and random quadratic slopes were estimated for each factor at the between-level, and covaried for each factor and across factors. Random effects were controlled for individual differences in baseline age (centered) (see Supplement 1 for model details, available online).

We evaluated residuals at the within- and between-levels for deviations from normality and homoscedasticity, and estimated the model using the robust maximum
likelihood estimator. Partially standardized regression coefficients were analyzed with two-tailed Wald tests (BPVs are standardized, e.g., have a mean of 0 and variance of 1, hence regression coefficients are partially standardized on the Y-axis). Mean changes in BPVs should thus be interpreted as the change in standardized units of the factors with an increase in time, assuming equal item thresholds over time when factors are held constant and equal loadings.

Dropout was the most common cause of missing values, with 12% of cases dropping out at 6 months, 12% at 12 months, and 19% at 18 months. Pattern-mixture models supported the assumption that the unobserved data were missing at random. Missing data were thus handled with full-information maximum likelihood. All analyses were run in Mplus 8.0.

Results

Model Comparison

Table S3 (available online) presents an item-level polychoric correlation matrix. The common factor model included a single within-level factor upon which all items loaded, and fit the data poorly (CFI = .69, TLI = .65, RMSEA = .12, SRMR = .11; see Table S4 for factor loadings, available online). The correlated factors model included four within-level factors which each reflected an SDQ or MFQ subscale: anxiety, mood, antisocial, and attention. The correlated factors model approached an acceptable fit (e.g., CFI = .89, TLI = .87; RMSEA = .07, SRMR = .07). Furthermore, the correlated factors model fit better than the common factor model (ΔCFI = .24, ΔTLI = .18, ΔRMSEA = .05, ΔSRMR = .04, ΔAIC = 2047, ΔBIC = 2032). Table S5 (available online) provides factor loadings and correlations for the correlated factors model.

The bifactor model included a general (‘p’) factor upon which all items loaded, as well as four specific factors (anxiety, mood, antisocial, and attention). Like the correlated
factors model, fit indices were almost acceptable (CFI = .86, TLI = .82, RMSEA = .08, SRMR = .07; see Table S6 for factor loadings, available online). Since Mplus does not provide modification indices for multi-level factor analysis, we examined the factor loadings of a multi-level bifactor EFA for substantial (\( \lambda \geq .32 \)) and theoretically plausible cross-loadings (see Table S7, available online). Three items, two from the attention factor and one from the antisocial factor, cross-loaded onto the anxiety factor: SDQ item 7 (‘I [do not] usually do as I am told’, \( \lambda = -.46 \)), 21 (‘I [do not] think before I do things’, \( \lambda = -.33 \)) and 25 (‘I [do not] finish the work I am doing’, \( \lambda = -.33 \)). These items reflect behavioral control which positively co-occurs with internalizing problems after controlling for general psychopathology.\(^{47,48}\) Moreover, SDQ item 16 from the anxiety factor (‘I am nervous in new situations’) negatively cross-loaded onto the antisocial factor (\( \lambda = -.32 \)), which is expected if the specific antisocial factor overlaps with fearlessness.\(^{49}\)

A revised bifactor model which included these cross-loadings fit the data well (CFI = .93, TLI = .91, RMSEA = .06, SRMR = .05), and better than the standard bifactor model (\( \Delta \text{CFI} = .07, \Delta \text{TLI} = .09, \Delta \text{RMSEA} = .02, \Delta \text{SRMR} = .02, \Delta \text{AIC} = 429, \Delta \text{BIC} = 419 \)) and correlated factors model (\( \Delta \text{CFI} = .04, \Delta \text{TLI} = .04, \Delta \text{RMSEA} = .01, \Delta \text{SRMR} = .02, \Delta \text{AIC} = 415, \Delta \text{BIC} = 370 \)). Therefore, BPVs were estimated for the revised bifactor model (see Table 1 for standardized loadings).

**Factor Score Evaluation**

**Reliability**

Figure 1 shows the total information functions for the general and specific psychopathology factors. The p factor had a larger information function than the specific factors, since it had more items with larger average loadings. Factor scores were thus most reliable for the p factor, particularly at the average level. Omega hierarchical estimates were
similar: the p factor showed a relatively large omega hierarchical ($\omega_H = .71$). Hence, 71% of the overall variance, and 78% of the reliable variance ($\omega_H/\omega$) in total raw scores was accounted for by the p factor. In contrast, $\omega_{Hs}$ for the specific factors ranged from .32-.43 (see Table 1). Nonetheless, the common variance was equally split between the general (ECV = .50) and specific (ECV_s = .50) factors, demonstrating that a factor structure can still be multidimensional, even if total scores primarily reflect a single dimension, or factor scores most reliably measure the general factor.\textsuperscript{40}

**Validity**

Within-person variability in antisocial BPVs positively predicted variability in the number of offences committed ($\beta = .12, p = .043, 95\% \text{ CI} [.01, .24]$). That is, higher (or lower) antisocial scores co-occurred with more (or less) offences for each individual over time. Moreover, within-person variability in anxiety BPVs negatively predicted variability in the number of exclusions ($\beta = -.13, p = .040, 95\% \text{ CI} [-.25, -.01]$). Therefore, higher (or lower) anxiety scores co-occurred with less (or more) exclusions for each individual over time.

The number of school exclusions significantly declined over time ($\beta = -.14, p = .037, 95\% \text{ CI} [-.26, -.01]$), as well as the number of offences, albeit marginally ($\beta = -.11, p = .052, 95\% \text{ CI} [-.21, .00]$). The only factor whose effect over time predicted within-person changes in the external outcomes was p. Specifically, reductions in p (see ‘Growth Model’ for slope) positively predicted the number of offences committed ($\beta = .13, p = .012, 95\% \text{ CI} [.03, .22]$). In other words, decreases in p predicted decreases in offences. Moreover, reductions in p marginally predicted the number of exclusions ($\beta = .06, p = .064, 95\% \text{ CI} [.00, .22]$). That is, decreases in p marginally predicted decreases in school exclusions.

**Multilevel Growth Model**
Figure 2 shows the observed and predicted within-level growth curves pooled across individuals for the p factor and specific anxiety, mood, antisocial, and attention factor BPVs. Both the p factor ($\beta = -.28, p < .001, 95\% \text{ CI} [-.41, -.16]$) and specific antisocial factor ($\beta = -.27, p = .002, 95\% \text{ CI} [-.43, -.10]$) decreased over time for each individual (see Figure 2a). Furthermore, the p factor ($\beta = .03, p = .087, 95\% \text{ CI} [-.01, .07]$), but not the antisocial factor ($\beta = .01, p = .836, 95\% \text{ CI} [-.04, .05]$), showed a marginally significant quadratic growth term. That is, within-person decline in the p factor decelerated towards the follow-up period. The specific anxiety factor showed a significant linear increase over time for each individual ($\beta = .17, p = .021, 95\% \text{ CI} [.03, .32]$), which occurred at a steady pace (quadratic trend: $\beta = .00, p = .984, 95\% \text{ CI} [-.05, .05]$; see Figure 2b). Finally, the specific mood factor did not deviate from baseline ($\beta = -.06, p = .42, 95\% \text{ CI} [-.20, .08]$), while the specific attention factor maintained an elevated level throughout (linear slope: $\beta = -.01, p = .89, 95\% \text{ CI} [-.12, .14]$, See Figure 2c). Results were similar when cross-loadings were removed from the initial factor model, but within-person decline in the antisocial factor was no longer significant (see Supplement 3 and Figure S3a, available online).

Adolescents significantly varied in their initial factor levels, but not in how they changed over time (see Table S8, available online). Moreover, the correlations among random effects within and between factors, and the effects of baseline age on the random effects, were not significant, mainly due to the increase in standard errors using BPVs (see Table S8 and S9, available online).

**Discussion**

We aimed to tease apart the general and specific aspects of emotional and behavioral change in adolescents over a psychosocial intervention for antisocial activity. We found that within-person associations between symptoms were best modeled with a multilevel bifactor
model that included a general \( p \) factor and specific anxiety, mood, antisocial, and attention factors, as well as cross-loadings. Despite this multidimensional factor structure, \( p \) factor scores showed high reliability while specific factor scores were only modest. Nonetheless, both general \( p \) and specific antisocial and anxiety factors were externally validated against official records of criminal and academic activity. Within-person levels of the \( p \) factor and antisocial factor declined over the study, while the anxiety factor increased. The mood and attention factors did not change over time.

No study to our knowledge has examined within-person changes in the bifactor dimensions over a psychosocial intervention. However, one study assessed within-person changes in the bifactor dimensions of personality pathology over a ten-year naturalistic study, where patients received various treatments in an uncontrolled fashion.\(^{28}\) While the populations, time-scales, treatments, and measures differ between studies, we both found that the general factor declined over time. It is tempting to argue that reductions in these general factors reflect the non-specific or universal effects of psychological therapies.\(^{7}\) This might explain why seemingly specific interventions resulted in broad improvements in emotional and behavioral problems in the primary study\(^{18}\). Further, it might explain why the general personality disorder factor predicted widespread improvements in social, occupational, and recreational functioning.\(^{28}\) It may even explain why different evidence-based therapies tend to result in similar outcomes,\(^{16}\) as they could mainly target \( p \).\(^{5}\) Nonetheless, further controlled studies with large datasets and explicit tests for measurement invariance are necessary to test these hypothesis.

Within-person changes were also observed in the specific factors, which we argue reflect the unique effects of treatment after separating out changes common to all symptoms. Reductions in the specific antisocial factor likely reflect the specific aim of the interventions, which was to reduce antisocial behavior. This is supported by the finding that within-person
variability in the antisocial factor over time positively predicted official records of criminal activity, although the association was modest. It should be noted that decline in the antisocial factor was no longer significant when cross-loadings were removed from the model. Some may argue that decline in antisociality was a function of increases in anxiety, since the item that cross-loaded on the antisocial factor traditionally reflects anxiety (SDQ item 16: ‘I am nervous in new situations’). Nonetheless, item 16 loaded more strongly onto, and hence better reflects, the antisocial factor than the anxiety factor.

Interpreting the within-person increases in anxiety is particularly interesting since standard analyses of anxiety-related problems showed a decline in the primary study. One explanation is that once common therapeutic effects are controlled for, an increase in anxiety reflects a facilitative effect, whereby adolescents regained some level of fearfulness which is characteristically reduced in adolescents with severe conduct problems. This is partially supported by the finding that within-person variability in anxiety scores negatively but modestly predicted official records of school exclusions over time. Others have also reported that the specific internalizing factor is positively associated with teacher-reported school functioning. Alternatively, anxiety problems may have replaced antisociality as they were partial drivers of antisocial behavior. Antisocial activity can serve to protect some young people from the social situations they find challenging and will have to confront once delinquent socializing is no longer available to support their avoidance. Further work is required to test these hypotheses.

The specific mood and attention factors showed little within-person change over time, yet we found substantial reductions in these problems using standard analyses of symptom subscales. We thus argue that therapeutic change in these problems was secondary to more common processes captured by p. It is noteworthy that most outcome studies do not separate out the general and specific variance in symptom measures. Therefore, much of what is
reported as disorder-specific change using symptom subscales may be underpinned by common processes like reductions in general psychopathology.\textsuperscript{17}

It is important to interpret our results within the confines of our modeling approach. We used a multi-level bifactor model to achieve stable estimates, but at the cost of longitudinal measurement invariance testing. Measurement invariance is still assumed within the parameters: an item with a strong within-level factor loading is inherently metric invariant, in that it consistently covaries with other items over time. However, we cannot determine the relative influence of method effects (e.g., differences in measurement properties over time) or heterotypic change in psychopathology (e.g., anxiety may have increased as a function of adolescence). Therefore, the extent to which within-person change in our factors solely reflects treatment effects should be interpreted with caution. We encourage future attempts at modeling growth in the bifactor dimensions to begin with a conventional single-level model, where factors are repeatedly estimated at each time-point and parameters can be explicitly tested for longitudinal measurement invariance. Results from a preliminary invariance analysis using the conventional method suggest that factor loadings and item thresholds were partially invariant (see Supplement 2, available online).

Another limitation is that we relied on Bayesian plausible values (BPVs) rather than latent variables for computational ease. While BPVs take into account the (un)reliability of factor scores, they are still an imperfect measure of latent variables. This is especially relevant when estimating BPVs for specific factors, which showed lower reliability than the general factor since they included fewer items with weaker loadings. Consequently, the variability estimated for specific factor BPVs was higher, and might have increased type II error rates in structural coefficients (e.g., the lack of significant correlations among random effects). Our growth curves may thus lack precision and require caution in their interpretation. On a related note, model-based reliability estimates assume continuous
outcome variables. The consequences of applying continuous-variable formulae to ordered categorical variables, as we have done (as well as many others), are unknown. Researchers should thus be cautious in interpreting reliability estimates for categorical outcomes in the same way as continuous outcomes.

A further issue is our inclusion of cross-loadings which makes our chosen model more exploratory, and may introduce parameter bias by violating a simple factor structure. Work on the bifactor model of psychopathology is in its infancy, making it hard to rigorously substantiate cross-loadings. However, they coincide with emerging work on the relationship between specific factors and transdiagnostic mechanisms (e.g., anxiety without its pathological component may overlap with mechanisms associated with inhibition and compliance—mechanisms that predict better school functioning). Validating the general and specific factor BPVs against external outcomes was important in showing that they were not merely exploratory artifacts, and we encourage future bifactor studies to include external criteria as a minimum. Nonetheless, the associations between factor scores and external outcomes were only modest, and validation does not mean causation: changes in p may not have caused changes in criminal and academic activity.

A strength of our multi-level modeling approach is that changes in general and specific psychopathology factors were analyzed at the within-person level. Most, but not all, bifactor studies have modeled these factors at the between-person level. Therefore, while there is growing evidence that the average levels of symptoms co-occur between individuals, it was unknown whether symptoms positively co-occur within a given individual. Our findings suggest that individual levels of general psychopathology can be reduced by a psychosocial intervention. Therefore, therapeutic change should be assessed more globally, within the system of emotional and behavioral problems experienced at the clinical or subclinical level by each young person, rather than just the disorder treated.
It may be fruitful to examine other large trials using a bifactor approach to inform hypotheses about specific interventions that appear non-specifically related to multiple disorders. For example, a bifactor analysis separating out syndromal, spectral, and general factor changes may identify different predictors of outcome at different levels of the hierarchy, enabling improved answers to the ‘what works for whom’ question,\textsuperscript{56} such as identifying those who are more likely to benefit from pharmacological as opposed to psychosocial interventions or indeed from different forms of psychosocial treatment. Similar considerations apply to comparisons between pharmacological agents where evidence for differential effectiveness is scarce and indications for targeted prescribing scarcer still.\textsuperscript{57} We encourage researchers to apply the bifactor model in their analyses of within-person symptom change to tease apart the differential effects of general and specific therapeutic processes.
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Table 1. Within-level Standardized Factor Loadings for the Revised Bifactor Model With Cross-loadings.

<table>
<thead>
<tr>
<th>Scale/Item</th>
<th>General</th>
<th>Anxiety</th>
<th>Antisocial</th>
<th>Attention</th>
<th>Mood</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SDQ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. I get a lot of headaches</td>
<td>0.53***</td>
<td></td>
<td>0.33***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. I worry a lot</td>
<td>0.56***</td>
<td></td>
<td>0.48***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. I am often unhappy</td>
<td>0.68***</td>
<td></td>
<td>0.29***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16. I am nervous in new situations</td>
<td>0.53***</td>
<td>0.24***</td>
<td>-0.32***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24. I have many fears</td>
<td>0.44***</td>
<td></td>
<td>0.45***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. I get very angry</td>
<td>0.65***</td>
<td></td>
<td>0.25***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. I [do not] usually do as I am told</td>
<td>0.38***</td>
<td>-0.48***</td>
<td>0.26***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. I fight a lot</td>
<td>0.37***</td>
<td></td>
<td>0.61***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18. I often get accused of lying or cheating</td>
<td>0.48***</td>
<td>0.33***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22. I take things that are not mine</td>
<td>0.28***</td>
<td></td>
<td>0.50***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. I am restless</td>
<td>0.45***</td>
<td></td>
<td>0.68***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. I am constantly fidgeting</td>
<td>0.49***</td>
<td></td>
<td>0.66***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15. I am easily distracted</td>
<td>0.54***</td>
<td></td>
<td>0.47***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21. I [do not] think before I do things</td>
<td>0.45***</td>
<td>-0.53***</td>
<td>0.16***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25. I [do not] finish the work I am doing</td>
<td>0.33***</td>
<td>-0.40***</td>
<td>0.16***</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>MFQ</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. I felt miserable/unhappy</td>
<td>0.52***</td>
<td></td>
<td>0.49***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. I didn’t enjoy anything</td>
<td>0.42***</td>
<td></td>
<td>0.61***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. I felt so tired I just sat around and did nothing</td>
<td>0.38***</td>
<td>0.49***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. I was very restless</td>
<td>0.48***</td>
<td></td>
<td>0.40***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. I felt I was no good anymore</td>
<td>0.63***</td>
<td></td>
<td>0.53***</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
M = 0.48 \quad 0.40 \quad 0.38 \quad 0.43 \quad 0.50
\]

\[
SD = 0.11 \quad 0.10 \quad 0.14 \quad 0.26 \quad 0.08
\]

\[
\omega/\omega_s = 0.92 \quad 0.85 \quad 0.79 \quad 0.82 \quad 0.83
\]
<table>
<thead>
<tr>
<th>$\omega_H \omega_{Hs}$</th>
<th>0.72</th>
<th>0.34</th>
<th>0.32</th>
<th>0.35</th>
<th>0.43</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECV / ECV$_S$</td>
<td>.50</td>
<td>.14</td>
<td>.10</td>
<td>.12</td>
<td>.14</td>
</tr>
</tbody>
</table>

Note: ECV = Explained Common Variance; ECV$_S$ = Explained Common Variance subscale; $M =$ mean; MFQ = Mood and Feelings Questionnaire; SD = standard deviation; SDQ = Strengths and Difficulties Questionnaire; $\omega =$ Omega; $\omega =$ Omega subscale; $\omega_H =$ Omega hierarchical; $\omega_{Hs} =$ Omega hierarchical subscale.

*** $p < .001$; ** $p < .01$; * $p < .05$. 
Figure 1. Total Information Functions for the General (p) and Specific (Antisocial, Anxiety, Attention, Mood) Psychopathology Factors

Note: Higher information (Y-axis) reflects lower standard errors hence greater reliability at different levels of the latent trait (θ; X-axis). The zero-point reflects mean factor levels.
Figure 2. Predicted and Observed Within-level Growth Curves for the General ($p$) and Specific Factors Over the Treatment and Follow-up Period

Note: Average predicted trajectories (curves) and observed means (data points with error bars) for (A) the general psychopathology and specific antisocial factors, (B) the specific anxiety factor, and (C) the specific mood and attention factors. The zero-point reflects the factor mean. Error bars indicate 95% CIs.