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!ōǎǘǊŀŎǘ 
The scientific approach of modelling uses manipulation of simpler systems in order to 

understand aspects of more complex ones. This method is extensively used to understand the 

biology of complex organisms through studying representative cells artificially cultured in vitro. 

The work presented here uses in vitro cell line model systems to investigate two aspects of cell 

biology: the coupling between the circadian clock and cell cycle, and the role BEST1 protein 

localisation in Autosomal Dominant Vitreoretinochoroidopathy (ADVIRC) disease. 

1. 

The circadian clock is an internal time-keeping mechanism that allows organisms to anticipate 

daily environmental changes. This mechanism operates at an organismal level as well as being 

intrinsic to each cell through oscillating genetic negative feedback loops. One of the many 

cellular functions that has been found to be regulated by the circadian clock is cell cycle 

progression. However, it is still an outstanding question as to whether the circadian clock drives 

cell cycle progression actively or whether it passively gates particular cell cycle transitions to 

certain times of day. In the first experimental chapter zebrafish (Danio rerio) cell lines are used 

to investigate the relationship between the circadian clock mechanism and cell cycle behaviour. 

This relationship is examined at a population and single cell level to address the question as to 

the effect of varying the circadian clock period on the timing and average length of the cell cycle 

output. It is demonstrated that altering the period length of the circadian oscillation affects the 

timing of cell cycle progression, but not the length of the cell cycle or its phases. This provides 

strong evidence in support of the gating theory of circadian regulation of the cell cycle. In the 

second experimental chapter the effects of cell density on this coupling between the circadian 

clock and cell cycle are considered. It is shown that this coupling is not observed in cell 

populations that are at low density and that are highly proliferative, providing insight into how 

the assay conditions used in previously published work on this coupling could be contributing to 

conflicting results. 

2. 

Bestrophinopathies are a group of retinal dystrophic diseases that share a common cause: 

mutations in the Bestrophin-1 (BEST1) gene, expressed in the retinal pigmented epithelium 

(RPE). Epithelial cell models, particularly derived from the kidney, have been used as models to 

study the function and dysfunction of the BEST1 protein in RPE cells through overexpression of 

the BEST1 gene. The results of these studies have suggested that in ADVIRC disease mutant 

BEST1 shows mis-splicing defects. However, this has not been supported by work using induced 
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pluripotent stem cell-derived RPE (iPS-RPE) cell models, raising the question as to whether the 

model cells used are providing accurate insights into the actual properties of native RPE. 

In this section human epithelial cell lines are used to investigate the relationship between 

specific point mutations in the gene Bestrophin1 and the localisation within the cell of the 

resulting protein product. It is shown that the localisation of an ADVIRC mutant BEST1 protein 

depends partially on the cell line used to express it, as well as the cell culture conditions used. 

This suggests that the use of non-RPE model cell lines for investigating Bestrophin-1 may be 

leading to conclusions that do not apply in vivo. 
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LƳǇŀŎǘ {ǘŀǘŜƳŜƴǘ 
The experimental work and academic discussion presented in this thesis could be put to 

beneficial use both inside and outside an academic research setting. 

In the first experimental chapter, evidence is presented in favour of the gating model of the 

circadian regulation of the cell cycle, specifically that the circadian clock alters the timing but 

not the rate of cell division. These findings increase our understanding of the adaptive role of 

the circadian clock in regulating cell physiology and behaviour. One potential beneficial use for 

this finding beyond the field of circadian biology is that control of the circadian clock phase may 

be a route by which cell cycle progression could be influenced. This in turn could have 

applications in the study and control of the cell cycle in development, regeneration, or cancer 

progression. The experimental protocol and analysis techniques developed in this chapter can 

also be used more broadly in the field of circadian biology to study clock outputs in live cells 

under continuous circadian entrainment. 

In the second experimental chapter, cell density is shown to affect the circadian clock regulation 

of the cell cycle that was investigated in the first chapter. It is shown how the same experiment 

performed at different densities could result in a different set of results and conclusions. 

Beyond circadian biology, there are broadly-applicable insights that can be generalised from 

these two chapters. The first is that the behaviour of cells at a population level may emerge from 

unexpected behaviour at a single-cell level, and that the understanding of fluctuating or periodic 

changes in cell state requires consideration of the internal state of individual cells. Second, that 

cell density represents an overlooked factor that could in principle be the hidden variable 

causing conflicting results from otherwise similar experimental protocols. 

The third experimental chapter considers the modelling of retinal disease in vitro, and so has 

more potential short-term benefit outside of an academic setting. Research into the 

mechanisms of human disease has obvious potential benefits for human health, but the primary 

insight from the work presented in this chapter relates to the methodology of this research. The 

results presented suggest that use of different model cell lines to investigate the function of the 

protein Bestrophin-1 could lead to conflicting results that are not representative of what occurs 

in vivo. 
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This thesis will introduce, present, and discuss two separate projects over three experimental 

chapters. The first project uses a zebrafish embryonic cell line to investigate the well-established 

coupling between the circadian clock and cell cycle machinery. Specifically the first experimental 

chapter aims to address ǘƘŜ ǉǳŜǎǘƛƻƴ ŀǎ ǘƻ ǿƘŜǘƘŜǊ ǘƘŜ ŎƛǊŎŀŘƛŀƴ ŎƭƻŎƪ ƛǎ ŀƴ ŀŎǘƛǾŜ ΨŘǊƛǾŜǊΩ ƻŦ ǘƘe 

ǇǊƻƎǊŜǎǎƛƻƴ ƻŦ ǘƘŜ ŎŜƭƭ ŎȅŎƭŜ ƻǊ ǿƘŜǘƘŜǊ ƛǘ ΨƎŀǘŜǎΩ ŎŜƭƭ ŎȅŎƭŜ ǇǊƻƎǊŜǎǎƛƻƴ ǘƻ ǇŀǊǘƛŎǳƭŀǊ ǘƛƳŜǎ ƻŦ ŘŀȅΦ 

The data presented in this chapter has been published elsewhere in a paper addressing the same 

question(Laranjeiro et al. 2018). 

The second experimental chapter extends the methodologies developed in the first chapter to 

investigate the effects of cell density on the coupling of the circadian clock and cell cycle. The 

aim of this chapter is to assess cell density as a meaningful hidden variable in the circadian 

regulation of the cell cycle, and then use this framework to provide plausible and testable 

explanations for apparently contradictory results in the published literature. 

The second project, and third experimental chapter, investigates the effect of introducing 

Bestrophinopathy patient mutations into the gene Bestrophin-1 through overexpression in 

epithelial cell line models. The aim of this chapter is to address the question as to whether 

contradictory results in the published literature as to the effects of specific mutations are due in 

part to the choice of cell line model. 

The two projects use different species and cell lines to address questions related to distinct areas 

of cell biology. However, both use in vitro cellular models to attempt to answer these questions. 

A model is only useful if it replicates the significant properties of the more complex system about 

which one is trying to draw conclusions. Therefore the final aim of this thesis is to actively 

consider what properties of these models, and others in the published literature, may be 

unrepresentative of the organ or organism-level biological systems that they are being used to 

represent. 
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2.1 Introduction to the circadian clock and its regulation of the cell cycle 

2.1.1 Circadian clocks 

Organisms do not just passively respond to daily changes in their environment but actively 

anticipate them. Even when kept in constant conditions many aspects of behaviour and 

physiology continue to show daily rhythms of around 24 hours. This internal timekeeping is 

known as the circadian clock, the word itself being derived ŦǊƻƳ ǘƘŜ [ŀǘƛƴ ΨcircaΩ ŀƴŘ ΨdiesΩ ƻǊ 

ΨŀǊƻǳƴŘ ŀ ŘŀȅΩΦ ¢Ƙƛǎ ŎƭƻŎƪ Ƙŀǎ ōŜŜƴ ŦƻǳƴŘ ǘƻ ǊŜƎǳƭŀǘŜ ŀ Ǿŀǎǘ ŀǊǊŀȅ ƻŦ ōŜƘŀǾƛƻǳǊŀƭ ŀƴŘ 

physiological processes in organisms across the tree of life. The focus of this chapter is the 

circadian clock regulation of just one of these: the cell cycle. 

In this introduction the circadian clock will first be introduced conceptually, and then the cellular 

mechanism that regulates this timekeeping will be introduced. From there the cell cycle will be 

introduced and what is known about the circadian regulation of the cell cycle will be presented. 

Two contrasting theoretical models of this regulation will then be presented: The driving model 

and the gating model. Finally the zebrafish, Danio rerio, will be introduced as a unique model 

organism for studying circadian clock regulation of the cell cycle. 

2.1.1.1 Adaptive functions of the circadian clock 

Almost every eukaryotic organism studied shows some form of circadian clock mechanism and 

behaviour. This clock mechanism and function can be completely disrupted through targeted 

mutation without rendering an organism inviable. Therefore because clock function is not 

essential for life but is still so widespread, it must confer major adaptive advantages in a huge 

range of niches. Cyanobacteria also show circadian clock function and gene expression(Kondo 

et al. 1993). Circadian function has not been convincingly shown for non-cyanobacterial 

bacteria(Maniscalco et al. 2014), but may exist in archaebacterial cells(Whitehead et al. 2009). 

Broadly speaking, the core function of the circadian timekeeping mechanism is to keep track of 

time internally such that external changes can be anticipated. The adaptive advantage of this is 

to enable an organism to anticipate changes in its environment in order to optimise its behaviour 

or physiology. 

The most fundamental environmental rhythms are changes in the physical environment such as 

light intensity, ultraviolet light exposure, and temperature. The circadian closure of plant 

stomata to prevent excess water loss is a circadian response to the external abiotic factor of 

temperature(Holmes & Klein 1986). Circadian regulation of the efficiency of nucleotide repair in 

human fibroblasts(Bee et al. 2015), and sensitivity to ultraviolet light (UV) damage in the 

flagellate Euglena(Bolige et al. 2005) are likely adaptations to midday sunlight exposure. 



  29 
 

Interactions of organisms with each other also follow circadian rhythms. For example prey 

species may use the cover of darkness for foraging and finding a mate.  

Interactions between cells, tissues, and organs within a single organism may also vary in 

circadian fashion. For example, liver genes involved in processing of nutrients have been shown 

to be rhythmic in mice(Kornmann et al. 2001), peaking at the start of the active feeding phase. 

Partitioning in time also appears to occur between enzymes involved in biochemically opposed 

processes in the same tissue, such as the expression of glycogen synthase and glycogen 

phosphorylase in rat liver(Ishikawa & Shimazu 1980). 

2.1.1.2 Defining characteristics of circadian clocks 

2.1.1.2.1 Circadian systems free-run under constant conditions 

What differentiates circadian rhythmicity from a direct environmental response that shows a 

daily rhythm? A behaviour or physiological variable that continues to show oscillations of around 

24 hours when the organism is kept under constant conditions can be said to be circadian. Under 

these constant conditions the circadian clock is said to be free-running. 

2.1.1.2.2 Circadian systems are entrained by an external stimulus 

Outside of artificial constant conditions circadian oscillations are entrained by particular external 

stimuli, most ŎƻƳƳƻƴƭȅ ǎǳƴƭƛƎƘǘΦ !ƴ ŜƴǘǊŀƛƴƛƴƎ ǎǘƛƳǳƭǳǎ ƛǎ ƪƴƻǿƴ ŀǎ ŀ ȊŜƛǘƎŜōŜǊΣ ƻǊ ΨǘƛƳŜ-ƎƛǾŜǊΩΦ 

Why is entrainment necessary? Free-running circadian clock periods are never exactly equal to 

24 hours and so entrainment is necessary to maintain a stable phase-relationship between the 

external time and internal time. 

Stimuli other than light can operate as zeitgebers in an organism or tissue-dependent manner. 

For example, feeding can be used to entrain tissues of the liver,(Stokkan et al. 2001) kidney, 

heart and pancreas of mice and decouple them from the phase of entrainment of other 

tissues(Damiola et al. 2000). Feeding can also entrain tissues of the zebrafish gut(Peyric et al. 

2013). Small temperature changes are also sufficient to entrain some mammalian cells(Brown 

et al. 2002), and in flies even mechanical stimulation can be used as a zeitgeber(Simoni et al. 

2014). Unless otherwise stated the zeitgeber referred to throughout this document will be light 

exposure. 

To demonstrate entrainment of the circadian clock by a periodic stimulus such as light, 

temperature, or feeding schedule, it is not sufficient to merely demonstrate rhythmic output 

with the same period as the stimulus input. For true entrainment the periods should be equal 

with a stable, unique phase angle (which will differ between zeitgebers and species)(Pittendrigh 

& Daan 1976b). In addition, once released from entrainment the phase progression of the 

output should be predictable from the releasing phase of the input. If these conditions are not 
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ŦǳƭŦƛƭƭŜŘ ǘƘŜƴ ǘƘƛǎ ǎǳƎƎŜǎǘ ŀ ŘŜƎǊŜŜ ƻŦ ŘƛǊŜŎǘ ǊŜǎǇƻƴǎŜΣ ƻǊ ΨƳŀǎƪƛƴƎΩΣ ƛǎ ƻŎŎǳǊǊƛƴƎΦ hŦǘŜƴ ōƻǘƘ 

entrainment and masking occur together, and the amount of masking seen may itself vary in a 

circadian manner(Mrosovsky 1999; Reebs 1994). 

Artificial entrainment periods that differ from the natural 24 hours (T-cycles) can be used to 

illuminate whether true entrainment is occurring. Under entrainment the driven period 

becomes the same as the driver. There is a stable, unique phase angle between the zeitgeber 

and circadian clock for each length of T-cycle. However if the phase angle remains constant 

between T-cycles, then this suggests that the output is a direct response to the input, in other 

words masking. 

2.1.1.2.3 Circadian systems are temperature-compensated 

Biochemical reactions show a higher rate of reaction at higher temperatures. However, the 

oscillation of the circadian clock must not significantly speed up or slow down with temperature 

fluctuations. This is important functionally because even if an entraining zeitgeber is present to 

keep the period of the clock stable, a faster or slower running clock would alter the phase angle 

between parts of the cycle and the external time, compressing or expanding parts of the cycle 

relative to each other. Thus, in addition to the ability to free-run with a period close to 24 hours 

and the ability to be entrained by an external zeitgeber, the third key defining property of a 

circadian clock is that it is temperature-compensated(Pittendrigh 1960; Tsuchiya et al. 2003). 

Generally clock systems appear to be slightly over-compensated(Hastings & Sweeney 1957). It 

is not currently known how temperature compensation occurs, although there are theories(Kidd 

et al. 2015; Kurosawa & Iwasa 2005). These include thermal destabilisation of clock components 

or their dimers counteracting increased reaction rates; balancing of transcription and 

degradation rates; temperature-dependent splicing, as seen to occur in Neurospora(Diernfellner 

et al. 2005); or temperature-sensitive post-translational modifications to core clock components 

such as phosphorylation(Shinohara et al. 2017) or sumolation(Hansen et al. 2017). 

2.1.1.3 Phase-response curves 

A key feature of circadian entrainment, in contrast to masking, is that the response of the 

circadian system to the stimulus is dependent on the phase the circadian system is currently in. 

Thus a light-pulse of 15-minutes given to a free-running rodent in otherwise constant 

conditions(Pittendrigh & Daan 1976b) will either shift its pattern of activity to occur earlier 

(phase-advance), later (phase-delay), or leave it unaffected. These responses can be plotted into 

a phase-response curve, which illustrates the continuously varying response to a particular 

entraining stimulus and can be used to predict the outcome of particular stimulus patterns. 

An appropriate phase-response distribution will mean that a stable phase angle can in theory be 

maintained even if the intensity and duration of the entraining stimulus varies (for example 
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between summer and winter conditions)(Pittendrigh & Daan 1976c; Daan & Aschoff 1975). 

Whether this is adaptive at a species level would depend on what aspects of the daily 

environmental change are most relevant to survival. For example, for a prey species active in 

the first few hours after dusk, maintaining a stable activity phase-angle to midday could be less 

important than maintaining a stable activity phase angle with sunset. A long free-running period 

combined with a predominately advancing phase response distribution would results in dawn 

tracking, while a short free-running period combined with a predominately delaying phase 

response distribution would result in dusk tracking. However, despite the pleasing simplicity of 

this dawn/dusk tracking model the comparison of the lengths of free-running periods of day-

active and night-active animals does not provide much support(Johnson 1999). 

As a model for the effects of zeitgeber stimulus on clock outputs, the phase-response curve can 

be useful to explain some features of circadian entrainment. Below light will be used as the 

example zeitgeber. 

Figure 2.1A shows an idealised diagram of a typical type 1 phase-response curve. The curve itself 

would be produced from a series of individual points, each showing the effect of a pulse of light 

on the phase of the output. Thus the curve shows where in the circadian cycle light produces a 

phase-advance (above the dotted line), or a phase-delay (below the dotted line). The x-axis 

shows circadian phase and the y-axis shows phase response to a stimulus at that phase. The part 

ƻŦ ǘƘŜ ŎǳǊǾŜ ǘƘŀǘ ƭƛŜǎ ƻƴ ǘƘŜ ŘƻǘǘŜŘ ƭƛƴŜ ƛǎ ǘƘŜ ΨŘŜŀŘ ȊƻƴŜΩ ǿƘŜǊŜ ƴƻ ǇƘŀǎŜ-response is seen. 
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Figure 2.1 The phase-response model of circadian entrainment.  A) An idealised typical type 1 phase-

response curve. B) A phase advance and phase delay cancel to produce a stable entrainment. C) 

Entrainment through skeleton photoperiods explained through balancing phase advance and phase delay. 

D) A short photoperiod and a24-hour circadian clock period combine to produce an unstable phase-

relationship. E) Mis-matching of a long free-running period and shorter entraining period are 

compensated by net phase advance. F) Mis-matching of a short free-running period and longerentraining 

period are compensated by net phase delay 

Figure 2.1B shows how the phase-response curve relates to a 24-hour 12:12 light:dark 

entrainment scheme. Below the phase-response curve is the entraining light cycle. Here the 

assumption is that the free-running clock period is the same as the entraining zeitgeber, 24 

hours. Thus the total phase advance and phase delay must cancel out for stable entrainment to 

occur, the red and blue areas between the phase-response curve and the axis have equal area. 

If the clock phase were slightly early then more light would fall during the phase-delay zone and 

less during the phase-advance zone. Thus the clock period would lengthen slightly and gradually 

return to the stable phase-relationship. The reverse would occur if the clock phase were slightly 
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late. This response is seen during jet-lag, where over a series of days the disrupted phase-

relationship between clock and zeitgeber is corrected. 

In this way the circadian clock can be seen as a homeostatic mechanism, maintaining the phase-

relationship between the internal circadian phase to the external zeitgeber phase. 

Figure 2.1C shows how this phase-response curve model can explain ΨskeletonΩ photoperiods, 

where the light stimulus is only given for a short time at the beginning and end of the usual light 

cycle(Pittendrigh & Minis 1964). Here it can be seen that so long as the blue phase-delay and 

red phase-advance areas are equal then stable entrainment will still be maintained. 

Free-running circadian periods are never exactly 24 hours. Figure 2.1D shows why this could be 

considered an adaptive feature rather than a lack of accuracy. The figure shows two entraining 

photoperiods with short light cycles relative to the dead zone. Because the entirety of the 

stimulus falls within the dead zone then no correction occurs and the phases of the clock and 

the zeitgeber can drift apart. Depending on the length of the light period relative to the dead 

zone this drift could cover several hours. By being reliably shorter or longer than the natural 

entraining light period of 24 hours, circadian clocks avoid this deadzone by daily correction. This 

is shown in Figure 2.1E+F, which show a long-running clock in a stable phase-relationship 

through a daily phase-advance and a short-running clock in a stable phase-relationship through 

a daily phase-delay. 

A consequence of the need for correction is that the phase-relationship will change. For example 

a clock output period that is two hours shorter than the entraining stimulus period will need two 

hƻǳǊΩǎ ǿƻǊǘƘ ƻŦ ƴŜǘ ǇƘŀǎŜ-delay, while one that is two hours longer will need two hours of net 

phase-advance. This will mean that the stable state for those two conditions will involve a 

different phase-angle relationship between the clock output and entraining stimulus, as can be 

seen by comparing Figure 2.1E+F. This predicts that a short-clock organism will show earlier 

clock output activity than a long-clock organism of the same species. This is exactly what is seen 

using tau mutant hamsters(Ralph & Menaker 1988) and in flies(Hamblen-Coyle et al. 1992). 

Just as a stable zeitgeber with a 24-hour period can entrain circadian outputs with a range of 

free-running periods, a circadian output can be entrained to a range of zeitgeber periods (known 

as T-cycles). In this case the stable phase-relationship will be found that induces the appropriate 

net phase advance of delay to stretch or compress the free-running clock output to the length 

of the entraining zeitgeber period. It can immediately be seen from the phase-response curve 

that there is a maximum amount of phase-advance or phase-delay that can be achieved in a 

particular system, which will limit the range of T-cycles to which the circadian output can be 

entrained. This will vary according to the shape and amplitude of the phase-response curve, as 
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well as the free-running period of the clock output. It can also be seen that under different T-

cycles the phase-relationship between the circadian output and the entraining stimulus will vary, 

which would not be the case with a direct (masking) response. 

It must be noted that phase-response curves are not the only way of representing circadian 

entrainment. For example, the velocity-response curve model(Pittendrigh & Daan 1976a; Taylor 

et al. 2010) is very similar to the phase-response curve model in practice. Conceptually a phase-

response can be thought of as a special case of the velocity-response where the phase-shift is 

instantaneous, discrete rather than continuous. Biologically speaking any phase-shift in the clock 

would be brought about through altering the chemistry of the feedback loop and so would take 

time. An exception would be if a portion of the clock phase was skipped entirely, perhaps 

through the loss of the usual peak expression of a core component through increased inhibition. 

Inevitably any perturbation to the free-running clock oscillation will affect some components of 

the clock mechanism before others, for example a light pulse influences Cryptochrome 

expression in zebrafish, which then influences other clock components(Tamai et al. 2007). Thus 

one runs into the limitations of the metaphor of a mechanical biological clock. 

2.1.2 Circadian clock organisation and hierarchy in vertebrates 

In the last few decades much research has been done to elucidate the mechanisms of circadian 

function across a range of species. 

2.1.2.1 Hierarchical organisation of the circadian clock in vertebrates 

The circadian clock of vertebrates is primarily entrained by daylight. In mammals this 

entrainment occurs from the eye, via the retinohypothalamic tract(Moore & Lenn 1972), to a 

small nucleus of the hypothalamus called the Suprachiasmatic Nucleus (SCN). Destruction or 

removal of this nucleus eliminates circadian rhythmicity of locomotor activity(Stephan & Zucker 

1972; Moore & Eichler 1972), and transplantation of the nucleus from one individual to another 

is sufficient to restore behavioural rhythms in genetically arrhythmic animals(Sujino et al. 2003), 

with the free-running period of the donor(Ralph et al. 1990). The SCN therefore functions as a 

central pacemaker, determining the circadian variations seen in downstream behaviour and 

physiology through a cascade of hormonal release and neural projections to brain regions such 

as the nearby hypothalamus(Kalsbeek et al. 2006; Van Der Beek et al. 1997; Dai et al. 1998; Buijs 

et al. 2003). 

The body temperature of birds and mammals is circadian(Aschoff 1983). Human blood pressure 

shows daily rhythms(Millar-Craig et al. 1978). Mice show circadian rhythms of insulin resistance, 

and clock-disrupted mice have been shown to be prone to obesity and metabolic disease (Shi et 

al. 2013; Turek et al. 2013). Shift work in humans appears to correlate with metabolic 

diseases(Karlsson et al. 2001; Karlsson et al. 2003) and cardiovascular diseases(Ellingsen et al. 
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2007). Daily rhythms in physiology and responses to drugs(Mormont & Levi 2003) and 

chemotherapy agents(Li et al. 2013) have led to calls for more work investigating the efficacy 

for chrono-therapeutics, treatments optimised according to time of day(Lévi et al. 2007). There 

also appears to be circadian variation in fear conditioning in mice(Eckel-Mahan et al. 2008), and 

cognitive function in humans(Wright et al. 2012). 

2.1.2.2 Peripheral circadian clocks 

Intrinsic circadian rhythmicity is not restricted to the SCN in vertebrates. It is now known that all 

cells contain their own intrinsic circadian clock(Balsalobre et al. 1998; Welsh et al. 2004; Yoo et 

al. 2004; Whitmore et al. 2000). Therefore the SCN might be more accurately be thought of as 

both a master pacemaker and as an internal zeitgeber, necessary for entraining the cells of the 

body and keeping tissues and organs appropriately synchronised. For example, liver circadian 

output is only partially rescued in Clock-deficient mutant mice by restoration of SCN Clock 

function(Hughes et al. 2012). In mouse liver the expression of core clock gene Per2 is driven by 

a combination of cell-intrinsic oscillators and systemic cues(Kornmann et al. 2007). 

2.1.2.3 Tissue-specific clock output 

As tissues and organs fulfil vastly different functions in the body and at different times of day, it 

is not surprising that the downstream clock-regulated gene expression differs between them. 

Liver genes involved in the processing of nutrients were shown to be rhythmic in mice(Kornmann 

et al. 2001), and daily cycles were found in hundreds of transcripts that were mostly specific to 

the liver or SCN(Panda et al. 2002; Akhtar et al. 2002). Analysis of the mouse liver proteome 

suggests that up to 20% of soluble proteins show some level of circadian control(Reddy et al. 

2006). Around 8-10% of expressed genes in both the mouse heart and liver were found to be 

circadian, with very little overlap(Storch et al. 2002). In a recent study of mice 45% of protein-

coding genes were shown to have circadian oscillation in at least one of the tissues 

examined(Zhang et al. 2014). 

2.1.3 The cellular mechanism of the circadian clock 

2.1.3.1 The transcription-translation feedback loop 

Investigation of the animal circadian clock genetic machinery began in fruit flies. These forward 

genetic screens identified mutations and genes that could disrupt circadian clock rhythmicity or 

alter the length of the free-running period. For example, three mutants that affected clock 

period of activity and pupa eclosion were found and tracked to the same genetic locus(Konopka 

& Benzer 1971). The gene responsible was cloned in 1984 and is now known as period(Bargiello 

et al. 1984). 

DǊŀŘǳŀƭƭȅ ŀ ǇƛŎǘǳǊŜ ŜƳŜǊƎŜŘ ƻŦ ŀ ǎŜǘ ƻŦ ŎƻǊŜ ΨŎƭƻŎƪΩ ƎŜƴŜǎ ǘƘŀǘ ƻǎŎƛƭƭŀǘŜŘ ƛƴ ŀ ǘǊŀƴǎŎǊƛǇǘƛƻƴ-

translation feedback loop (TTFL). Core transcription factors promote the expression of 



  36 
 

repressive elements that inhibit their own expression(Lowrey & Takahashi 2004).The molecular 

basis of the circadian clock in vertebrates was found to have a very similar basis as in the fruit 

fly, with several orthologous genes operating, such as the mammalian Clock and drosophila 

CLK(Allada et al. 1998), the mammalian Cry and Drosophila CRY, and the mammalian Timeless 

and insect TIM(Chi et al. 2017). 

Figure 2.2, taken from Mohawk et al., 2012(Mohawk et al. 2012), shows the main components 

of the two TTFL arms in the mammalian clock. The core clock effectors are the transcription 

factors CLOCK and BMAL1(Vitaterna et al. 1994; King et al. 1997). These heterodimerise to effect 

transcription of downstream clock targets as well as the PER family and CRY family 

proteins(Gekakis et al. 1998; Kume et al. 1999). CRY and PER dimerise, and after phosphorylation 

of PER they translocate to the nucleus and inhibit the CLOCK-BMAL1 transcriptional activity and 

thus their own transcription(Kume et al. 1999; Sato et al. 2006). CRY proteins are necessary for 

normal circadian expression of Per1 and Per2 in the SCN(Vitaterna et al. 1999) and mice lacking 

both CRY1 and CRY2 show complete loss of circadian rhythmicity(Van Der Horst et al. 1999). 

Mice lacking both PER1 and PER2 paralogues also do not show circadian rhythmicity(Zheng et 

al. 2001). 

 

Figure 2.2 The Transcriptional-translational feedback loop (TTFL) of the vertebrate circadian clock. 

Figure taken from Mohawk et al., 2012. The two primary feedback loops are shown. 1) BMAL1-CLOCK 

heterodimers promote transcription of the PER and CRY family genes. PER and CRY proteins dimerise. And 

translocate back into the nucleus to repress their own transcription and other BMAL1-CLOCK transcription 

factor activity. Outside of the nucleus post-translational phosphorylation of CRY and PER leads to their 
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eventual degradation. 2) CLOCK-BMAL1 also promotes the transcription of Rev-ŜǊōʰ ŀƴŘ whwʰΣ ǿƘƛŎƘ 

repress and promote transcription of BMAL1 respectively. 

Cytoplasmic PER and CRY are each phosphorylated by casein kinase I (CKI)(Ralph & Menaker 

1988; Lowery et al. 2000; Akashi et al. 2002) and AMP kinase (AMPK)(Lamia et al. 2009) 

respectively, which targets them for ubiquitination and degradation by BetaTrCP(Eide et al. 

2005) and SCFFbxl3 respectively(Busino et al. 2007; Godinho et al. 2007; Siepka et al. 2007). Thus 

the processes of PER and CRY transcription-translation and degradation oscillate in opposition. 

Meanwhile a second feedback loop is in operation. CLOCK-BMAL1 also effects transcription of 

the ROR family(Sato et al. 2004) and REV-ERB family genes(Preitner et al. 2002). Once translated, 

these proteins compete for RORE binding sites(Guillaumond et al. 2005) and promote(Sato et 

al. 2004; Akashi & Takumi 2005) or repress(Preitner et al. 2002) BMAL1 expression respectively. 

This picture is a simplification. Clock function is also affected by non-redundancy among the 

component paralogues. For example, mouse CRY2 has a functionally different C-terminal tail 

than CRY1, which is phosphorylated by DYRK1A, which primes for phosphorylation by GSK-3 ,̡ 

and which leads to degradation(Kurabayashi et al. 2010). Also Ror family genes show tissue-

specific expression(Guillaumond et al. 2005), which will affect activation of Bmal1 transcription. 

2.1.3.2 Post-translational modifications 

Apart from the phosphorylation and ubiquitination of CRY and PER proteins, there is emerging 

evidence that other post-translational modifications play a role in regulation of the TTFL. In 

mouse liver, circadian rhythms in H3 histone acetylation in the promoters of  PER1, PER2, and 

CRY1 have been shown(Pacha & Sumova 2013), as well as changes in PER transcriptional 

repression due to changes in histone methylation(Brown et al. 2005), and regulation of BMAL1 

expression via CLOCK-induced SUMOylation(Cardone et al. 2005). SUMOylation also appears to 

be involved in the regulation of circadian clock period and temperature compensation in the 

plant Arabidopsis thaliana(Hansen et al. 2017). 

2.1.3.3 Non TTFL clock mechanisms 

There is gathering evidence that the TTFL is not the only circadian timekeeping system possible. 

The three core Kai proteins of the cyanobacterial clock mechanism have been shown in vitro not 

to require transcription for their circadian oscillations in phosphorylation(Nakajima et al. 2005), 

suggesting that the TTFL is not a necessary component in biological timekeeping systems. 

More recently the dogma of the core transcription-translation feedback loop clock mechanism 

in eukaryotic cells has been challenged by the discovery of circadian oscillations independent of 

TTFL. Human red blood cells (which lack nuclei and therefore transcription) have been shown to 

exhibit circadian cycles in the redox potential of the antioxidant proteins peroxiredoxinsόhΩbŜƛƭƭ 
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Ŝǘ ŀƭΦ нлммΤ hΩbŜƛƭƭ ϧ wŜŘŘȅ нлммύΦ ¢Ƙƛǎ ΨǊŜŘƻȄ ŎƭƻŎƪΩ ǇŜǊǎƛǎǘǎ ƛƴ Ŏƻƴǎǘŀƴǘ ŎƻƴŘƛǘƛƻƴǎΣ ƛǎ 

entrainable, and is temperature-compensated. 

2.1.4 The cell cycle 

The cell cycle is the process by which one cell becomes two. DNA and cellular components are 

replicated and partitioned and the cell divides. It is the fundamental basis of all cellular 

reproduction and in multicellular organisms its regulation is absolutely critical for 

embryogenesis, growth, maintenance and repair. Cancer is at its core a disease of the cell cycle. 

hŦ ǘƘŜ ǎƛȄ ΨŀŎǉǳƛǊŜŘ ŎŀǇŀōƛƭƛǘƛŜǎ ƻŦ ŎŀƴŎŜǊΩ ƛŘŜƴǘƛŦƛŜŘ ōȅ IŀƴŀƘŀƴ(Hanahan et al. 2000), four (self-

sufficiency in growth signals, insensitivity to anti-growth signals, evading apoptosis, and limitless 

replicative potential) relate specifically to a dysregulated cell cycle. To avoid pathology a cell 

must divide when, and only when, it is appropriate. In multicellular organisms tissue 

homeostasis relies on a controlled balance of cell death and replacement. 

2.1.4.1 The eukaryotic cell cycle 

During each complete cell cycle a cell must perform specific functions exactly once and in the 

correct order. Conceptually the process is broken down into sequential stages, separated by 

checkpoints where progress halts until exacting conditions are met. 

2.1.4.2 What happens in each stage of the cell cycle? 

The cell cycle is divided into four sequential phases: G1, S, G2 and M. The two phases G1 and G2 

are termed the growth phases, where cells conspicuously increase in volume, producing new 

proteins and organelles. In terms of duration in time, G1 and G2 can be split differently between 

cell types. For example some mammalian cell lines show a complete lack of G1 phase(Liskay 

1977). In this case any growth is restricted to G2 phase. The cells of early Drosphila and Xenopus 

embryos, which are dividing but not growing, show no G1 or G2 phase, with cells passing 

between S phase and mitosis without delay. G1 phase is where cells are sensitive to external 

growth factors and contains what is known as the restriction point, where either the irreversible 

decision is made to progress through the cell cycle, or the cell remains in a quiescent state 

termed G0(Satyanarayana & Kaldis 2009), reviewed by Matson & Cook, 2017(Matson & Cook 

2017). In some cells G0 quiescence is permanent, others can re-enter the cell cycle when 

conditions change. 

During S phase DNA is replicated. Here helicase proteins unwind the supercoiled DNA and 

duplication is carried out by DNA polymerases from specific origins of replication spaced along 

the chromosomes, reviewed in Brosh, 2013(Brosh 2013). Each origin must be replicated only 

once to produce a single accurate copy of each chromosome. Histone synthesis must also occur 

so that the new daughter can be coiled correctly. 
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During M phase the duplicated DNA is physically segregated across the cell, which then divides 

into two new cells. It is divided into six stages. During prophase the nuclear envelope is broken 

down, the chromosomes condense and microtubule spindle fibres form. During prometaphase 

the spindle fibres attach to the chromosomes at the centromere. In metaphase the 

chromosomes are aligned midway between the centrosomes. In anaphase the centromeres 

divide and the chromosomes are segregated to each centrosome at opposite ends of the cell. 

During telophase the nuclear membrane reforms around each set of chromosomes, the 

chromosomes de-condense, and the spindle fibres break down. Finally during cytokinesis the 

cell membrane pinches between the two nuclei and the cell splits into two. 

2.1.4.3 The regulation of cell cycle progression ς cyclins and cyclin-dependent kinases 

The classic model of cell cycle progression is that it occurs through sequential expression of 

Cyclin-Dependent Kinases (CDKs) and partner cyclin proteins. These then form complexes and 

the serine-threonine kinase activity of the CDK is activated. For example, during G1 CDK4 and 

CDK6 are expressed, which both form complexes with members of the cyclin D family. These 

phosphorylate proteins of the retinoblastoma (Rb) family, inhibiting them from repressing the 

activity of E2F family transcription factors. E2F activation promotes transcription of a suite of 

genes necessary for the progression in S phase(Weinberg 1995; Dyson 1998). 

The cyclins and Cdk protein families associated with each cell cycle stage in animals are shown 

below. These are conserved between yeast cells and mammalian cells. 

Cell cycle stage or transition  Cyclin family Cyclin-dependent kinase  

G1    D  4-6 

G1-S    E  2 

S    A  2 

S-G2    A  1 

M    B  1 

2.1.4.4 Inhibitors of cell cycle progression 

Progression of the cell cycle is regulated via repressive elements that inhibit the activity of CDK 

complexes, such as association with P16(Serrano et al. 1993), P27(Toyoshima & Hunter 1994), 

and p21(Xiong et al. 1993; Harper et al. 1993) or phosphorylation by the kinase WEE1(Parker & 

Piwnica-Worms 1992; Parker et al. 1992). These in turn are targets of other proteins, such as 

those involved in DNA damage and repair. There are also cell cycle regulating proteins, such as 

CDC25 phosphatases, that activate CDK1 complex activity(Potapova et al. 2009). 
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This classic model(Morgan 1997) was undermined by the discovery that CDK1 alone is sufficient 

to drive the cell cycle in mammalian cell lines, with no other CDKs present(Santamaría et al. 

2007), through activation by multiple cyclin families as is seen in budding yeast(Bloom & Cross 

2007). Further work with knock-out mouse models revealed that the full range of CDKs and 

cyclins appear to regulate the cell cycle during development and show tissue-specificity of 

growth defects when absent. To an extent some CDKs and cyclins appear able to compensate 

for the loss of another, depending on their expression timing, localisation, and kinase activity. 

For example knockout of CDK2 in mice lead to reduced body size and failure to complete 

prophase I during meiosis(Berthet et al. 2003; Ortega et al. 2003). CDK4 and CDK6 appear to be 

able to partially compensate for each other, with single mutant animals viable, but double 

mutants dying during late-stage embryogenesis(Malumbres et al. 2004). Knockout of any 

individual D-Cyclin produces viable mice, but knockout of all three causes death at E16.5. 

Reviewed by Satyanarayana & Kaldis, 2009(Satyanarayana & Kaldis 2009). 

2.1.5 Circadian regulation of the cell cycle 

A daily rhythm in cell division was shown in rat gut epithelium as far back as the 1940s(Bullough 

1947). However, a direct causal link between the circadian clock and the timing of cell division 

was not demonstrated until much later, first in single-celled eukaryotes, such as the dinoflagelle 

Gonyaulax polydra(Sweeney & Hastings 1958), Chlamydomonas(Straley & Bruce 1979), 

photoinduction sensitive timing in euglena(Hagiwara et al. 2002), and mating timing in 

Paramecium(Karakashian 1968). 

Circadian cell cycle rhythmicity has also been shown to occur in cyanobacteria(Mori et al. 1996; 

Yang et al. 2010). So far it is not known if any archaebacteria show circadian regulation of the 

cell cycle, though a cyanobacteria-like circadian system appears to be present in at least one 

species(Maniscalco et al. 2014). 

The adaptive advantage of the circadian clock regulation of cell cycle timing is not clear. Some 

explanations point to external physical factors such as ultraviolet light exposure, and how 

appropriate timing of cell cycle progression could avoid DNA damage(Bolige et al. 2005). This is 

supported by the close evolutionary relationship between the core clock protein Cryptochrome 

and light-activated photolyases found in plants and animals, some of which activate DNA repair 

in a light-dependent manner(Todo et al. 1996; Cashmore et al. 1999; Todo 1999). However, this 

explanation could not apply to the rhythms in cell cycle seen in non-light exposed internal organs 

such as the human liver, or why cell cycle rhythms can peak at different times in different tissues 

such as the brain and the gut(Laranjeiro et al. 2013). In this case an internal synchronisation 

explanation could be offered ς for example the avoidance of DNA damage from reactive oxygen 

species, or partitioning tissue function and repair. 



  41 
 

2.1.5.1 Mechanisms of coupling 

As already detailed, the circadian regulation of gene expression is both extensive and tissue-

specific. Amongst the genes known to show circadian expression in mammalian cells are those 

involved in the regulation of the cell cycle. 

Wee1 is a tyrosine kinase that inhibits M phase entry through phosphorylation of CDK1 and 

inactivating the CDK1-CyclinB1 complex. WEE1 has 3 E-box promoter elements that are 

recognised by the CLOCK-BMAL1 transcription factors. The cell division rhythm of regenerating 

mouse livers is lost in WEE1 mutants(Matsuo et al. 2003). 

Non-POU domain-containing octamer-binding protein (NONO) has been shown to associate 

with PER proteins in mouse(Brown et al. 2005), to bind to the cell cycle regulatory protein p16-

Ink4a, and to be necessary for its circadian rhythmic expression(Kowalska et al. 2013). Loss of 

either NONO or PER leads to a loss of circadian p16-ink4a activation and circadian expression, 

and a loss of mitotic rhythmicity in mouse fibroblasts. 

The expression of the cell cycle regulator p21 is rhythmic in mouse liver(Gréchez-Cassiau et al. 

2008)Φ ±ƛŀ ǘǿƻ ŎƻƴǎŜǊǾŜŘ ww9ǎ ƛƴ ƛǘǎ ǇǊƻƳƻǘŜǊ ƛǘ ƛǎ ŀŎǘƛǾŀǘŜŘ ōȅ whwʰ ŀƴŘ ƛƴƘƛōƛǘŜŘ ōȅ w9±-

9w.ʰΣ ŀƴŘ ǎƻ ƛǎ ŘƛǊŜŎǘƭȅ ŘƻǿƴǎǘǊŜŀƳ ƻŦ ǘƘŜ ŎƛǊŎŀŘƛŀƴ ŎƭƻŎƪΣ ǎƘƻǿƛƴƎ ŀ ƭƻǎs of rhythmicity in 

Bmal1-/ - knockout mice. 

2.1.5.2 A role for circadian clock disruption in cancer 

If circadian regulation of cell cycle timing is an adaptation to reduce DNA damage by repressing 

cell cycle progression during certain times of day, then circadian clock disruption might be 

expected to be associated with an increase in mutation, cancer growth and metastasis. 

2.1.5.2.1 Mouse studies of the role of circadian dysfunction in cancer 

Disruption of the core clock mechanism in mice has been associated with effects on tumour 

formation and growth. Destruction of the SCN central pacemaker in mice leads to increased 

growth of transplanted tumour lines(Filipski et al. 2002). This increase in growth can also be 

achieved through a chronic jetlag (CJL) treatment(Filipski et al. 2004; Wu et al. 2012). CJL has 

also been shown to increase the number of hepatic tumours forming after carcinogen 

exposure(Filipski et al. 2009), an effect that is also seen if both copies of the PER2 regulatory PAS 

domain are mutated(Mteyrek et al. 2016). These treatments are associated by a downregulation 

of the tumour-suppressor P53 and an upregulation of the oncogene C-MYC (Filipski et al. 2006). 

In mouse the promoter region of C-MYC contains E-box elements and its expression is 

deregulated in PER2 mutant mice(Fu et al. 2002). These mice also show increased tumour 

development after irradiation. Mice that lack both PER1 and PER2, both CRY1 and CRY2, or one 
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copy of BMAL1 show increased tumour development with or without radiation induction, an 

effect that is replicated through CJL(Lee et al. 2010). 

However, other studies have reported a lack of impact of clock disruption on cancer-related 

phenotypes, or even a potential protective phenotype. CRY1 and CRY2 knockout mice showed 

no effect on radiation-induced tumour incidence or associated mortality(Gauger & Sancar 2005). 

Overexpression of PER2 in mouse carcinoma lines reduced proliferation and altered apoptosis-

related gene expression, including upregulation of P53(Hua et al. 2006). Induction of PER2 in 

NIH 3T3 cells caused growth inhibition and cell cycle arrest(Gery et al. 2005). Cry mutation 

reduced cancer onset and increased lifespan in P53-deficient mice(Ozturk et al. 2009). 

Clock disruption has also been associated with age-related phenotypes. BMAL1-deficient mice 

show some age-related pathologies such as reduced lifespans, sarcopenia, cataracts, fat and 

organ tissue loss(Kondratov et al. 2006). PER1-, PER2-, or CLOCK-deficient mice do not show 

predisposition to tumour formation, but do show apparent radiation-induced acceleration of 

aging phenotypes(Antoch et al. 2008; Antoch et al. 2013). This apparent inconsistency with 

previous work was attributed to possible effects of the background of the mouse lines used and 

consideration of mouse sex differences. 

Together these results suggest that the role of clock disruption on cancer initiation and growth, 

apoptosis, and ageing are likely context-dependent ς varying according to the nature of the clock 

disruption and the background of the model system used. The clock mechanism could become 

ΨǎǘǳŎƪΩ ƛƴ ŀ ǾŀǊƛŜǘȅ ƻŦ ŎƻƴŦƛƎǳǊŀǘƛƻƴǎ ƻǊ non-standard oscillatory loops. In addition disrupted clock 

configurations may affect DNA mutation, tumour initiation, tumour growth and metastasis in 

different ways. 

Stimulation of clock rhythmicity using dexamethasone, forskolin or heatshock appeared to 

reduce proliferation rates in mouse tumour models, though it is not clear if these treatments 

were directly linked to clock function, nor whether clock rhythmicity was stimulated at a single 

cell level or that the cell population was synchronised by the treatment(Kiessling et al. 2017). 

2.1.5.2.2 Humans studies of the role of circadian dysfunction in cancer 

Disrupted clock function has been found in human tumour samples and cell lines. Disruption of 

PER1, 2, and 3 expression was found in >95% of human breast cancer cells relative to nearby 

cells(Chen et al. 2005). A lower expression of CRY1 and CRY2 was seen in human gliomal cells 

relative to nearby cells(Luo et al. 2012). Downregulated PER1 expression was found in 

endometrial carcinoma samples(Yeh et al. 2005). High levels of the Timeless (TIM) protein in 

breast tumour samples were associated with a poorer prognosis(Chi et al. 2017). 
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Disrupted circadian rhythms were seen in cultured prostate cancer cells, and PER1 was 

downregulated in prostate cancer samples. Overexpression of PER1 in cultured prostate cancer 

cells reduced proliferation and induced apoptosis(Qi et al. 2009). Low expression of PER1 was 

found in small cell lung cancer cell lines, which showed growth reduction when expression was 

forced(Gery et al. 2007). PER2 expression levels were reduced in samples of acute myeloid 

leukemia (AML) cells and in lymphoma cell lines. Overexpression of Per2 in the K562 

myelogenous leukemia line inhibited growth and promoted cell cycle arrest and apoptosis(Gery 

et al. 2005; Sun et al. 2010). 

Long-term night shift work or rotating shift work has been found to be statistically associated 

with breast cancer risk(Davis et al. 2001; Megdal et al. 2005; Schernhammer et al. 2001), 

colorectal cancer(Schernhammer et al. 2003), and non-Hodgkin lymphoma(Lahti et al. 2008). 

However, in these cases it is not clear if it is the circadian disruption that is the causal factor. It 

is also not clear if the key variable is nightshift work or the phase-disruption from switching to 

and from night and day shift schedules(Haus & Smolensky 2006). 

2.1.6 Two models of circadian regulation of the cell cycle 

The observations of circadian rhythmicity of cell cycle timing have led to two broad models of 

circadian regulation of the cell cycle: Gating and Driving(Bieler et al. 2014; Destici et al. 2011; 

Feillet et al. 2015) 

The gating model conceptualises circadian regulation of the cell cycle as a number of gates, i.e. 

periods of time during the circadian cycle when specific cell cycle events are permitted to occur. 

The number of these gates per circadian cycle and the points of regulation of the cell cycle are 

unclear, though it appears that both the G1-S and M transitions show circadian regulation. It 

could also be possible that multiple gates for M transitions could exist within a single circadian 

cycle, as suggested for NIH 3T3 rat fibroblasts(Nagoshi et al. 2004). The gating hypothesis 

considers circadian regulation of the cell cycle as another kind of checkpoint. 

According to the driving model, the circadian clock couples to the cell cycle in 1:1 phase-locked 

state. During each circadian period the cell cycle progresses through an entire cycle and the 

phase-relationship is constant. Phase-locking has been demonstrated in cyanobacteria(Yang et 

al. 2010), transitioning from a 1:1 to a 2:1 ratio as cell cycle rates increased. In NIH 3T3 rat 

fibroblasts(Feillet et al. 2014; Bieler et al. 2014), 1:1 phase-locking has been reported, but driven 

by reverse-coupling, with the cell cycle phase determining clock phase rather than the other way 

around. It was also demonstrated that artificially lengthening the circadian clock period using a 

CRY2 shRNA knockdown did not affect cell cycle length, supporting this reverse-coupling. 
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Another study using the NIH3T3 cell line found no relationship between the circadian phase and 

M transitions at all(Yeom et al. 2010). Work in a lung carcinoma cell lines also concluded a lack 

of phase-locking of M transition timing(Pendergast et al. 2010). 

Fundamentally the fact that cell cycle events in tissues are observed to occur at particular phases 

of the circadian clock implies a gating effect, while the exact 1:1 phase-locking demonstrated in 

rat fibroblasts in vitro suggests that that the circadian clock is regulating the length of the cell 

cycle itself. An alternative explanation for the 1:1 phase-locking is that the cell cycle is affecting 

the circadian period, i.e. reverse-coupling(Bieler et al. 2014). However there appears to be no 

evidence of this occurring at a tissue level, or any adaptive reason why it would occur. In the 

discussion of this chapter the results presented in the next section will be used to present a 

testable hypothesis for these apparent contradictions. 

2.1.7 Zebrafish as a vertebrate circadian model 

One notable flaw in the in vitro mammalian cell modelling of circadian systems is the lack of 

constant entrainment protocols. Cells can be synchronised using treatments such as serum 

shock, but there is currently no protocol to provide a constant zeitgeber. 

The Zebrafish (Danio rerio) is a commonly used animal model for genetics, embryology, 

regeneration and disease modelling. They are small, easy to maintain, have short generation 

times and large number of offspring, are genetically easy to manipulate and have a fully 

sequenced genome, and show external development of their transparent larvae. 

Zebrafish have also become a unique tool for studying vertebrate circadian clocks at the tissue 

and cellular level. Unlike mammals, which have a top-down hierarchical circadian organisation 

based on the SCN central pacemaker, zebrafish show a decentralised clock organisation, with 

tissues and individual cells being sensitive to direct light entrainment(Whitmore et al. 1998; 

Whitmore et al. 2000; Carr & Whitmore 2005; Tamai et al. 2007; Vallone et al. 2004; Carr et al. 

2006). This is similar to the case of Drosophila flies, which also show direct light entrainment of 

tissues and cells(Jeffrey D. Plautz, Maki Kaneko, Jeffrey C. Hall 1997). 

In zebrafish cells, light exposure induces transcription of both CRY1a and PER2(Hirayama et al. 

2007; Vatine et al. 2009), with hydrogen peroxide appearing to act as a secondary messenger. 

Although the photoreceptor responsible for this is not yet known, currently the best candidates 

are (TMT)-opsin, of which there are multiple paralogues(Davies et al. 2011; Fischer et al. 2013) 

and which is widely expressed in zebrafish tissues(Moutsaki et al. 2003), or melanopsin, which 

is essential for the entraining light sensitivity of photoreceptive retinal ganglion cells in 

mice(Hattar et al. 2003; Panda et al. 2003), although in fish and mice melanopsin appears to be 

primarily localised to the retina(Bellingham et al. 2002). 
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Transfection of zebrafish melanopsin or (TMT)-opsin into light-insensitive Somalian cavefish 

Phreatichthys andruzzii partially rescues the light-inducible gene expression otherwise absent in 

this species(Cavallari et al. 2011). It seems likely that there are multiple light-input pathways and 

these may be cell-type dependent. 

Zebrafish organs, tissues, tumours and cell lines therefore show a unique advantage over those 

of other models in that they can be directly, easily and continually entrained by artificial lighting. 

While the circadian clocks of mammalian cells can be synchronised through pulses of the 

adenylate cyclase activator forskolin(Aurélio Balsalobre et al. 2000) and the synthetic 

glucocorticoid dexamethasone(A. Balsalobre et al. 2000), through serum-pulsing(Balsalobre et 

al. 1998; Akashi & Nishida 2000), or even merely through changes in culture medium(Kaeffer & 

Pardini 2005), these treatments do not continuously entrain a population. In addition, changes 

in medium are likely to affect cell cycle progression, particularly of cells in G1, which are sensitive 

to external growth factors. The effect of forskolin and dexamethasone on cell physiology and 

cell cycle progression are not well known. Forskolin has been shown to reduce proliferation of 

human T-cells(Rodriguez et al. 2013). 

2.1.7.1 Clock regulation of the cell cycle in zebrafish 

As in mammalian tissues and cells, regulation of the cell cycle by the circadian clock is also seen 

in zebrafish. In adult fish daily cell cycle rhythms have been seen in intestine(Peyric et al. 2013), 

brain(Laranjeiro et al. 2013), and in epidermal cells during fin regeneration(Idda et al. 2012). 

Circadian rhythmicity in S-phase entry is also seen in developing embryos exposed to a daily light 

cycle(Dekens et al. 2003). Rhythms in both S-phase and M-phase entry are also seen in an in 

vitro cell line, PAC2, derived from developing embryos(Dekens et al. 2003). 

In zebrafish gut the cell cycle regulators CyclinB1, CyclinB2, CDC2, WEE1, p21, PCNA, CDK2 and 

CyclinE1 all showed at least some circadian rhythmicity in expression after light 

entrainment(Peyric et al. 2013). The zebrafish PAC2 cell line also showed circadian expression 

of CyclinB1, CyclinB2, and CDC2 under light entrainment, but not in WEE1 or WEE2(Tamai et al. 

2012). In contrast, in zebrafish Z3 cells WEE1 expression was induced following a light 

pulse(Hirayama et al. 2005). 

In addition, when lighting entrainment was maintained but the zebrafish were starved the 

circardian rhythmicity in expression of CyclinB1 and CyclinB2 in the gut was lost, with expression 

falling to very low levels. Cell division fell to low levels even as the expression of the core clock 

gene PER1 remained unchanged(Peyric et al. 2013). This suggests that the circadian regulation 

of cell cycle timing in the gut is dependent on the context of a fed condition. 
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Oscillation was seen in the expression levels of the cyclin-dependent kinase inhibitor p21 in both 

larval tissues and PAC2 cell lines(Laranjeiro et al. 2013). Oscillation was also seen in the zebrafish 

p21 paralogue p20, the expression of which was seen at different levels and in different tissues 

to p21. Expression of p20 was dominant in the larval brain and peaked 6 hours earlier than p21, 

which was more prevalent in the gut. Remarkably, the peak of S-phase transition coincided with 

the trough of whichever of p20 or p21 was more highly expressed, meaning that the phase-

relationship between the circadian clock and cell cycle was tissue-specific. The peaks in S-phase 

were around 9 hours earlier in the brain than the intestine. What the adaptive reason for this is, 

and whether it also applies to adult fish, is unknown. It could support the theory that circadian 

regulation of the cell cycle can occur in order to optimise internal physiology rather than 

anticipate external cues. It also suggests that the assumption cannot be made that different 

tissues, or cells within a tissue, will show the same strength or timing of clock regulation of the 

cell cycle. 

2.1.7.2 PAC2 cells as a model system 

Zebrafish cells then show directly light-entrainable circadian clock machinery and clear clock 

regulation of cell cycle timing, although the exact form of the regulation appears to be context-

dependent. Together this makes them an ideal model system to investigate the coupling 

between the circadian clock and the cell cycle, particularly in addressing the question of whether 

clock progression is gating or driving cell cycle progression. 

The timing of mitosis in the zebrafish PAC2 cell line, derived from 24-hour old zebrafish 

embryos(Whitmore et al. 2000), is regulated by the circadian clock machinery(Tamai et al. 2012). 

The timing of mitosis does not respond to light alone when a CLOCK1 dominant negative 

construct is expressed and persists in constant darkness, confirming that is regulated by the 

clock. The transcription of the cell cycle regulators CyclinB1, CyclinB2 and cdc2 are rhythmic 

under light entrainment and persist in DD. This is largely reduced in the CLOCK1 dominant 

negative cells. 

In contrast to what has been found in mouse liver(Matsuo et al. 2003), zebrafish gut(Peyric et 

al. 2013), and zebrafish Z3 cell line(Hirayama et al. 2005), WEE1 and WEE2 did not show rhythmic 

expression in entrained zebrafish PAC2 cells(Tamai et al. 2012). This suggests that the regulation 

of M phase timing is occurring through different mechanisms in different cell lines. In the 

zebrafish cells circadian CyclinB1 expression peaked at the mitosis peak. Zebrafish CyclinB has E-

ōƻȄ ŀƴŘ 9Ω-box regulatory elements and an imperfect RRE in its promoter region, but mutation 

of some or all of these elements does not affect the observed rhythms. This suggests circadian 

regulation of CyclinB1 is occurring through another mechanism(Tamai et al. 2012).  
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Constant light supressed clock oscillation and cell proliferation. The expression of CyclinB1, 

CyclinB2 and cdc2 was also supressed, a suggested cause of the inhibition of proliferation 

through suppression of M-phase entry(Tamai et al. 2012). 

A picture has thus emerged of a circadian regulation of the cell cycle that is dependent on the 

context of species, tissues, cell line and even feeding state. The question remains as to what 

extent this regulation is driving or gating. 

Further work using the PAC2 zebrafish line has been done to probe this question(Laranjeiro et 

al. 2018). In the first section of this paper it was demonstrated that the rhythm of percentage of 

cells in S-phase, as well as luciferase expression driven from the promoters of the cell cycle 

regulator p21 and the cell cycle protein Cyclin B1, all rapidly re-entrain to a reversed light-dark 

cycle. The expression rhythms for p21, p20, and Cyclin B1 promoters were shown to match 

period to the core clock factor Per1 when entrained to T-cycles of 32, 24, 20, and 16 hours, each 

with a unique phase-angle under varying T-cycle lengths. Rhythms in percentage of cells in S-

phase were also shown to entrain to 32, 24, 20, and 16 hour photoperiods, again with unique 

phase-angles in each case. Together this confirmed the strong circadian control over cell cycle 

progression in this cell line, but did discriminate between a gating mechanism and a driving 

mechanism. 

If the driving hypothesis is correct then it would be expected that the shorter entraining period 

would lead to a shorter cell cycle period and therefore to an increase in proliferation. However, 

proliferation was not found to significantly change between entraining light cycle periods of 8, 

16, 24, or 32 hours. This suggests that gating was more likely occurring in this system. However, 

it is still possible that driving was occurring, but that cells were dropping out of the cell cycle or 

dying, thus balancing out the increase in proliferative rate. 

To investigate this the cell cycle transitions needed to be looked at on a single-cell level, which 

formed the second part of the paper and the results section of this chapter. A reporter system 

exists for the fluorescence monitoring of cell cycle transitions in mice known as the Fluorescence 

Ubiquitination-based Cell Cycle Indicator (FUCCI) system(Sakaue-Sawano et al. 2008). The FUCCI 

reporter system has a wide range of applications, including the study of cell-cycle progression 

during vertebrate development(Sugiyama et al. 2009), hormonal signalling in cell cycle 

checkpoints(Manila et al. 2018), and stem cell heterogeneity and differentiation(Calder et al. 

2012; Singh et al. 2015; Roccio et al. 2013; Lian et al. 2014). This system has also been adapted 

to function in zebrafish PAC2 cells(Downey et al. 2011). 

The FUCCI system consists of an Azami-Green fluorophore fused to the ubiquitination domain 

of GEMININ and a Kusabira-Orange fluorophore fused to the ubiquitination domain of CDT1. As 
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CDT1 is degraded during SG2M and GEMININ is degraded during G1, transfected cells show red 

signal during G1 and green signal during SG2M. 
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2.2 Project aims 
In the introduction to this chapter research has been presented investigating the regulation of 

the cell cycle by the circadian clock. This process appears to be somewhat cell-type, tissue, and 

species specific and may involve multiple points of regulation at both the G1-S transition and 

the M-phase transition. In addition, there is conflicting evidence regarding the resulting cell 

behaviour of this regulation. Whether the circadian clock gates or drives the cell cycle is not a 

trivial question: quite apart from the potential implications for cancer incidence and treatment, 

the regulation of the cell cycle is crucial to the repair and homeostasis of tissues throughout the 

body. 

How can gating be distinguished from driving in a model system? One way in which gating and 

driving can be distinguished is by altering the period of the circadian oscillation. The driving 

model predicts that this would cause alteration in the period of the cell cycle at a single-cell 

level, while the gating model predicts that this would only affect the timing of cell cycle events 

on average for the population. 

Using a light-entrainable zebrafish cell line it is possible to alter the period of the circadian 

oscillation by using artificial lighting periods of different lengths (T-cycles), for example 16 hours 

light and 16 hours darkness. Combining this with the FUCCI cell cycle reporter it is possible to 

measure the cell cycle lengths of individual cells while they are under entrainment and answer 

the following question: To what extent do cells that are entrained to different length T-cycles 

show different cell cycle dynamics? The aim of this chapter is to answer this question. 
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2.3 Materials and methods 

2.3.1 Zebrafish cell lines and maintenance 

½ŜōǊŀŦƛǎƘ ŎŜƭƭ ƭƛƴŜǎ ǿŜǊŜ ŎǳƭǘǳǊŜŘ ƛƴ [ŜƛōƻǾƛǘȊΩǎ [мр ƳŜŘƛǳƳ όDƛōŎƻΣ DŀƛǘƘŜǊǎōǳǊƎΣ a5Σ ¦{!ύ 

supplemented with 15% foetal bovine serum (FBS, Biochrom AG, Berlin, Germany), 50µg.ml-1 

gentamycin (Gibco), and 50U.ml-1 penicillin/streptomycin (Gibco, Gaithersburg, MD, USA). Cells 

were incubated in thermostatically controlled waterbaths at 28oC with atmospheric oxygen and 

carbon dioxide concentrations and fed every 2-6 days. 

The zebrafish cell line used for light cycle experiments was PAC2 (RRID:CVCL_5853), derived 

originally from a 24 hour-old embryo. 

Cells were split by washing with phosphate-buffered saline (PBS), incubating in trypsin for up to 

five minutes, then resuspending in medium and transferring to a new culture vessel. 

2.3.1.1 Zebrafish PAC2-FUCCI cells 

The FUCCI system consists of an Azami-Green fluorophore fused to the ubiquitination domain 

of zebrafish Geminin and a Kusabira-Orange fluorophore fused to the ubiquitination domain of 

zebrafish Cdt1. As Cdt1 is degraded during SG2M and Geminin is degraded during G1, 

transfected cells show red signal during G1 and green signal during SG2M. 

Here we use a zebrafish embryonic cell line (PAC2) transfected with Fluorescent Ubiquitination-

based Cell Cycle Indicator (FUCCI) plamids. The FUCCI reporter used in this work has been 

described previously(Downey et al. 2011), where it was also used in the PAC2 cell line.  

To create the PAC2-FUCCI line used in this chapter, PAC2 cells were transfected through 

electroporation (Neon® Transfection System, Thermofisher Scientific), and then fluorescence 

activated cell (FAC) sorted for positive fluorescence, plated individually and grown into clonal 

lines. The PAC2-FUCCI cell line was produced by Kathy Tamai. 

2.3.1.2 Zebrafish cell line freezing and thawing 

Cells were frozen down by first detaching using a trypsin incubation, followed by dilution with 

standard culturing medium, centrifugation at 1100RPM for 5 minutes and resuspension in L15 

medium supplemented with 30% serum and 10% DMSO. Frozen cell stocks were stored at -80oC 

in standard cell culture cryovials. Cells were thawed by taking the cryovial from -80oC and placing 

it at 28oC until it had thawed. The cells were then resuspended in culture medium in a 15ml 

falcon tube and spun at 300G for 3-5 minutes. The medium containing the freezing medium was 

removed and the cells were resuspended in 7ml of culture medium and transferred to a 25cm2 

culture flask and incubated at 28oC. 
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2.3.2 Assessing the cell cycle reporter function of the PAC2-FUCCI cell line 

The PAC2-FUCCI cell line was defrosted and recovered in L15 medium for several days. Cells 

were then viewed using a fluorescence microscope to confirm the expression of both the red 

(Kusabira Orange) and green (Azami Green) fluorophores in the population. The cells were then 

plated onto a 35mm plastic cell culture dish and left to attach overnight. The dish was then 

sealed with Parafilm® and imaged using an Olympus inverted confocal microscope over a series 

of several hours to check that cells underwent the fluorescent colour changes that were 

expected as they transitioned through the cell cycle: red for G1 and green for S+G2+M. These 

are detailed in Figure 2.3A and can be found in the published material for the creation of this 

zebrafish-specific reporter system(Sugiyama et al. 2009). The microscope used was an inverted 

confocal to allow imaging of live cells from below. It was also contained within an environmental 

control box, which allowed the temperature to be maintained at 28oC, a typical temperature for 

the culture of zebrafish cell lines. This was considered essential as, although cellular circadian 

clock function is well temperature-compensated, changes in temperature have been robustly 

shown to function as an entraining stimulus in a large variety of organisms both in vivo and in 

vitro. Examples include Drosophila(Zimmerman et al. 1968), Neurospora(Liu et al. 1998), chick 

cells(Barrett & Takahashi 1995), mammalian cells(Brown et al. 2002) and most relevantly 

zebrafish(López-Olmeda et al. 2006). 
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Figure 2.3 Schematics of how the FUCCI reporter was used to identify cell cycle phase transitions and to 

measure the length of cell cycle phases. (A) An illustration of the changes in reporter colour shown during 

the cell cycle. Monomeric Kusabira Orange2 (mKO2) produces a red fluorescence during G1.  Monomeric 

Azami Green (mAG) produces a green fluorescence in S-G2-M. (B) An illustration showing how G1 length, 

S-G2-M length and cell cycle length data was extracted by following individual cells through timelapse 

movies. 

Through observation it was confirmed that the dual fluorescence FUCCI reporter was expressed 

in the cells at the times that were expected, with cells changing from red to green, dividing, and 

becoming red again. Several time-lapse imaging sets were taken using the inverted confocal 

microscope for preliminary analysis. Examples of frames from these a timelapse can be seen in 

Figure 2.4. 
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Figure 2.4 Example frames from a confocal timelapse of PAC2-FUCCI cells. A) At 0.25 hours. B) At 64.58 

hours. Red staining shows nuclei in G1 ς positive for Kusabira Orange2, Green staining shows nuclei in 

SG2M ς positive for Azami Green. 

2.3.2.1 Evaluation of using a confocal microscope for the time-lapse imaging 

Inspection of the time-lapse image series revealed multiple issues with this protocol as a method 

of collecting data for analysis of a large number of single cells. 
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1. The field of view, even at only 10x magnification, contained only a few hundred cells. Of 

these only a fraction would undergo cell cycle phase transitions during the imaging run. 

Based on previous work looking at clock to cell cycle coupling we expected to need many 

hundreds of data-points to identify trends reliably. 

2. Even when images were taken every half hour, cells would move across the plastic 

substrate between time-points. This was particularly the case when cell density was low. 

This lead to three issues: 

a. Cells would move in and out of the field of view at the edges. As any cell that 

did this even once during the time-lapse could not be followed with certainty 

this further reduced the number of cells suitable for analysis. 

b. The nuclear fluorescent signal of the cells would move in the z axis as well as x 

and y. This made following the signal more difficult. In particular, towards the 

ends of time-lapses the nuclear signal would often be out of the focal plane that 

was set at the start. This was hypothesised to be due to either drift in the focal 

plane during imaging, or due to a change in cell morphology as they became 

denser with cells having a larger height to width ratio. 

c. Tracking individual cells required being able to identify the same cell nuclear 

signal between time-points with a high degree of certainty. At low cell density 

this was difficult due to the high motility of the cells. At high cell density this was 

difficult due to the closeness of the cells to each other. A higher temporal 

resolution of time-points made this easier, but required more frequent 

irradiation of the cells with the ultraviolet laser light, which was considered 

undesirable. 

3. As previously stated, zebrafish cells are light sensitive and the circadian clock of the 

PAC2 cell line used in this study is efficiently entrained by exposure to relatively low 

intensity artificial lighting. This means that during imaging of an entrained cell 

population the ambient light must be strictly controlled. This was achievable through 

turning off the lights in the room that housed the confocal microscope, but this method 

was not robust against the lights being turned back on by an unaware third party. This 

happened frequently, despite posters on the door designed to raise public awareness. 

4. The fluorophore signals, particularly the Azami Green, were not strong. This meant that 

background signal in the images was higher than would have been ideal and that higher 

illumination intensities or longer exposure times were required. 

5. At high density the cells tended to start to form multi-layered structures, which 

interfered with the ability to distinguish individual nuclei. In addition the cells would 

become partially autofluorescent at high density, interfering with identification of the 

weak true signal. 

6. Time-lapses of several days would be required for the entrainment assays that were 

planned. However, the longer the programmed time-lapse was the more likely the z 

focal plane would change relative to the nuclear signal and become unusable. In 

addition the confocal microscope was a popular and well-used piece of equipment that 

was rarely available for long periods of time. 
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2.3.2.2 Evaluation of using the plate-reader for the time-lapse imaging 

Based on the above concerns alternate imaging protocols were investigated. A fluorescence 

plate reader would also allow long time-lapse imaging and temperature control, and offered 

multiple advantages over the confocal setup. 

1. The plate reader used an automated x-y stage and so could be programmed to image 

multiple locations on a plate at each time-point. This allowed for an effectively infinite 

field of view up to the surface area of a standard rectangular cell culture plate. This 

would allow orders of magnitude more data to be collected in parallel during each 

imaging run. 

2. The plate reader was not a confocal system and so the z-axis focal plane was much 

thicker than for a confocal microscope. For this assay this was ideal as it kept the cells 

more reliably in focus throughout the imaging run. 

3. Unlike the confocal microscope, the plate reader contained the culture plate within the 

body of the microscope, away from external light. 

4. The plate reader was kept in its own small room. Therefore while it was in use there was 

no reason for a third party to enter and switch on lights. 

The most significant of these advantages was the vastly increased field of view that could be 

achieved through imaging multiple areas of the plate at each time-point. This would not only 

allow for more data to be collected per imaging run, but also allowed the partial solving of 

another issue. Instead of plating only fluorescent PAC2-FUCCI cells and having to track them all 

as they grew, moved, and divided in close proximity to each other, we were able to dilute the 

fluorescent cells with non-fluorescent PAC2 cells. This made it significantly easier to follow an 

individual cell. 

The plate reader showed two disadvantages for these assays compared to the confocal 

microscope: 

1) The images generated from the plate reader showed a smaller signal to noise ratio than 

did the confocal. This was likely due to an increased thickness of culture plastic, larger 

depth of field, and lower sensitivity of the plate reader camera sensor. 

2) The fact that the plate was kept within the body of the microscope during imaging was 

an advantage to avoid contamination by external light, but also prevented the 

deliberate illumination that was necessary to maintain circadian entrainment. 

The low signal to noise ratio was compensated for through changing the contrast of each 

channel of the time-lapse movie generated. The lack of illumination was compensated for by 

ƛƴŎƭǳŘƛƴƎ ŀ ΨƧƻǳǊƴŀƭΩ step in the image sequence of the software that opened the loading door in 

between imaging time-points. This allowed entrainment to be continued during the imaging run 

using the same fluorescent desk lamp as was used during the pre-imaging entrainment. To 

prevent temperature changes a thin sheet of glass was placed over the loading door during 

imaging runs. 
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Example frames from timelapses generated by the plate reader are shown in Figure 2.5 and 

individual cell cycle transition examples are shown in Figure 2.6. 

 

Figure 2.5 Example frames from two time-lapses taken from different wells in the same plate. FUCCI 

PAC2 cells appear as either green or red nuclei mixed in at 2% with non-fluorescent PAC2 cells. White 

boxes mark the regions shown in the next figure. 
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Figure 2.6 Example cell cycle transition events assayed using the FUCCI reporter in PAC2 cells. FUCCI 

PAC2 cells appear as either green or red nuclei mixed in at 2% with non-fluorescent PAC2 cells nuclei are 

red in G1-phase and green in S-phase, G2-phase, and M-phase. A) Two examples of three consecutive 

frames showing transition from G1-phase to S-phase. B) Two examples of three consecutive frames 

showing transition from G2-phase to M-phase (mitosis). 
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2.3.3 Cell plating and light entrainment 

Cells were split 1:2 or 1:3 three days before plating for time-lapse experiments so as to be 

actively growing. On the day of plating the cells were trypsinised for 5 minutes, resuspended in 

L15 and counted using a haemocytometer. 

Fluorescent PAC2-FUCCI cells were mixed with non-fluorescent PAC2 cells at 2% or 4% to allow 

resolution of individual cells in dense culture. These mixed cultures were plated in 24-well plastic 

cell culture plates without coating, 0.5ml per well. Exterior wells were left empty of cells as 

survival of cells in exterior wells appeared to be lower during long periods of culture. Empty 

wells were filled with L15 medium or PBS to assist temperature and humidity buffering. 

The plate was placed inside a waterproof plastic container and left for 1-2 hours for the cells to 

adhere before being moved into a 28oC waterbath inside a darkroom. The plate was incubated 

for 4 days in the 28oC water bath under an entraining white light cycle. The light source used 

was a standard desk lamp with a fluorescent bulb, typically 11 Watts, controlled by a 

programmable timer. The timing was arranged so that the cells would be in the light phase of 

the entrainment cycle when the time-lapse was started, thus avoiding accidental light pulses 

during the dark phase. 

2.3.3.1.1 Time-lapse imaging 

A fluorescence plate reader, ImageXpress Micro XL Widefield High Content Screening System 

(Molecular Devices, Sunnyvale, CA, USA), was used for the time-lapse imaging. The plate reader 

was preheated to 28oC 30 minutes before imaging was started. The plate was moved to the 

fluorescence plate imager inside the waterproof plastic container and transferred as quickly as 

possible to avoid changes of temperature. Parafilm® was used to seal the plate, preventing 

evaporation during imaging and further buffering temperature changes. The access door of the 

fluorescence plate reader was covered with a pane of transparent glass to allow illumination of 

the cells while preventing heat loss. The plate reader took between 5 and 8 minutes per time-

point to image the whole plate. Using custom journals within the Metaxpress5.0 software the 

machine was programmed to open the opaque door above the plate between time-points for 

either 30 minutes if the imaging interval was 40 minutes or 57 minutes if the imaging interval 

was 65 minutes. This allowed continued light entrainment of the cells during the imaging run. 

During the time-lapse imaging the light cycle was continued using a single lamp close to the 

access door. 

Laser-based autofocus was used to identify the bottom of the wells and then a manual offset 

was used to focus on the cell nuclei. Varying exposure times were used, typically between 400 
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and 750 milliseconds for both the 555 (red) and 488 (green) channels. Six non-overlapping 

locations were imaged in each well. Images were taken using the 10x objective. 

2.3.3.2 T-cycle experiments 

For the T-cycle experiments, cells were plated at 180,000 cells.ml-1, 90,000 cells.cm-2. Cells were 

entrained using a light cycle of either 16 hours (8 hours light: 8 hours dark), 18 hours (9 hours 

light: 9 hours dark), 24 hours (12:12), or 32 hours (16:16). These cells were then imaged every 

40 minutes for 72 hours. 

2.3.4 Video analysis 

The time-lapse images for each channel were exported from the software as .AVI video files and 

then the red and green channel for each AVI file were combined using ImageJ software. 

Brightness and contrast were adjusted for each channel to allow visibility of the faint nuclear 

signal. 

2.3.4.1 Cell cycle transition counts 

Cell cycle transition data were collected by eye from the resulting time-lapse movies in ImageJ. 

G1-S was defined as a loss of the nuclear Kusabira-Orange signal. M was defined as the splitting 

of the nuclear Azami-Green signal into two nuclei. This is shown in Figure 2.3B. 

There were several reasons why the analysis of phase transitions and phase and whole cycle 

lengths was performed by eye: 

¶ The signal from the FUCCI dual reporter was relatively weak compared to the 

background signal from the plastic culture plate and cell culture medium. The Azami-

Green signal in particular was barely above background at times.  

¶ Detritus from dead cells or medium precipitation produced an auto-fluorescent signal 

that was trivial for a human analyser to ignore. 

¶ The G1 Kusabira-Orange signal was generally lost for several frames at the G1-S 

boundary before the Azami-Green signal was seen. Similarly at mitosis there was a 

significant drop in signal as Azami Green was lost and Kusabira Orange gained. 

¶ Depending on the density of the culture there were often quite large movement of cells 

between frames such that the fluorescent signal for a cell would not overlap with its 

location in the previous frame. 

¶ The operation of opening the opaque access door between time-points to allow 

continued entrainment also involved the mechanical unclipping and re-clipping of the 

plate within the plate reader. This caused slight changes in plate position that 

ƳŀƴƛŦŜǎǘŜŘ ŀǎ ŀ ΨǎƘŀƪȅΩ ǘƛƳŜ-lapse movie. 

Cell tracking software relies on targets with high signal that do not move significantly between 

frames, cross paths, or lose signal for periods of time. The time-lapse videos produced in this 

chapter suffered from all three of these issues and more. Even after brightness and contrast 

adjustment a human would struggle to follow a single cell throughout the time-lapse without 
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experience. Often, comparison with multiple adjacent cells over many frames was necessary to 

track a cell through the cell cycle, and this was considered to be beyond the plausible ability of 

commercial cell-tracking software, let alone plugins for ImageJ. 

2.3.4.2 Cycle and phase length analysis 

By following each cell through a time-lapse movie it was possible to extract data for the interval 

between successive cell division events as well as the lengths of phases within the cell cycle. Cell 

cycle length was defined as the interval between two mitotic events (splitting of a red nucleus 

into two) or as the interval between the entry to S-phase (change of nuclear fluorescence from 

red to green) in mother and daughter cells. G1 length was measured as the interval between 

mitosis and S-phase. SG2M length was measured as the interval between S-phase and mitosis. 

In all cases cells were excluded if the transition appeared abnormal, producing more than two 

daughter cells, daughter cells of an abnormal size, or daughter cells which immediately died or 

became autofluorescent. 

2.3.5 Quantitative PCR 

2.3.5.1 RNA extraction 

RNA extraction was performed inside a fume hood due to the toxicity of the TRIzol® (Invitrogen) 

reagent used. The cell culture medium was aspirated from the cells, Phosphate Buffered Saline 

(PBS) was added to wash and then also aspirated. 1ml of TRIzol® reagent was added to each well 

of a 6-well plate or to a T25 flask. The TRIzol® was left for 1 minute and then the cells were 

scraped off the plastic culture surface using a standard cell scraper. The detached cell clumps in 

TRIzol® were transferred to a 1.5ml Eppendorf tube and immediately frozen at -80oC until 

needed. 

200µl of chloroform was added at room temperature. The Eppendorf was vortexed for 15 

seconds and incubated at room temperature for 2 minutes. It was then spun at 12,000G for 15 

minutes at 4oC. The upper aqueous layer was transferred to a fresh Eppendorf and 500µl of 

isopropanol was added. The solutions were mixed by inverting the tube and incubated at -20oC 

for at least an hour. 

The Eppendorf was spun at 12,000G for 20 minutes at 4oC. The supernatant was removed and 

the pellet washed with 1ml of 75% ethanol diluted with water. The Eppendorf was vortexed and 

spun at 7,500G for 5 minutes at 4oC. The supernatant was removed and the Eppendorf spun 

quickly again to collect liquid residue, which was also removed. The pellet was allowed to air-

dry and then re-suspended in 20-50µl of sterile water. After thorough mixing the RNA 

concentration was measured using a nanodrop Spectrophotometer. RNA was kept at -20oC for 

short-term storage and -80oC for long-term storage. 
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2.3.5.2 cDNA synthesis 

3µl of the RNA sample with the lowest concentration was used for cDNA synthesis, and the 

volume other samples were adjusted to be the same RNA mass and made up to 3µl with DEPC-

treated H2O. All reactions were made in standard RNase-free PCR tubes. 1µl of DNase buffer 

(Promega) and 1µl of RNase-free DNase (Promega) was added. This was incubated at 37oC for 

30 minutes. 1µl of DNase stop solution (Promega) was added. This was incubated at 65oC for 10 

minutes. 

For the cDNA synthesis reaction the SuperScript III First-Strand Synthesis kit (Thermofisher) was 

used. 1µl of oligo(dT)20 (50µM) primers and 1µl annealing buffer were added. This was incubated 

at 65oC for 5 minutes, placed on ice for 1 minute, then collected by brief centrifugation. 10µl of 

2X first-strand reaction mix was added. 2µl of SuperScript III/RNaseOUT enzyme mix was added. 

Tubes were flicked to mix and collected by brief centrifugation. This was incubated at 50oC for 

50 minutes. The reaction was inactivated at 85oC for 5 minutes and then chilled on ice. 1µl of 

E.coli RNase H (2units/µl, Promega) was added. This was incubated at 37oC for 20 minutes. cDNA 

samples were stored at -20oC until use. 

2.3.5.3 Quantitative PCR 

cDNA samples were diluted to 10% concentration with H2O prior to use in quantitative PCR. For 

quantitative PCR Power SYBR Green Master Mix (ThermoFisher Scientific) was used. 12.5µl of 

MasterMix, 9.5µl ddH2O, 1µl cDNA, 1µl forward primer and 1µl reverse primer were combined 

in each well of a 96-ǿŜƭƭ ŀǎ ǇŜǊ ǘƘŜ ƳŀƴǳŦŀŎǘǳǊŜǊΩǎ ǇǊƻǘƻŎƻƭΦ ¢ƘŜ aŀǎǘŜǊƳƛȄ ŀƴŘ ǿŀǘŜǊ ǿŜǊŜ 

combined first and mixed. This was then split, the cDNA added, and mixed again. This was then 

pipetted onto the plate. Primer pairs were mixed and then added to the plate as well. Plates 

ǳǎŜŘ ǿŜǊŜ aƛŎǊƻ!ƳǇϰ Cŀǎǘ hǇǘƛŎŀƭ фс-Well Reaction Plate, 0.1 ml (ThermoFisher). These were 

ǎŜŀƭŜŘ ǿƛǘƘ aƛŎǊƻ!ƳǇϰ hǇǘƛŎŀƭ !ŘƘŜǎƛǾŜ CƛƭƳ ό¢ƘŜǊƳƻŦƛǎƘŜǊύΦ 

The RT-t/w ǿŀǎ ǇŜǊŦƻǊƳŜŘ ǳǎƛƴƎ ŀ {ǘŜǇhƴŜtƭǳǎϰ wŜŀƭ-¢ƛƳŜ t/w {ȅǎǘŜƳ ό!ǇǇƭƛŜŘ .ƛƻǎȅǎǘŜƳǎϰύΣ 

according to ǘƘŜ ƳŀƴǳŦŀŎǘǳǊŜǊΩǎ ǇǊƻǘƻŎƻƭΦ 

2.3.5.4 Data analysis 

The relative expression values for the assayed genes in each sample were calculated using the 

ɲɲ/ǘ ƳŜǘƘƻŘ(Livak & Schmittgen 2001), as below. 

¢ƘŜ {ǘŜǇhƴŜϰ ǎƻŦǘǿŀǊŜ ǾнΦо ŎŀƭŎǳƭŀǘŜŘ ǘƘŜ ŎȅŎƭŜ ǘƘǊŜǎƘƻƭŘ ό/ǘύ ǾŀƭǳŜǎ ŦƻǊ ŜŀŎƘ ǿŜƭƭ ŀŎŎƻǊŘƛƴƎ 

to automatic settings. All samples-primer combinations were plated in triplicate so a mean of 

the three Ct values was taken. From these Ct values was then subtracted the geometric mean 

of three reference genes (also in triplicate), which were considered stable across treatments. 

ɲ/ǘ Ґ /ǘ όǘŀǊƎŜǘ ƎŜƴŜύ ς Ct (reference gene geometric mean) 
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¢ƘŜǎŜ ǾŀƭǳŜǎ ǿŜǊŜ ǘƘŜƴ ǎǳōǘǊŀŎǘŜŘ ǘƘŜ ɲ/ǘ ƻŦ ŀ ǊŜŦŜǊŜƴŎŜ ǎŀƳǇƭŜΣ ƛƴ ǘƘƛǎ ŎŀǎŜ ŀǘ ǘƘŜ ŦƛǊǎǘ ǘƛƳŜ-

point. 

ɲɲ/ǘ Ґ ɲ/ǘ όƻŦ ŜŀŎƘ ǎŀƳǇƭŜύ ς ɲ/ǘ όǊŜŦŜǊŜƴŎŜ ǎŀƳǇƭŜύ 

This gave a relative expression level for each target gene such that relative expression between 

time-points could be seen. фр҈ ŎƻƴŦƛŘŜƴŎŜ ƛƴǘŜǊǾŀƭǎ ǿŜǊŜ ŀƭǎƻ ŎŀƭŎǳƭŀǘŜŘ ǳǎƛƴƎ ǘƘŜ {ǘŜǇhƴŜϰ 

software v2. 

2.3.5.5 List of primers for quantitative PCR 

Gene  CƻǊǿŀǊŘ tǊƛƳŜǊ όрΩ-оΩύ  ReverǎŜ tǊƛƳŜǊ όрΩ-оΩύ   

-̡Actin  CGCAAATACTCCGTCTGGAT GGGCCAGACTCATCGTACTC 

EF1-  h  CAGCTGATCGTTGGAGTCAA TGTATGCGCTGACTTCCTTG 

18s  TCGCTAGTTGGCATCGTTTATG CGGAGGTTCGAAGACGATCA 

PER1  ATCCAGACCCCAATACAAC GGGAGACTCTGCTCCTTCT 

CRY1a  AGGCTTACACAGCAGCATCA CTGCACTGCCTCTGGACTTT 

2.3.6 Statistics 

2.3.6.1 One-way Analysis of Variance (ANOVA) 

This was used when comparing cell cycle length and phase length values between treatments. 

Calculations were performed using Microsoft Excel and the resulting values were checked by 

inputting the data into [http://www.socscistatistics.com/tests/anova/default2.aspx]. 

2.3.6.2 Post-hoc Tukey honest significant difference (HSD) test 

This was used when comparing phase length values between treatments after a significant 

difference had been indicated by the one-way ANOVA. The critical q value was found using 

[http://www.vassarstats.net/tabs.html#q]. Calculations were performed using Microsoft Excel 

and the resulting values were checked by inputting the data into 

[http://astatsa.com/OneWay_Anova_with_TukeyHSD/]. 

2.3.7 BioDare2 periodicity analyses 

Periodicity analysis was conducted using the online platform BioDare2 

[https://biodare2.ed.ac.uk] using raw cell cycle transition count data. Two periodicity analysis 

methods were chosen that work on different principles(Zielinski et al. 2014). This would give 

greater confidence in the estimated periods, which was considered particularly important as the 

datasets were subject to considerable noise and total number of cycles to be analysed was 

generally low. 

Both periodicity methods described below perform linear de-trending before analysing. 
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2.3.7.1 Fast Fourier Transform Non-Linear Least Squares (FFT-NLLS) 

This analysis starts with a model of a cosine and then uses a non-linear least squares algorithm 

to determine the parameters of phase amplitude and period that most closely fit the given data. 

This is iterated with more cosine elements added until adding an extra one does not improve 

the fit. From these cosine elements the period is chosen based on the expected range. 

This analysis gives confidence levels for period, phase and amplitude by altering these values 

until the model fit is significantly changed. FFT-NLLS is reported to function well with short and 

noisy datasets and is a commonly used analysis for circadian data. 

2.3.7.2 Maximum Entropy Spectral Analysis (MESA) 

This analysis uses a completely different method from FFT-NLLS to determine period and so is 

recommended to be used in conjunction to improve confidence in results. This method relies on 

the assumption that the value of a datapoint is predictable based on the values of the datapoints 

that precede it over some length of time, combined with some element of noise. A spectrum of 

the frequency of time delays that have the highest prediction coefficients produces estimates 

for the period of the data. This method also does not assume a waveform shape of the data and 

is effective for very short time samples of oscillations relative to the period length. 
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2.4 Results 

2.4.1 Introduction to chapter and how it will be laid out 

In this Results section ǘƘŜ ŜȄǇŜǊƛƳŜƴǘŀƭ ǉǳŜǎǘƛƻƴ ƻŦΥ άto what extent do cells that are entrained 

to different length T-ŎȅŎƭŜǎ ǎƘƻǿ ŘƛŦŦŜǊŜƴǘ ŎŜƭƭ ŎȅŎƭŜ ŘȅƴŀƳƛŎǎΚέ ǿƛƭƭ ōŜ ŀŘŘǊŜǎǎŜŘ ǳǎƛƴƎ ǘƘŜ 

techniques presented in the Materials and Methods section. 

In brief, a zebrafish embryonic cell line transfected with a fluorescent cell cycle reporter was 

used to investigate the effect of varying the circadian entrainment period on the cell cycle 

output. Cells were  cultured for 4 days under entraining light cycles of different periods, for 

example 12hours light:12hours dark or 16hours light:16 hours dark. These cells were then 

continuously imaged over three days to assay for cell cycle transitions. 

2.4.2 Quantitative clock gene expression comparison between the PAC2 and PAC2-

FUCCI cell lines 

The PAC2-FUCCI line was created through transfection of PAC2 cells with the dual FUCCI reporter 

plasmid system, as detailed in the Materials and Methods section. 

It was unlikely but possible that the FUCCI vectors could have integrated into locations in the 

genome that disrupted clock function in a major way. Therefore a quantitative polymerase chain 

reaction (qPCR) experiment was performed to assess for the presence and timing of core clock 

gene oscillation, comparing the PAC2-FUCCI sub-population against the source PAC2 population. 

Cells were incubated in 6-well culture plates (with a growth area of 9.6cm2 per well) under a 24-

hour entraining light cycle for 4 days and then a sample of each cell line was taken every four 

hours for 24 hours while the cells were kept in constant darkness, corresponding to ZT 0, 4, 8, 

12, 16, 20. The RNA was extracted and cDNA synthesised. qPCR experiments were performed 

ǳǎƛƴƎ ŀ {ǘŜǇhƴŜtƭǳǎϰ wŜŀƭ-Time PCR System. Triplicate technical repeats were performed for 

each sample-primer pairing. The expression levels of 3 ubiquitously expressed endogenous 

control genes were used as standard controls. These were: the 18s ribosomal subunit, 

elongation factor 1-alpha (EF1h ), and ̡ -actin. Full experimental details and primer sequences 

are given in the Materials and Methods section. 

The results are shown in Figure 2.7. Starting with the upper graph displaying PER1 expression 

data it can be seen that the broad expression pattern is similar between the PAC2 and the PAC2-

FUCCI lines. However, the FUCCI expression peak is at time-point 1 while the PAC2 expression 

peak is at time-point 6. However, the 95% confidence interval bars suggest that the certainty of 

the relative levels of the time-points, particularly for the PAC2 data, is not high. The amplification 

profiles for the PER1 samples in this experiment showed late amplification relative to the control 
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genes. This in turn suggests very low absolute levels of PER1 mRNA in the samples, which is likely 

the reason for the broad confidence intervals. 

 

Figure 2.7 Quantitative PCR relative gene expression data for PAC2 and PAC2-FUCCI cells entrained to 

a 24-hour light-dark cycle and then harvested every 4 hours over a 24-hour period of constant darkness, 

starting at ZT 0, 4, 8, 12, 16, and 20. The upper panel shows expression of the core clock gene Period1, 

the lower shows expression of the core clock gene Cry1a. Both are shown relative to the FUCCI sample at 

timepoint 1. Error bars represent 95% confidence intervals based on three technical measurements. Note 

that timepoint 3 for Per1 expression in the FUCCI line has no error bars as only one technical measurement 

produced amplification. 
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The data is in agreement that the trough for PER1 expression is at time-point 3. Note however 

that the FUCCI bar for time-point 3 has no error bars. This is due to the fact that two of the three 

technical repeats showed no amplification at all during the course of the protocol. Again, this is 

likely due to the late amplification, in turn due to low absolute expression of the PER1 gene. The 

peak of Per1 expression for both lines lies near the ZT 0/24, which is in agreement with Per1 

promoter-driven luciferase expression experiments for the PAC2 cell line(Laranjeiro et al. 2018). 

Moving on to the lower graph. This shows relative CRY1A expression for the two cell lines. Here 

the error bars are much smaller, which reflects greater agreement between technical repeats, 

which is likely due to the fact that the absolute levels of CRY1A mRNA were generally higher 

than PER1. There is also much better agreement between the two lines, with a very clear peak 

at timepoint 1. 

Taken together these qPCR data suggest that the clock entrainment is functioning in the PAC2-

FUCCI line, though caveats remain as to the biological relevance of this highly derived in vitro 

cell line. 

2.4.3 24-hour light entrainment produces measurable rhythms in cell cycle progression 

at the population level 

An imaging run using a T24 entrainment period (24 hour period, 12h light:12h dark) was used to 

generate 102 timelapse movies from a single 24-well plate of fluorescent PAC2-FUCCI cells 

mixed with non-fluorescent PAC2 cells. Images were taken every 40 minutes over 72 hours, 

generating 108 frames in each movie. 40 minutes was considered appropriate for high temporal 

resolution while also keeping the number of frames appropriate for analysis. Before imaging, 

the cells were entrained in culture to the T24 light cycle for four days. Previous experimentation 

suggested that four days of entrainment would be more than sufficient to entrain and 

synchronise the population circadian clock rhythmicity(Whitmore et al. 2000). During imaging 

the entrainment was maintained by opening the opaque plate reader door as detailed in the 

methods section. 

Each movie was then analysed manually frame-by-frame using ImageJ. ImageJ is described by 

ƛǘǎ ŘŜǾŜƭƻǇŜǊǎ ŀǎ ŀƴ άƻǇŜƴ ǎƻǳǊŎŜ ƛƳŀƎŜ ǇǊƻŎŜǎǎƛƴƎ ǇǊƻƎǊŀƳ ŘŜǎƛƎƴŜŘ ŦƻǊ ǎŎƛŜƴǘƛŦƛŎ 

ƳǳƭǘƛŘƛƳŜƴǎƛƻƴŀƭ ƛƳŀƎŜǎέό https://imagej.nih.gov/ij/). Cell cycle transition events were defined 

according to which frame of the video they occurred in. For example, if a division event occurred 

between frames 23 and 24 then the event would be recorded as occurring in frame 24. No events 

were recorded for frame 1 as there was no previous frame to compare to. Typically only a dozen 

events were recorded per time-lapse at each location due to the small number of fluorescent 

cells, though occasionally there were many more or none at all. Example frames from these 

https://imagej.nih.gov/ij/


  67 
 

time-lapse videos can be found in the Materials and Methods, as well as examples of cell cycle 

transition events. 

2.4.3.1 Cell cycle transition population data 

The data from this T24 entrainment experiment was used to generate the scatterplots show in 

Figure 2.8. This figure demonstrates the effect of the moving averaging that was performed on 

the data. The raw plots show a predictable amount of noise in their trends given the small 

number of data points in each of the 110 time bins (typically around ten per bin). Performing 

the moving average in the lower plots allowed a better visual demonstration of the period of 

the oscillations. The averaging has only been used for more convenient visualisation; for 

periodicity analysis using BioDare2 and all statistical analysis the raw data was always used. In 

subsequent figures showing phase transition timing the data will be displayed in this way. Seven 

frames was chosen for the moving average as it balanced improved visualisation of the peak and 

trough timings with avoiding excessively reducing their amplitude. At the bottom of the figure 

the same data is shown with both the G1S and M transitions on a single graph. The background 

colour represents the entraining light cycle, with the light section corresponding to lights on and 

the dark to lights off. From this it can be seen that the M-phase transition peak occurs around 

the dark to light transition while the G1S transition peak occurs around the light to dark 

transition. 
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Figure 2.8 FUCCI cell cycle phase transtion data from a T24 72-hour timelapse. X-axes show the frame of 

the timelapse at 40-minute intervals and Y-axes show the count of transitions per frame. G1-S transitions 

are shown in blue, M transitions are shown in red. (A) Raw counts for G1-S transitions (n=708). (B) Raw 

counts for M transitions (n=804). (C) G1-S transition counts with a 7-point moving mean. (D) M transition 

counts with a 7-point moving mean. (E) Data from C and D redisplayed as a combined line graph. Dark 

areas represent the dark periods of the entraining light cycle, which was 12hours light and 12 hours dark. 

2.4.3.2 Biodare and periodicity analysis 

The raw data for this T24 entrainment experiment was uploaded to BioDare2(Zielinski et al. 

2014)Φ ¢Ƙƛǎ ǎƻŦǘǿŀǊŜ ƛǎ ŘŜǎŎǊƛōŜŘ ōȅ ƛǘǎ ŘŜǾŜƭƻǇŜǊǎ ŀǎ ōŜƛƴƎ ŦƻǊ άŦŀǎǘ ǇŜǊƛƻŘ ŀƴŀƭȅǎƛǎΣ timeseries 

ǇǊƻŎŜǎǎƛƴƎ ŀƴŘ ŀŜǎǘƘŜǘƛŎ ǾƛǎǳŀƭƛȊŀǘƛƻƴǎέ ŀƴŘ Ŏŀƴ ōŜ ŦƻǳƴŘ ŀǘΥ όƘǘǘǇǎΥκκōƛƻŘŀǊŜнΦŜŘΦŀŎΦǳƪύΦ 

The Biodare2 software was used to perform periodicity analyses on the dataset as outlined in 

the Materials and Methods section. FFT-NLLS and MESA periodicity analysis were both used as 

they generate period values through completely different methods, and so their agreement 


































































































































































































































































































































































































