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AbstractMonitoring mechanics of the same cell throughout the cell cycle has been hampered by theinvasiveness of mechanical measurements. Here, we quantify mechanical properties via acousticscattering of waves from a cell inside a fluid-filled vibrating cantilever with a temporal resolution of<1 min. Through simulations, experiments with hydrogels and chemically perturbed cells, we showthat our readout, the size-normalized acoustic scattering (SNACS), measures stiffness. Wedemonstrate the noninvasiveness of SNACS over successive cell cycles using measurements thatresult in < 15 nm deformations. Cells maintain constant SNACS throughout interphase but exhibitdynamic changes during mitosis. Our work provides a basis for understanding how growing cellsmaintain mechanical integrity and demonstrates that acoustic scattering can non-invasively probesubtle and transient dynamics.
IntroductionAlthough spatiotemporal changes in cytoskeletal components have been widely characterized byoptical microscopy1,2, mechanical measurements are necessary for fully understanding the functionalconsequences of cytoskeletal remodeling3. Mechanical properties of living cells such as stiffness oftenplay a fundamental role in various intra- and intercellular processes such as migration4, metastasis5,6and development7. From atomic force microscopy (AFM)8,9, to optical stretching10-12, fluid shearstress13,14 and particle tracking methods15-17 numerous strategies have been introduced formeasuring mechanical properties of single cells, yet they are typically invasive and used as end-pointassays. Microindentation and AFM techniques are capable of continuous monitoring by probingstiffness changes through a series of indentations across the top surface of a cell18,19. However, thesemeasurements are influenced by the location and geometry where the tip physically makes contact,which makes long-term monitoring of whole-cell stiffness with high temporal resolution challenging.Recently, acoustic fields have been used to non-invasively probe cellular stiffness20-22. This is typicallyachieved by applying acoustic radiation forces in microchannels and tracking the stiffness-dependenttrajectories of cells in order to obtain end-point measurements.Here we introduce an acoustic method for continuously and non-invasively monitoring single-cellmechanics over multiple cell generations. This enables us to precisely follow the mechanicaldynamics of single cells in the time scales less than a minute and observe mechanical changes thatare too subtle to be observed at the population level due to cellular heterogeneity.



Results
Acoustic scattering shifts resonant frequency at the node of a suspended microchannel

resonatorWe utilized the vibration of a suspended microchannel resonator (SMR, Fig. 1a, top) as an acousticenergy source and investigated if the scattered acoustic fields from the cell could provide a signal tomonitor its mechanical properties (Fig. 1b). The SMR is a cantilever-based microfluidic mass sensorthat has previously been used to measure cell buoyant mass23. Vibrating the SMR at its second mode(resonant frequency ) causes the vibration amplitude to vary along the length of the cantilever, withone local maximum (antinode) near the center and a zero-minimum (node) near the tip (Fig. 1a,middle). When a cell is at the antinode, the net change in mass (i.e. the buoyant mass of the cell)corresponds to a change in the kinetic energy of the system24, and thus causes a shift in the resonantfrequency of the SMR (Δ / | ) (Fig. 1a, bottom and Supplementary Note 1). When the cell isat the node, the net change in mass is not expected to shift the resonant frequency (Δ / | = 0)because the vibration amplitude is zero and there is no change in kinetic energy. Surprisingly, weobserved a consistent resonant frequency shift at the node (Δ / | ≠ 0) when we flowed a singlecell or polystyrene bead in the SMR (Fig. 1a, bottom). This resonant frequency shift, which we termed“node deviation” (Δ / | ), was different for cells and beads of similar buoyant mass. We thereforehypothesized that the node deviation corresponds to an energy change due to acoustic scatteringfrom the cell’s surface, and that the node deviation depends on cellular mechanical properties.First, to determine if the node deviation corresponds to acoustic scattering, we utilized FiniteElement Method (FEM) simulations for fluid-structure acoustic interactions (Supplementary Note 2).This revealed that the acoustic pressures and velocities vary along the SMR similarly to the vibrationamplitude (Fig. 1c, Supplementary Fig. 1 and Supplementary Video 1). Positioning a particle at thenode changes the acoustic velocities (Fig. 1c, inset and Supplementary Video 2). When we calculatedthe resonant frequency shift by integrating the acoustic energy terms obtained from the simulation(Supplementary Tables 1, 2 and Supplementary Note 2), we obtained excellent agreement (R2=0.984)with our measurements (Fig. 1d). We confirmed that the particle-fluid density difference hasnegligible effect on node deviation (Supplementary Fig. 2). To validate that acoustic effects can bemeasured independently of buoyant mass, we measured a bead in a density-matched fluid ( =). This resulted in zero resonant frequency shift at the antinode (Δ / | = 0), but anoticeable resonant frequency shift at the node in both the experiment and simulation, which showed



excellent agreement with each other (R2=0.994, Fig. 1e). Additional measurements revealed thatnode deviation is independent of fluid velocity or vibration amplitude (Supplementary Fig. 3a,b).Therefore, by measuring the resonant frequency shift at the node and antinode as cells flow throughthe SMR, it is possible to simultaneously and independently quantify the acoustic scattering andbuoyant mass of the cell (Fig. 1a, bottom).We compared polystyrene particles with different volumes and observed that node deviationchanges with particle volume (Fig. 1f). The volume dependence can be accounted for by utilizing thebuoyant mass measurement. To establish the correlation between node deviation and stiffness, wefabricated hydrogels with varying elastic modulus by changing their chemical composition andcharacterized the elastic modulus of the hydrogels using AFM. When measuring the mechanicalproperties with the SMR, we observed that the node deviation of the hydrogels increasesmonotonically with their elastic modulus over the range 0.1-100kPa (Fig. 1g).  We also observed thatnode deviation is not sensitive to particle shape for hydrogels of the same elastic modulus and aspectratios in the range of 1-2.5 (Supplementary Fig. 3c).
Size-normalized acoustic scattering (SNACS) depends on cell cortex mechanical properties.Next, we asked if mechanical properties of live cells could be probed by measuring node deviation.We implemented the ‘Cortical Shell – Liquid Core’ model25 in our FEM simulation (Fig. 2a), whichhighlights the role of actomyosin cortex in cell mechanics26,27. We calculated that the acousticinteractions caused relatively small deformations (<15 nm) on the cell surface (Supplementary Note2), suggesting that node deviation may be primarily governed by the actomyosin cortex28. We thencompared our FEM simulations with the node deviation of mouse lymphoblast (L1210) cells (Fig. 2b).FEM simulations yielded similar range signals to the experiments when we used an elastic modulusof 4-8 MPa for the cortex (Fig. 2b), which is 1-2 orders of magnitude higher than the previouslyreported value using AFM27,28. This is likely due to the high frequency of our mechanicalmeasurement (~1 MHz) compared to the conventional frequency range of AFM operation (1-100 Hz)and a power-law relationship between apparent elastic modulus (E) and the frequency ( ): E ∝ 0.2-
0.3 29. Consistent with our results, a similar value was reported with other high-frequency stiffnessmeasurements of red blood cells30. Next, to correct for cell size dependence of the node deviationmeasurement (Fig. 1f), we derived a size-independent acoustic scattering parameter from the iso-elasticity lines obtained from the FEM simulations (Fig. 2b, Supplementary Fig. 4). We called this thesize-normalized acoustic scattering, SNACS (Fig. 2b). The iso-elasticity lines fit well with themeasurements from hundreds of live cells. The FEM simulations indicated that SNACS increases with



elastic modulus of the cortex ( , Fig. 2b, inset) as well as with cortical thickness (ts), but isinsensitive to both intracellular pressure and cortical tension (Supplementary Fig. 5). We also testedthree other mechanical models but none of them matched well with our observations(Supplementary Table 3). These results are consistent with previous observations showing smalldeformation primarily probes mechanical properties of the cell cortex [refs].To experimentally validate whether SNACS correlates with mechanical properties of live cells, weexamined SNACS upon chemical perturbations. All actomyosin inhibitors tested decreased SNACS(Fig. 2c). We also generated a L1210 cell line that stably expresses the LifeAct-RFP F-actin probe31.We imaged these cells and observed that the chemical inhibitors of actin polymerization causedeither a punctured cortex (Latrunculin B) or polarized cortex (Cytochalsin D) (Fig. 2d). Both of thesecortex phenotypes yielded a reduction in SNACS (Fig. 2c), substantially more than our system noise(Supplementary Fig. 6). We also observed a reduced SNACS after microtubule perturbing Nocodazoletreatment, but this treatment also affected the actin cortex morphology (Supplementary Fig. 7). Theopposite change in SNACS was observed when we cross-linked cellular structures using a 1-10 minexposure to 4% Paraformaldehyde (Fig. 2e). Moreover, when we osmotically perturbed cells, SNACSchanged with the applied osmotic pressure (Fig. 2f). Importantly, these perturbations resulted inSNACS changes (Figs. 2c-f) that are consistent with previous experiments where stiffness wasmeasured by a wide range of methods9,10,13,14,32,33. Thus, taken together with the hydrogel results (Fig.1g) and our FEM simulation results, SNACS measures stiffness and especially the stiffness of the cellcortex.
SNACS remains stable during interphase but is dynamic during mitosisNext, we asked if both SNACS and buoyant mass of the same cell could be repeatedly measuredthroughout the cell cycle. To do this, we implemented a previously reported fluidic control strategythat enables continuous, non-invasive SMR measurements of the same cell34. We simultaneouslymeasured SNACS and buoyant mass of the same cell over multiple generations (Fig. 3a). Interdivisiontimes measured in the SMR during the SNACS measurements were unchanged from bulk culture(Supplementary Fig. 8), suggesting that our measurement is not invasive. We observed thatindividual cells display stable SNACS throughout the interphase, exhibiting significantly lowervariability than what is seen across different cells in interphase (Fig. 3b). This suggests that cell-to-cell variability in cell mechanical properties during interphase does not arise from cell cycledependent variability, but rather from mechanical differences that accumulate over generations.



In contrast to interphase, mitotic cells displayed large changes in SNACS (Fig. 3c). Employing on-chipmicroscopy to acquire Differential Interference Contrast (DIC) images, we imaged the morphology ofthe cell to pinpoint the onset of anaphase (Fig. 3d), and correct for mass elongation effects on theSNACS measurement during anaphase and telophase (Supplementary Fig. 9, Supplementary Table 4and Supplementary Notes 3, 4). SNACS decreased gradually during early mitosis, but not in G2, andabruptly increased at the onset of anaphase followed by a rapid decrease and recovery (Fig. 3c andSupplementary Fig. 10a,b). The error in the SNACS measurement increased after cells became fulldoublets (~15 min after the onset of anaphase), making subsequent SNACS changes until divisionnot statistically significant (P > 0.05; two-sided Welch’s t-test, Fig. 3c). Although the duration andmagnitude of the SNACS dynamics varied in other mammalian cells (Fig. 3e,f), we observed similartrends.
Mitotic swelling is responsible for SNACS decrease in early mitosisGiven that SNACS scales inversely with swelling (Fig. 2f), we hypothesized that mitotic swellingoccurring in prophase and metaphase35,36 might be responsible for the gradual decrease in SNACS.To test this hypothesis, we first correlated the timing of the mitotic swelling and SNACS change bysimultaneously measuring SNACS and cell volume. Briefly, we consecutively weighed cells in twofluids of different densities during each cycle in order to derive single-cell volume, density and massusing a previous technique36. By combining this technique with the SNACS measurement, weobserved that the SNACS decreases concomitantly with mitotic swelling (Fig. 4a). We furthervalidated this by arresting cells in metaphase, where mitotic swelling is at a maximum36, using thekinesin inhibitor S-trityl-l-cysteine (STLC). Upon mitotic entry, STLC treated cells displayed similarchange in SNACS to that seen during mitotic swelling of untreated cells (Fig. 4b, c). However, withSTLC treatment, SNACS remained low for several hours (Fig. 4b). These results suggest that SNACSdecreases concomitantly with mitotic swelling during prophase and metaphase, and further confirmthat the subsequent increase in SNACS happens after metaphase.We next acquired causative evidence that mitotic swelling causes the reduction in SNACS duringprophase and metaphase. Previously we showed that inhibiting the Na+/H+ antiporter withethylisopropylamioride (EIPA) reduces mitotic swelling without inhibiting mitosis36. Here, we foundthat upon EIPA treatment, SNACS in early mitosis was no longer reduced to the same extent as in thecontrol cells and cells arrested in metaphase (Fig. 4c and Supplementary Fig. 10c). ΔSNACS of EIPAtreated cells in early mitosis was -0.08 ± 0.02 (n = 5 cells, all values are mean ± s.e.m. unless statedotherwise) whereas ΔSNACS of control cells and cells arrested in metaphase were -0.22 ± 0.01 (n =



24 cells) and 0.24 ± 0.03 (n = 7 cells), respectively. These suggest that mitotic swelling is largelyresponsible for the reduction in SNACS. To determine if swelling without a mitotic event can decreaseSNACS, we induced swelling with a hypotonic shock (-Δ50 mOsm) in non-mitotic (interphase) cells.Immediately after the osmotic shock, cells swelled by ~15% in volume, as normally observed inmitotic swelling36, and SNACS was reduced by a similar magnitude (ΔSNACS = -0.18 ± 0.01, n = 733cells) to that seen during mitotic swelling (Fig. 4d). To mimic the gradual swelling during mitosis andpotentially prevent membrane detachment from the cortex32, we compared fast and slow swelling (-Δ50 mOsm instantaneously or over 20 minutes) and the swelling rate did not affect the SNACSdecrease (Supplementary Fig. 11). We hypothesized that swelling reduces cortical thickness byhydrostatic pressure, thereby expanding actin to cover a larger surface area (Supplementary Note 5).We estimated that swelling of ~15% would lead to ~10% cortex thickness decrease assuming thatthe amount of cortical actin does not change during swelling (Supplementary Table 5). We used livecell fluorescent microscopy and showed that the cortex thickness gradually decreased during mitoticswelling by an amount similar to our calculation (~10%) after nuclear envelope breakdown butbefore the onset of anaphase (Supplementary Figs. 12 and 13), consistent with previous studies1,37.Altogether, these data suggest that mitotic swelling is responsible for cortical thinning andconsequent decrease in SNACS.
SNACS reveals mechanical changes during actin remodeling in late mitosisWe investigated the rapid SNACS change during anaphase and telophase (Fig. 3c). First, we observedthat the SNACS increase in early anaphase (Fig. 4a, c, red) was not present in EIPA treated samples(Fig. 4c, blue and Supplementary Fig. 10c), suggesting that the SNACS increase represents recoveryfrom mitotic swelling. To link mechanical dynamics to actin remodeling, we imaged changes in actincortex distribution during anaphase and telophase (Fig. 4e and Supplementary Fig. 14). In earlyanaphase (~5 min after onset of anaphase) where SNACS initially increases, cells started to elongateand the cleavage furrow was initiated. At approximately 10 min into anaphase, where SNACSdecreased, cells redistributed their cortical actin out of the polar regions. This polar relaxation2caused a 10-15% depletion in F-actin at the poles and lasted approximately 5 min (Fig. 4f andSupplementary Fig. 12i-l). Both SNACS and polar relaxation were recovered approximately 15 minafter the onset of anaphase (Fig. 4f). When we inhibited cytokinesis and actin remodeling using themyosin II motor inhibitor Blebbistatin, cells still displayed a gradual SNACS decrease in early mitosiscaused by mitotic swelling, but the mechanical dynamics in anaphase and telophase observed inuntreated cells disappeared (Fig. 4g). These observations reveal how cortical thinning induced by



mitotic swelling in early mitosis and actin remodeling, especially polar relaxation, in late mitosisresult in dynamic changes in cellular mechanical properties (Fig. 4h).
DiscussionDuring early mitosis where SNACS decreases, it is known that cells exhibit swelling, the actin cortexthickness is reduced and cortical tension is increased1,37, yet prior work on how stiffness changes hasnot been consistent. Previously it has been thought that mitotic cells become stiffer due to increasedtension40 from contractility in the membrane during mitotic round up. Early AFM41 and opticaltweezer39 results on cells in mitosis supported this notion. The observed SNACS decrease we observecould result from the reduction in both cortex thickness and modulus. However, a separate reportusing AFM found no change in mitotic stiffness42, whereas others using hydrodynamic forces haveobserved mitotic cells being more deformable43. All of these studies39,41-43 were conducted as end-point assays on different cell types with strains that were 10 to 100-fold larger than those used duringour SNACS measurement. Future work will be necessary to determine how the cortex tension,modulus and thickness govern cell stiffness dynamics during mitosis. Aside from the cortex, itremains plausible that SNACS reflects other attributes of the cell such as the plasma membrane andthe way in which it is attached to the underlying cortex.We also found that at the onset of anaphase, SNACS first recovers from cell swelling and then reducesagain during anaphase and telophase. Early work on mechanical properties of sea urchin eggssuggested similar dynamic changes in anaphase44. This second reduction in SNACS was dependenton actomyosin remodeling and coincided with the polar relaxation of actin cortex2.Finally, our SNACS measurement is influenced by the cell’s mass distribution along the cantilever.During anaphase and telophase, the cell’s mass distribution changes substantially, which causes theSNACS measurement to depend on the cell’s orientation within the channel (Supplementary Fig. 15,Supplementary Note 4 and Supplementary Table 4). Therefore, obtaining mechanical measurementsby acoustic scattering requires mass distribution information through bright-field images unless cellshape is known a priori. In round interphase cells, such as the ones we have studied here, thiscorrection is not required.We show that measuring single-cell mechanical properties continuously, with high temporalresolution over extended periods is critical for observing small changes which are both transient andasynchronous between cells. We demonstrate this by measuring mitotic-specific mechanical changes



that are smaller than the population variance and occur within minute timescales. Importantly, ourSNACS measurement quantifies the overall mechanical properties of a cell, complementing spatiallyresolved measurements such as time-lapse microscopy, traction force microscopy and atomic forcemicroscopy.
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Figure legends
Figure 1. Acoustic scattering causes a resonant frequency shift at the node of a suspended
microchannel resonator (SMR). a, Top, schematic of SMR with a particle flowing through theembedded fluidic channel. Pink arrows mark the particle trajectory. Middle, normalized vibrationamplitude at the 2nd mode. Bottom, resonant frequency shift (Δ / ) from experiments with a singlecell (pink) and a polystyrene bead (black). Vertical dotted lines mark the particle positions along thecantilever, as in top panel. Buoyant mass (size) is measured at the antinode (Δ / | , bluearrow). Inset, Δ / at the node where node deviation is measured (Δ / | ,black and pink arrows).
b, Conceptual illustration of frequency shift due to acoustic scattering. A particle interacts withacoustic fields (black waves) generated by the SMR vibration (black arrows) at resonant frequency .The particle-fluid interaction causes acoustic scattering (blue waves), which shifts the resonantfrequency (Δ ). The wavelength (λ) of the acoustic fields is depicted qualitatively (λ ~ 1 mm, whichis ~ 100 times the channel height). c, Acoustic pressure (colors) and acoustic velocities (arrows)within SMR from Finite Element Method simulations. Inset, magnitudes of y-acoustic velocities withand without a polystyrene bead at the node. Black arrows show directions of y-acoustic velocities. d,
e, Δ / from simulations (red circles) and experiments (black lines) with polystyrene beads flowingthrough SMR filled with H2O (d) or density-matched fluid ( = ) (e). Black arrows shownode deviation. f, Node deviation vs particle volume from simulations (red dashed line) andexperiments (black dots) with polystyrene beads. g, Node deviation vs mean elastic modulus, asmeasured using AFM indentation (Methods), for synthetic hydrogels of same volume (n=92, 115, 243,146, 134 and 186 hydrogels for node deviation measurements, n=4 hydrogels for each AFMmeasurements). Data depicts mean (blue squares) ± s.d. (error bars).
Figure 2. Size-normalized acoustic scattering (SNACS) measures changes in mechanical
properties of cells. a, Schematic of ‘Cortical Shell – Liquid Core’ model, where Emod is the elasticmodulus of a shell. Cortical thickness (ts) was set to 2% of the cell radius (rc)45. b, Node deviation(volume-normalized) vs volume V from experiments with L1210 cells (black dots) and simulationsusing the model for three values of cortical elastic modulus (Emod, 4, 6 and 8 MPa, color lines). Verticaloffsets of iso-elasticity lines define SNACS (Methods). Inset, Δ / from simulations with differentcortical elastic modulus (4, 6 and 8 MPa, V = 900 fL). c, SNACS obtained from L1210 cells treated withinhibitors of actomyosin cortex: Latrunculin B (LatB, 0.02, 0.1, 0.4 and 1 μM, n = 381, 385, 346 and383 cells, respectively, P = 0.036, 3.8 × 10-5, 1.03 × 10-8 and 4.5 × 10-18, respectively), Cytochalsin D(CytoD, 1 μM, n = 332 cells, P = 1.2× 10-8), and Blebbistatin (Bleb, 50 μM, n = 349 cells, P = 0.023).Statistical comparisons (two-sided Welch’s t-test) were made to DMSO control (0.1 %, n = 337 cells).
d, Representative single z-layer images of F-actin (LifeAct) from live L1210 cells before and after 1μM LatB (n = 9 fields of views) and 1 μM CytoD (n = 12 fields of views) treatment. Scale bars, 10 μm.
e, SNACS of L1210 cells after crosslinking with 4% Paraformaldehyde (PFA, 1 and 10 min exposure,n=247 and 367 cells, respectively, P = 2.0 × 10-56 and 6.7 × 10-175, respectively). Statisticalcomparisons (two-sided Welch’s t-test) were made to DMSO control (0.1 %, n = 1047 cells). f, Effectof osmotic stress on SNACS. Cells were resuspended in hypo- (200 mOsm, n = 611 cells, P = 2.9× 10-10) or hyperosmotic (350, 400 and 500 mOsm, n = 544, 571 and 574 cells, respectively, P = 8.1 × 10-65, 2.6 × 10-144 and < 10-200, respectively) media. Statistical comparisons (one-way ANOVA, Fisher’sLSD) were made to iso-osmotic (300 mOsm, n = 539 cells) media. In c,e,f, boxes:  interquartile range,squares: mean, whiskers: 5-95%, horizontal dashed lines: mean SNACS of control (DMSO or 300mOsm); *P < 0.05, ****P < 0.0001.



Figure 3. Continuous monitoring of single-cell SNACS throughout the cell cycle. a, Top, buoyantmass (black) and SNACS (red) of a L1210 cell was measured over two cell divisions with < 1 mintemporal resolution by flowing the cell back-and-forth through the SMR. Blue arrows mark celldivision. Bottom, SNACS near mitosis. SNACS is shown in dashed lines when measurement errorbecomes statistically significant (Methods). b, SNACS variability during interphase at a cellpopulation level (black), in individual cells (red), and for 12 µm polystyrene beads (blue). BeadSNACS is relative to its mean value. Large (mitotic) cells were removed from the population data.<C.V> is the average coefficient of variation. n is the number of cells  (black) or beads (blue)measured from each population and the number of repeated measurements during interphase ofeach individual cell (red) or bead (blue). Boxes: ± s.d., squares: mean, whiskers: 5-95%. c, meanSNACS (red) and ± s.d. (gray) of L1210 cells during mitosis (n = 24 cells from 13 independentexperiments). Vertical lines and color bars indicate the phase of the cell cycle. Short blue lines at thebottom right mark the end of cell division for each cell. Dashed line same as in a. d, Representativemorphology of a L1210 cell (n = 24 cells from 13 independent experiments) captured by DIC imagingon the SMR chip. Numbering corresponds to arrows in c. Scale bars, 10 μm. e,f, SNACS in mamaliancells BaF3 (e) and S-Hela (f). Color bars same as in c.
Figure 4. Mitotic swelling and actin remodeling are responsible for SNACS dynamics in mitosis.
a, L1210 cell volume (blue circles) and SNACS (red) in mitosis. b, Buoyant mass (black) and SNACS(red) of a L1210 cell arrested in metaphase by treating with S-trityl-cysteine (STLC, 5 μM). c, Left,mean SNACS change of control (red) and ethylisopropylamiloride (EIPA, 10 μM, blue) treated L1210cells in early mitosis. Right, quantification of SNACS change with STLC (5 μM, n = 7 cells from 7independent experiments, P = 0.58) and EIPA (10 μM, n = 5 cells from 5 independent experiments. P= 3.0 × 10-5) treatments. Data depicts mean ± s.d. of the maximal SNACS change in prophase andmetaphase. Statistical comparisons (two-sided Welch’s t-test) were made to the control (n = 24 cellsfrom 13 independent experiments). ****P < 0.0001, n.s., not significant. d, Top, illustration ofhypothetical cortical thinning scenario by shell expansion during swelling (Supplementary Note 5).Bottom, SNACS of L1210 cells vs time before (red, n = 728 cells) and after (-Δ50 mOsm, blue, n = 733cells) exposure to hypotonic stress. Dashed lines represent the mean SNACS of each condition. Arrowmarks the time of osmotic shock. e, Representative single z-layer images of F-actin (red, LifeAct) andFUCCI (green, mAG-hGem) from a live L1210 cell (n = 7 cells). Time zero marks the onset of anphase.Furrow initiation in the equatorial region (pink arrowheads) and cortical relaxation at the poles (bluearrows) are highlighted. Scale bars, 10 μm. f, Top, zoom-in view of mean SNACS in late mitotic L1210cells (n = 24 cells). Bottom, L1210 cortical LifeAct signal density in equatorial (red) and polar (blue)regions (Methods), as shown in e. Data depicts mean ± s.d. (n = 7 cells). g, Buoyant mass (black) andSNACS (red) of a L1210 cell treated with Blebbistatin (Bleb, 25 μM). h, Summary of SNACS dynamicsin mitosis. Data depicts mean ± s.d. of the SNACS normalized to G2 (n = 24 cells). Actin (gray shell)and morphology of a cell in each time points of mitosis are illustrated. In a,b,c,f,g, vertical linesseparate the cell cycle positions marked by color bars shown in Fig. 3c. Black bar marks post-metaphase. P: prophase, M: metaphase, A: anaphase, T: telophase, post-M: post-metaphase.



Online methods
System SetupSMR devices were fabricated using a previously described process23,46 and carried out at CEA-LETI,Grenoble, France. The geometry and dimensions of SMR devices used in the experiments describedin this work are shown in Supplementary Fig. 1 and Supplementary Table 2. The measurementsystem for trapping a cell throughout its cell cycle has been previously described in34. The SMRs werevibrated with a piezo-ceramic plate bonded underneath the chip, providing actuation to resonate thecantilever beam in the second mode. To track the changes in the resonant frequency of the cantileveras a function of time, we used a closed feedback loop to drive the cantilever to always oscillate at itsresonant frequency. The motion of the cantilever was measured using piezoresistors that areimplanted at the base of the silicon cantilever47. A digital control platform that was previouslyreported48 was utilized to oscillate the SMR in direct feedback mode, where the motion signalacquired from the piezoresistor is delayed, amplified and utilized as the drive signal used to actuatethe cantilever. We set the measurement bandwidth of this control system at ~1,500 Hz, which is wideenough to capture frequency modulation signals created by cell transit events and narrow enough tominimize noise.For on-chip optical measurements, a modular microscope (Nikon) was mounted on top of the SMRdevice. A 20X objective lens (Nikon-CFI, LU Plan ELWD N.A 0.4 WD 13 mm) or 50X objective lens(Nikon-CFI, LU Plan ELWD N.A. 0.55, W.D 10.1 mm) was used to collect light into a CMOS camera(FLIR, BFS-U3-13Y3M-C) or PMT (Hamamatsu, H10722-20), respectively, in order to obtain DICimages or measure fluorescent intensity. The field of view and area of light exposure was typicallyreduced to 100 µm x 100 µm (DIC imaging) or 40 x 60 µm (fluorescent measurements) to minimizethe background noise as well as phototoxicity. To further improve the signal-to-noise ratio, arectangular slit (Thorlab) was adjusted to fit the channel width and placed at the image plane. Anillumination light source (Lumencor, Spectra X Light Engine) was shuttered by the measurementsoftware (Labview 2012) to excite each fluorescent measurement for less than 550 ms. The opticalpath and components for imaging and fluorescent measurements are similar to what has beenpreviously described34.
System OperationAs previously reported36, a chip was placed on top of a hollow copper plate that is connected to awater bath by tubing to maintain constant temperature on the chip. For all single-cell, long-termmonitoring experiments, temperature of the copper plate was kept at 37°C. The sample was loadedto the SMR from vials pressurized with air containing 5% CO2 to maintain the pH of the culture. A0.007” inner diameter fluorinated ethylene propylene (FEP) tubing (IDEX Health & Science) isutilized to push the sample into the chip. The fluid flow was controlled using two electronic pressureregulators (Proportion Air QPV1) and three solenoid valves (SMC-S070), which are controlled byNational Instruments control cards and a custom measurement software (Labview 2012). Typically,differential pressure of ~0.5 psi was applied across the SMR, yielding a flow rate of ~ 2 nL/s(calculated based on the frequency modulation signal due a cell transit; typically 200-300 ms) tomaintain constant shear and data rate. Under these conditions, the L1210 cell growth rate was similarto that in culture34. Beads, hydrogels and drug-response end-point assays were measured at roomtemperature. All end-point assays were conducted within 30 min after samples were loaded. Newsamples were flushed every several minutes into the input bypass to minimize potential size bias dueto particle or cell settling in the tubing and sample vials.
Frequency peak analysisTo measure buoyant mass (antinode) and node deviation (node) from the acquired resonantfrequency waveforms, we filtered the frequency data with a third order Savitzky-Golay low-pass filter



and find the local minima (antinode) that is below a user-defined threshold. Next, local maxima (node)around the peaks were determined. Then to correct for the possible slope during the particle or celltransition through the cantilever, a baseline was calculated and subtracted from the measured peaksby fitting a first order polynomial at frequency data points prior and posterior of the cell signal.Typically, we acquire frequency data for ~1 s before and after the transit of each cell in order toestimate the baseline frequency. As a result, the measurement time is typically 2-3 s per cell whichleads to a throughput of about 1,200 cells per hour (accounting for occasional doublets and delaysbetween cell measurements).  For single-cell volume measurements (Fig. 4a), baselines were fittedwith 2nd order polynomial to account for the baseline fluctuation due to fluid exchange. Both localmaxima and minima in the cell signal were subtracted from the linear baseline to obtain the buoyantmass (local minima, antinode) and node deviation (local maxima, node). For single-cell end-pointassays (population measurements), frequency peaks were rejected when local minima (twoantinodes) differed from each other more than 10% of the average value and/or local maxima (twonodes) differed from each other more than 15% of the average value of local minima, which occurwhen multiple cells or cell with debris enter the SMR simultaneously. Peaks were rejected if theirshape was atypical (e.g. particle or cell stuck in the cantilever). For single-cell long-term monitoring,all frequency peaks were accepted and presented except extremely rare events such as when adoublet separated into two daughter cells during the transit through the cantilever or enteredapoptosis due to persistent drug pressure. Frequency peaks were calibrated ( per g) usingmonodisperse 10 µm diameter polystyrene beads with a known density of 1.05 g/cm3 (Thermofisher,Duke Standards).
Hydrogel particle synthesisHydrogel microparticles were fabricated via stop-flow lithography (SFL)49,50. Microfluidic synthesisdevices were fabricated by previously reported procedures.2 Briefly, PDMS (10:1 monomer to curingagent, Sylgard 184, Dow Corning) was cured on silicon wafers patterned with SU-8 features, anddevices were bonded to PDMS-coated glass slides. Prepolymer solutions were prepared by mixing20% (v/v) poly (ethylene glycol) diacrylate (PEGDA; Mn = 700, Sigma-Aldrich), 5% 2-hydroxy-2-methyl-propiophenone (photoinitiator, Sigma-Aldrich), 25% DI water, and 50% polyethylene glycol(PEG; Mn = 200, Sigma-Aldrich).Using the previously reported SFL setup49,50, prepolymer solution was loaded into the synthesisdevice by pressure-controlled flow. After stopping the flow, particles were polymerized by ultravioletlight (Thorlabs, 365 nm LED, 2200 mW cm-2) in mask-defined shapes (transparency masks designedin AutoCAD, printed by Fineline Imaging). The three steps (flow, stop, exposure) were repeated toachieve semi-continuous particle synthesis. Polymerized particles were collected from the channeloutlet and purified with PBST (phosphate buffered saline with 0.05% Tween-20) by centrifugation.Hydrogel microparticles with varying elastic modulus (Fig. 1g) were synthesized using the SFL setup.Prepolymer solutions were prepared with varying concentrations of PEGDA (Mn = 700) in the range10-35% (v/v), plus 5% photoinitiator, 25% DI water, and PEG (Mn = 200) in the range 35-60% tomake up the remaining volume. For all prepolymer compositions, particles were polymerized usingan 11 µm circle mask in microfluidic channels with heights of 10 µm, resulting in a particle heights of7-8 µm.Hydrogels of three aspect ratios 1.0, 1.5 and 2.5 (Supplementary Fig. 3) were fabricated by usingthree masks with same cross-sectional area for exposure, but three different shapes, respectively: a11μm-diameter circle, an ellipse with aspect ratio 1.5 (major axis: minor axis), and an ellipse withaspect ratio of 2.5. The volumes of hydrogels were measured using the Dynamic Light Scattering (DLS)with means 655, 658 and 602 µm3 for aspect ratios 1, 1.5 and 2.5, respectively. Particle dimensions(height and major/minor axes) were measured from brightfield microscopy images using ImageJsoftware, taking an average from at least ten particles.



Measurement of particle elastic modulus by atomic force microscopy (AFM)To determine the elastic modulus of the hydrogel microparticles, force spectroscopy measurementswere performed using a MFP-3D-BIO atomic force microscope with an integrated optical microscope(Asylum Research). A 50 µl drop of particle solution (~10 particles in PBST) was placed on a glassslide. Silicon nitride cantilevers with silica spherical indenters of 10 µm diameter (Novascan) wereused to indent the particles in PBST after they settled to the surface of the slide. For particles withcomposition 10-25% PEGDA, a cantilever with nominal spring constant of 0.12 N m-1 was used. Forstiffer particles with higher composition 30-35% PEGDA, a cantilever with nominal spring constant0.35 N m-1 was used. The inverse optical lever sensitivity (InvOLS) for each cantilever was calibratedfrom deflection-displacement curves on a rigid glass slide (23.21 and 17.46 nm V-1, respectively) andthe actual spring constant of each cantilever was measured using the thermal noise method51 to be0.114 and 0.475 N m-1 respectively. For each sample, we indented four particles with four indentsper particle. Elastic modulus was calculated by fitting the force-indentation curves to a maximumindentation depth of 400 nm using the Hertz model for spherical elastic contact with IGOR dataprocessing software (Wavemetrics). The indentation velocity was 1 µm s-1. The PEGDA hydrogelswere assumed to be incompressible elastic materials, with a Poisson’s ratio of 0.552,53.
Cell culture, chemical perturbations and transfectionsL1210 and BaF3 cells were cultured in RPMI containing L-glutamine, Phenol Red, 11 mM D-glucose,and the RPMI was supplemented with 10% heat inactivated fetal bovine serum (FBS), 10mM HEPES,100 units/mL of penicillin, 100 µg/mL of streptomycin, and 0.25 µg/mL of Amphotericin B. S-HeLacells were cultured in DMEM containing L-glutamine, Phenol Red, 25 mM D-glucose, and the DMEMwas supplemented as RPMI. All cell culture reagents were obtained from Thermo Fisher Scientific,except FBS which was obtained from Sigma-Aldrich. The L1210 cells were obtained from ATCC (CCL-219). BaF3 cells expressing BCR-ABL were obtained from RIKEN BioResource center. S-HeLa cellswere a gracious gift from Dr. Kevin Elias (Brigham and Women’s Hospital). All experiments werestarted from cell cultures that had not reached more than 40% confluence.For chemical perturbations, cells were pretreated with chemicals for 20-30 min under normal cellculture conditions and loaded into the SMR along with the chemical containing media. Chemicalconcentrations used were 0.1% DMSO (controls, Sigma-Aldrich), 0.02 – 1 µM Latrunculin B (Sigma-Aldrich), 1 µM Cytochalsin D (Sigma-Aldrich), 25 µM (inhibiting Cytokinesis, long-term traces) or 50µM (Actomyosin cortex disruption, end-point assay) Blebbistatin (Sigma-Aldrich), 10 µM EIPA(Sigma-Aldrich), 5 µM STLC (Sigma-Aldrich) and 2 µM RO3306 (R&D Systems). For surfacecrosslinking experiment, cells were treated with 4% PFA (Electron Microscopy Sciences) in PBS for1 or 10 min. Cells were then washed with PBS and resuspended in normal culture media. For all washand re-suspension steps, cells were centrifuged at 500 g for 2 min. For the osmotic challenge, desiredosmolarity of the external solutions were achieved by mixing cell culture media with deionized wateror D-mannitol (Sigma-Aldrich) for hypotonic or hypertonic conditions, respectively. Cell culturemedia was set to be isotonic (300 mOsm). Cells in the culture media were mixed 1:1 with theprepared external solution (e.g. mixed 1:1 with 500 mOsm solution to achieve final osmolarity of 400mOsm) to obtain desired osmolarity. We kept the cells in the prepared media solution at roomtemperature for 20 min before loading them into the SMR containing media of the desired osmolarity.For hypotonic experiment shown in Fig. 4d, cells were loaded immediately after the osmotic shock.For the slow hypotonic shock condition shown in Supplementary Fig. 11, cells were treated with DIwater every 2 minutes for a total of 20 minutes. The desired osmolarity of 250 mOsm was achievedby adding 10uL of water every 2 min (total of 10 times) into 500 µL of cell solution.L1210 FUCCI cells, which express the fluorescence cell cycle marker construct mAG-hGem, weregenerated in a previous study34. These cells were transfected with LifeAct, a F-actin labelling redfluorescent protein construct31, using rLVUbi-LifeAct-TagRFP lentiviral vector obtained from ibidi



GmbH. Several rounds of transfections were carried out using spinoculation. In short, 1.5 x 105 L1210FUCCI cells were mixed with 10 µg/ml Polybrene (EMD Millipore) and 1 x 106 TU of lentivirus, andthe mixture was centrifuged at 800 g for 60 min at 25°C. After centrifugation, the cells were movedto normal cell culture media, grown overnight and the spinoculation procedure was repeated. After3 rounds of transfections cells were moved to normal culture media and 24 h later selection wasstarted by adding 10 µg/ml Puromycin (Sigma-Aldrich). After a week of selection, the transfectedpopulation was enriched for cells expressing high levels of LifeAct by FACS sorting using BD FACSAria.
Size normalizing node deviation to obtain SNACS valuesSince node deviation decreases with particle volume (Fig. 1f, Fig. 2b), size-normalization is requiredto compare node deviation of different size particles or cells. To obtain the size-normalized acousticscattering (SNACS), we first obtained the volume following a previously described method5. In short,we converted buoyant mass obtained from individual peaks (Supplementary Fig. 4a) to volume usinga median density of the population. Median density of the population relative to the fluid (∆ =ρ − ρ ) was obtained by fitting the buoyant mass distribution with a log-normal distribution toestimate the mean buoyant mass ( , > 300 cells). Mean volume ( )was obtained by fitting the log-normal distribution to the volume distribution obtained from the Coulter Counter measurements(Beckman Coulter, >5000 counts). Single-cell volume was then obtained using the following equation:= /∆ , where ∆ =The mean density (∆ ) of the population was calculated for each condition. Then, the node deviationfor each cell (Supplementary Fig. 4a) was divided by its volume ( ) to obtain node deviation/volume( ). Representing each cell as a data point in the scatter plot ( vs , Supplementary Fig. 4b), aniso-elasticity line of slope is passed through each point (Supplementary Fig. 4c). All data pointsalong a given iso-elasticity line have the same mechanical property based on the FEM simulation (Fig.2b). Finally, the SNACS for each cell was obtained by taking the linear interpolation of atalong the iso-elasticity line (Supplementary Fig. 4d):SNACS= − ( − )The slope ( )was obtained by performing a linear regression on the population data (typically >300cells) in the versus scatter plot (Fig. 2b). The reference volume ( ) was set to the medianvolume of the population, which for L1210 cells was 900 fL.
Cell cycle transition pointsTo pinpoint the G2/M transition, we utilized a previously reported finding that mitotic swelling startsin early prophase and prometaphase36. As the SNACS decrease was simultaneous with swelling (Fig.4a), and SNACS decrease was not observed in G2 arrested cells (Supplementary Fig. 10a), we markedthe G2/prophase transition to take place right before the SNACS decrease starts. The FUCCI signal(mAG-hGem) decrease (when fluorescence first reaches 85% of the maximum value) was used tomark the metaphase to anaphase transition. Based on fluorescence imaging, we obtained the averagetime lag between the time when FUCCI signal (mAG-hGem) begins to drop (below 85% maximum)and the first time point for when a cell deviates from spherical to be approximately 3.8 min. Then, toassign the cell cycle transition points in figures, we subtracted the 3.8 min time lag from the first timepoint when cell shape deviates from sphere to mark the start of anaphase. SNACS traces of themetaphase arrested cells (treated with STLC), where SNACS remained low for several hours,supported our timing of the metaphase-anaphase transition (Fig. 4b).
MicroscopyL1210 cells expressing the FUCCI (mAG-hGem) and LifeAct-RFP F-actin probe (rLVUbi-LifeAct-TagRFP) constructs were imaged on poly-lysine coated glass bottom CellView cell culture dishes



(Greiner Bio-One). Media, CO2 and temperature conditions during the imaging were the same aswithin the SMR. Imaging was carried out using DeltaVision widefield deconvolution microscope withstandard FITC and TRICT filters, 100X oil immersion objective and immersion oil with refractiveindex of 1.522. No binning was used and the image resolution was 9.245 pixels/µm in xy-planes.When examining the effects of actin perturbing chemicals on the F-actin structure, a 3 µm thicksection from the middle of the cells was imaged in 0.2 µm thick z-layers. After the first round ofimaging, the cells were treated with the indicated chemical for 30 min and the same cells were imagedagain. When examining the F-actin distribution in early mitosis, a 1 µm thick section from the middleof the cells was imaged in 0.2 µm thick z-layers every 5 min. Only the middle z-layer was used forfinal analysis and presentation. When examining the F-actin distribution during cytokinesis, three0.2 µm thick z-layers were imaged with 1 µm height intervals to capture both the mother and thedaughter cells at the central height of the cell, and this imaging was repeated every 2.5 min. The totalduration of all imaging experiments was limited to 5 h, as prolonged light exposure induced photo-toxicity and started to interfere with mitotic progression.
Image analysis – actin cortex thickness in early mitosisAll images were deconvolved using standard settings in the softWoRX software. To normalize theeffect of photo-bleaching, first we calculated the total LifeAct signal in the entire images (2048 x 2048pixels) that contained multiple cells. Then, we fitted a second order polynomial to the total LifeActsignal in the image as a function of frame index. During the subsequent image analyses, we correctedthe LifeAct intensity with the corresponding decay coefficient calculated from the polynomial fit foreach frame. To analyze individual cells, we first determined the representative cells that wentthrough the nuclear envelope breakdown and/or cytokinesis during the experiment. These cellswere cut out of the larger images and analyzed individually (Supplementary Fig. 12a).For analyzing each cell, we utilized MATLAB’s circular Hough transform algorithm to detect circleson images (imfindcircles). We applied this algorithm to binary images that were processed by a 2-dimensional median filter with 3-by-3 neighborhood (Supplementary Fig. 12b) and a threshold filter(Supplementary Fig. 12c). After determining an initial position for the cell center and radius(Supplementary Fig. 12d) we obtained the actin signal at the raw, unfiltered image across 100 radialpaths around the detected circle ranging from the estimated cell center to 125% of the estimated cellradius (Supplementary Fig. 12e). Then, we recorded the prominent peak location of the actin signalthat was closest to the estimated radius as the cortex position for that particular radial path. We tookthe median of LifeAct signals recorded from each radial path after aligning them at their calculatedcortex locations (Supplementary Fig. 12f). Using this median LifeAct profile of the cell cross-section,we calculated the full width at half maximum (FWHM) of the LifeAct signal at the cortex(Supplementary Fig. 12f, red circles) in reference to the LifeAct signal that is recorded at thecytoplasm. We defined the baseline signal at the cytoplasm of L1210 cells as approximately 85 to 90%of the radial measurement path (Supplementary Fig. 12f, red line). This FWHM value of LifeAct at thecortex functioned as a proxy for the cortex thickness.To analyze F-actin distribution dynamics through mitosis, we repeated our analysis for each timepoint we collected throughout the experiment. At each time point we also analyzed the distributionof the FUCCI signal (mAG-hGem) in the cell (Supplementary Fig. 12g). We aligned the data fromdifferent cells to the time of nuclear envelope breakdown using the FUCCI signal (mAG-hGem) spreadfrom nucleus to across the entire cell area as marker for the nuclear envelope breakdown(Supplementary Fig. 12h). Finally, for comparing different cells, we normalized the FWHM signals ofeach cell with respect to the median FWHM signal that was recorded from the frames of that cell priorto the nuclear envelope breakdown.
Image analysis – equatorial and polar actin cortex density during mitosis



To study how the distribution of F-actin changes through mitosis, we considered four regions of thecell. Each region covers a 90-degree area extending from 65% of the estimated radius of the cell toits full radius. We utilized the same cell detection algorithm that was described in the previoussection, with the additional capability of detecting two adjacent cells (Supplementary Fig. 12i,j). Todetermine the division axis and the regions of interest we started the analysis from the frames aftercytokinesis with two cells clearly visible, and worked back in time until the onset of anaphase. Ateach time point, if we detected two cells, even if the cell was in mid-anaphase, we determined thedivision axis and the equatorial and polar regions of interest. We set the polar region as the 90-degreesegments that are at two opposite sides of the detected cells (Supplementary Fig. 12k). We set theequatorial region as the regions that are in the middle of the two cells and have an angular span thatis perpendicular to the polar regions (Supplementary Fig. 12l). To compensate for the observed non-circular shapes, we utilized an edge detection algorithm to determine the true extent of the cellsoverlapping with the region of interest. If we detected a single cell, we defined the four equal arearegions using the same angular span that was determined in the previous frames (during cytokinesis)of the same cell. Finally, we calculated the relative F-actin density in each region by normalizing thetotal LifeAct signal to the area in each region. In the cases, where an adjacent, brighter cell wasinterfering with the cell of interest, we disregarded the signal in the affected region. Finally, wealigned the timing of different cells using the first frame, where two separate cells are apparent (mid-anaphase).
Data presentationTo characterize the system noise, we repeatedly measured node deviation of the same 12 μmdiameter polystyrene bead, size-normalized to SNACS and calculated their standard deviation(Supplementary Fig. 6a). SNACS of L1210 cells (n = 24 cells) were aligned to the latest time pointwhere the cells maintained round morphology (3.8 min after anaphase onset, Fig. 3c,d). Then, weinterpolated each data points for 0.01 h and calculated the mean value and standard deviation out ofthe interpolated data for each time point. All SNACS plots were filtered with median filter of length 3,except in late mitosis (data points after anaphase onset) where we show raw data. From the onset ofanaphase, we calculated P values between the maximum and minimum within moving 5 minute timeblock to characterize how much of the temporal change has statistical significance. We observed thattemporal SNACS changes were not significant (P > 0.05, two-sided Welch’s t-test) from 15.2 min afterthe onset of anaphase to cell division (Fig. 3, red dashed lines).After defining the size-normalized acoustic scattering parameter SNACS at the end of Fig. 2, weillustrated all node deviation changes, which reflect the mechanical property of a cell, using SNACSor ΔSNACS. ΔSNACS represents the change in SNACS relative to the median value of first 10-15minutes of data presented (except in Fig. 4d, where mean value of the whole cells before hypotonicshock is used), and is only used for better visualization of data.
Statistics and ReproducibilityTo quantify the agreement between the data from the experiments and the simulations (Fig. 1d-f),we calculated the coefficient of determination R-squared (R2). We assumed that the observed dataare the experiments and the fitted are the simulations. Thus, for number N of data points whereyi,experiment and yi,simulation are the observed and the fitted values (i=1,2,…N), we calculated:= 1 − ∑ , ,∑ , , where = ∑ ,Statistical analysis were performed by Origin and MATLAB. We performed two-sided Welch’s t-testfor comparisons between two groups and one-way ANOVA for comparisons between multiple groups.Post hoc analysis (Fisher’s LSD) was performed only when ANOVA yielded a statistical difference (P< 0.05). Null hypothesis was always that mean values are the same. The detailed statistics performedfor each experiment are shown in figure legends.



All single-cell SNACS traces were obtained on separate days. All single-cell SNACS traces wererepeated at least five times in independent experiments. The population SNACS measurements wererepeated at least in three independent experiments, yielding comparable results.
FEM simulationSee Supplementary Note 2 for details.
Mass distribution correctionSee Supplementary Note 3 and Supplementary Fig. 9 for details.
Orientation-dependent noiseSee Supplementary Note 4 and Supplementary Fig. 15 for details.
Cortical thickness reduction during swellingSee Supplementary Note 5 for details.
Reporting SummaryFurther information on research design is available in the Life Sciences Reporting Summary.



Data availabilityThe data that support the findings of this study are available from the corresponding author onreasonable request.
Code availabilityCode used in this study can be obtained from the corresponding author upon reasonable request.
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List of energy terms. 

 

  



  

  

Supplementary Table 2 

List of simulation parameters. 

 
  



  

  

Supplementary Table 3 

Different mechanical models. 

   



  

  

Supplementary Table 4 

Mass distribution function (𝛌(𝐱)) for selected geometries and orientations. 

 

  



  

  

Supplementary Table 5 

List of calculated cortical thickness change upon isometric volume expansion.  

 

  



  

  

Supplementary Note 1. Theory 

1.1 Introduction 

Using the Rayleigh Ritz Theorem, which equates time average kinetic energy and time averaged potential energy, 
resonant frequency of the Suspended microchannel resonator (SMR) containing a particle immersed in the fluidic 
channel can be obtained1. It has been shown previously that a point-mass particle in the SMR of length L vibrating at 
its second mode shifts the resonant frequency as a function of particle position (y) along the cantilever2, 

where 𝑓is the resonant frequency of SMR vibrating at its second mode before the particle is introduced, 𝑢2 is the 
normalized second mode shape, ∆𝑚 is the mass change in the system upon loading the particle, 𝑚𝑒𝑓𝑓 is the effective 

mass of the unloaded cantilever, and  𝜆2 is the eigenvalue for the second mode (𝜆2 = 4.6941). According to Eq. (1), 
the resonant frequency does not change when a particle is at the node (i.e., ∆𝑓/𝑓|𝑛𝑜𝑑𝑒 = 0  when 𝑢2(𝑦)  = 0). 
However, we observe a non-zero frequency shift at the node (i.e. node deviation) from beads and cells (Fig.  1a).  
 
In this note, we start our discussion with the theory that was developed to derive Eq. (1) and provide the 
assumptions that led to a discrepancy between theory (according to Eq. (1)) and measured node deviation (Fig. 1a). 
Next, we provide the details of the FEM simulation, which revealed new energy terms that were accounted for when 
calculating the resonant frequency change. Finally, we derive a new expression for the frequency response based on 
the FEM simulation results that successfully described node deviation measurements for both beads and cells (Figs. 
1d,e and 2b).  
 
1.2 Theory 

We assume the vibration amplitude of the SMR follows the normalized second mode shape (𝑢2) from Euler-Bernoulli 
beam equation and is unchanged for sufficiently small mass loading (∆𝑚 ≪ 𝑚𝑒𝑓𝑓) 1 

where 𝐴 is the maximal amplitude and 𝜔 = 2𝜋𝑓 for a SMR vibrating harmonically with frequency 𝑓. For this note, 
𝑢(𝑦) refers to the normalized second mode shape. In the earlier theory, potential energy from the bending of the 
silicon layer surrounding the fluidic channel (Supplementary Fig. 1a) was considered to be the only term 
contributing to the total potential energy of the system, 𝑈𝑡𝑜𝑡𝑎𝑙. Therefore, 



  

  

For the kinetic energy of the system, 𝑇𝑡𝑜𝑡𝑎𝑙, there are three contributing sources for kinetic energy (silicon layer, fluid, 
and particle) for which we provide 

where 𝑚𝑝is the mass of the particle, 𝜌𝑠𝑖𝑙  and 𝜌𝑓 are the densities of silicon layer and fluid, respectively. In the existing 

theory, the interaction between the fluid and particle is ignored and it is assumed that the particle and fluid have the 
same kinetics (i.e., 𝑣(𝑦) = 𝜔𝑢(𝑦)). For this case, Eq. (4) simplifies to 

where 𝑚𝑒𝑓𝑓  =  1
2⁄ ∫ 𝜌 𝑢2 𝑑𝑉  + 1

2⁄ ∫ 𝜌𝑓 𝑢2 𝑑𝑉 when 𝑦 = 0. Thus, using the Rayleigh-Ritz Theorem to equate the 

time-averaged potential energy 𝑈𝑚𝑎𝑥/2 with the time-averaged kinetic energy 𝑇𝑚𝑎𝑥/2 at y=0 

where we set 𝜔 = 𝜔0  when y=0 (i.e., resonant frequency before particle enters the channel). We assume the 
potential energy of a system is not affected by the particle position and therefore constant (𝑈𝑚𝑎𝑥 = 𝐶) . Then, 
applying Rayleigh-Ritz Theorem to equate 𝑈𝑚𝑎𝑥/2 and 𝑇𝑚𝑎𝑥/2  at non-zero and using Eq. (5),  

 where Δ𝑚 = 𝑚𝑝 − 𝑚𝑓 and ω = ω0 + 𝛥ω. This then simplifies to Eq. (1),  

So far, we have described how energy balance between kinetic and potential energy of the system collectively 
changes the resonant frequency of SMR. However, acoustic features in the SMR were ignored and several energy 
terms associated with acoustic fields in the SMR were neglected.  First, we have assumed that the only term 
contributing to the potential energy is from the silicon layer. However, the potential energy stored in acoustic 
standing waves (Supplementary Fig. 1b and Supplementary Video 1) in the embedded microfluidic channel, as well 
as the energy stored in the elastic materials (particle and shell of the cell model) should also be included. Second, we 
have only considered velocities in the z-direction (i.e., normal to the surface of the cantilever, Supplementary Fig. 
1c). We determined that the velocities along the cantilever (y-direction) could be as large as 10% that of the z-
direction (Supplementary Fig. 1c, inset), and in the immediate vicinity of the node, the velocity in the y-direction is 
even greater than in the z-direction. Third, and most importantly, we have neglected the interaction between the 
particle and fluid environment by assuming the particle and nearby fluid have the same kinetics. However, as the 
particle scatters the acoustic field, it alters the kinetics of the neighboring fluid medium as well (Fig. 1c, inset and 



  

  

Supplementary Video 2). By incorporating these three considerations into our FEM model, our simulation results 
match the experimental results (Fig. 1d,e and Supplementary Fig. 2). 
 
1.3 Acoustofluidics 

To develop a more general theory that includes the effect of the acoustic field, we begin with the governing equations 
for the fluids and their acoustic energies. Kinetics of a fluid is determined by its density 𝜌, pressure 𝑝, and individual 
fluid particle velocity 𝑣. These parameters are governed by the continuity equation for the mass and the Navier-
Stokes equation3. Acoustic fields that result from a perturbation to these parameters can be written in terms of the 
zeroth, first, second, and third and higher-order terms as 

where the subscripts denotes the order of perturbation. 0th order represents the quiescent state and for simplicity 
we take 𝑣0 = 0. 
 
Taking only the 1st order perturbations into account and neglecting 2nd and higher order terms, the governing 
equations for fluids can be simplified into a wave equation 

where 𝑐0 is the speed of sound in the fluid, and 𝑝1  =  𝑐0
2𝜌1. Assuming time-harmonic fields, 

Eq. (10) reduces to a Helmholtz equation, given by  

 
It is worth noting that the harmonic vibration of the cantilever is the only necessary source for the acoustic 
perturbation. Since the equation governing the first order density 𝜌1, pressure 𝑝1 and fluid velocity field 𝑣1 is linear, 
all first order parameters will be proportional to 𝐴. Therefore, the kinetic and potential energy terms from the first-
order acoustic fields, 

will have sin2(𝜔𝑡) or cos2(𝜔𝑡) dependence as well as 𝐴2, similar to the energy terms shown in Supplementary Table 
1. Therefore, when equating the total kinetic energy and potential energy (Rayleigh Ritz Theorem) to obtain the 
resonant frequency of the system, terms with 𝐴2  effectively cancels out. In fact, we have experimentally seen that 
amplitude does not affect our node deviation signal (Supplementary Fig. 3). It is clear that since 𝑝1 is in-phase with 
the cantilever vibration (∝ cos(𝜔𝑡), Supplementary Fig. 1b), 𝜔𝑝 ∝ 𝑐𝑜𝑠2(𝜔𝑡) and will therefore contribute to the 



  

  

potential energy of the system, as expected. On the other hand, 𝑣1 is out-of-phase with the cantilever movement (∝
sin(𝜔𝑡), Supplementary Fig. 1c,d), 𝜔𝜈  ∝  𝑠𝑖𝑛2(𝜔𝑡) and will contribute to the total kinetic energy of the system. 
Next, we shift our discussion to the fluid-particle interaction, where a particle scatters the acoustic field around it, 
causing nearby fluid velocity and pressure to be 

where �⃗�𝑖𝑛  and 𝑝𝑖𝑛  are incident acoustic terms and �⃗�𝑠𝑐  and 𝑝𝑠𝑐  are scattered terms. This will cause not only the 
acoustic fields to be scattered but the particle in the acoustic field to gain kinetic energy 𝑇𝑝 and potential energy 

𝑈𝑝 related to the elastic deformation of the particle. Following the time-harmonic assumption, the gained kinetic 

energy can be obtained, as shown in Supplementary Table 1.  
 
1.4 Revised theory incorporating acoustic effects 

We incorporate all acoustic energy terms, including those resulting from fluid-particle interactions in to Eq. (3) and 
Eq. (4) in order to derive the resonant frequency change of the SMR. 

where 𝑈𝑓  and 𝑈𝑝  denotes acoustic potential energy and stored elastic energy of the particle, respectively.  For 

sufficiently small changes in the frequency (∆𝜔 ≪ 𝜔0),  

where 𝑈0  and 𝑇0 = 𝛼𝜔0
2  are the time-averaged potential and kinetic energy of the system without the particle 

immersed in the SMR (i.e., y=0), respectively. ∆𝑈(𝑦) and ∆𝑇(𝑦) refer to change in potential and kinetic energy of 
fluids and particles, respectively, as a function of the particle position, 𝑦. 
Applying the Rayleigh Ritz Theorem leads to: 

Eq. (17) generalizes the resonant frequency change of the system upon particle loading to be dependent on the total 
potential and kinetic energy of the system, unlike in Eq. (1), where frequency only depends on the particle position 
and mass. It is clear from Eq. (17) that even when a particle is located at the node with zero net out-of-plane motion, 
the disruption of the acoustic field would still result in a non-zero frequency shift. 
 
The simulation results shown in Fig. 1d,e and Supplementary Fig. 2 was computed using the Eq. (17). This was 
accomplished by first numerically solving the Helmholtz equation (Eq. (12)) to obtain three fluid parameters (i.e., 𝜌, 
𝑣, 𝑝), while varying the position of the particle along the channel. Then, we obtained the kinetic energy and potential 
energy of the system for each position (Supplementary Table 1), and subtracted the corresponding energy without 
the particle to get the term ∆𝑈(𝑦) − ∆𝑇(𝑦). In Supplementary Note 2 we will discuss the necessary details of the 
simulation as well as provide more details for computing Eq. (17). 



  

  

Supplementary Note 2. Simulation 

When the acoustic domain of interest has non-trivial geometry with complicated boundary conditions, solving the 
governing equations analytically is challenging. Therefore we utilize Finite Element Method (FEM) simulations 4 to 
solve the relevant equations provided in Supplementary Note 1. For FEM analysis, the governing equation (i.e., Wave 
equation: Eq. (10) for the time domain; Helmholtz equation: Eq. (12) for frequency domain) is to numerically solve 
for each individual ‘block’ within a mesh. In this note, we describe how the model is established and provide details 
on the post processing. 
 
2.1     Geometry 

For FEM analysis, COMSOL Multiphysics software 4.3 was used. The exact geometry of the SMR used for experiments 
in this work was reproduced in the software implementing the CAD design of SMR (Supplementary Fig. 1a and 
Supplementary Table 2). We embedded a particle in the detection regime of the cantilever (i.e., buried channel which 
is covered with thin silicon layers) and parameterized the y-position of the particle. We assumed the particle to be 
perfectly spherical, except where the effect of particle shape was tested. All dimensions used in the simulations are 
listed in Supplementary Table 2. 
 
2.2     Model Setup 

We used the 3-dimensional "Acoustic-Structure Interaction" module in the frequency domain provided by the 
software. The mathematical details of the governing equation and boundary conditions for the simulation are 
included in the manual4. 
 
There are multiple possible sources that generate acoustic standing waves, but most of them will be second or higher 
order terms in the acoustic parameters (e.g., centrifugal force acting towards the tip and node). Here we neglect 
higher order acoustic sources and focus on the first order term, which is created by the out-of-plane motion of fluid 
channel in the cantilever, as given in Eq. (2).  

where 𝑎𝑡 and 𝑎𝑏 are acceleration of the top and bottom surface, respectively. All simulations except viscous sphere 
model were performed under pressure acoustics model  fluid model  linear elastic. We used sound hard boundary 
(wall) condition for the fluid-channel boundary because of the high elastic modulus (> 1011 Pa) and acoustic 
impedance of the silicon surrounding the fluid channel. We obtained the same results by using a boundary condition 
that accounts for the silicon elastic modulus (data not shown). We assumed the entire particle (and shell region for 
Cortical Shell – Liquid Core model) to be a linearly elastic material and isotropic solid. COMSOL then solves for the 
elastic solid-acoustic interaction, which incorporates the re-radiation of the acoustic field by the vibration of the 
solid interface driven by the incident pressure field. For the cell model, we treated the inner liquid core as a fluid 
with density 𝜌 = 1.05 g/cm3 and sound velocity similar to salt water of the same density. We used the default free 
tetrahedral meshing for the entire geometries (Supplementary Table 2), except for the thin shell when performing 
simulation of the cell models, where we first meshed the outer surface with free triangular and used a sweep function 
towards the inner surface with number of elements set to 10. The mesh size of the free trianglular and free 
tetrahederal mesh was set using the general physics option extremely fine and fluid dynamics option, finer respectively. 
Using these options, the minimal edge length of a typical element was set to 0.105 μm for outer surface meshing of 
the particle and 0.285 μm for the rest of the geometry. The position of the particle or cell in the y-direction was 
parameterized with steps of 5-10 μm  along the length of the cantilever to effectively capture the shape of the 
frequency response and enable the comparison with experimental data (Fig. 1d,e). The center of mass was 
positioned in the center of the channel for the all the simulations excluding the ones when we investigated how 
SNACS is affected by the positional offset from center of the channel (Supplementary Fig. 6).   
 



  

  

2.3     Post Processing 

Once COMSOL finished solving for the acoustic parameters as well as particle kinetics and elastic deformation, we 
integrated parameters (e.g. velocity, deformation) over specific geometries to obtain each energy term (Eq. (15)) as 
a function of the particle position (Supplementary Table 1). Once all energy terms were calculated as a function of 
the particle position, we then exported the data to MATLAB. To obtain ∆𝑇(𝑦) and ∆𝑈(𝑦), we subtracted all energy 
terms when the particle is at position 𝑦 = 0, from the energy terms when the particles is at position 𝑦; 

where 𝑈𝑝,𝑠  and 𝑇𝑝,𝑠 denote the potential and kinetic energy, respectively, of the whole particle or the shell region of 

the cell model. The average deformation of the cell or particle was calculated assuming isometric expansion (i.e., 
𝑈𝑝,𝑠 = 𝐸𝐴𝛥𝑥2 2𝑥⁄ , where 𝐸 is elastic modulus, 𝐴 is the surface area of the cell or particle and 𝑥 is the length before 

deformation, 𝛥𝑥). 𝑈𝑐  and 𝑇𝑐  only apply to the cell model, where encapsulated inner core was treated as a fluid.  
 
Lastly, to directly compare simulations with experiments, we converted the energy difference (in units of Joules, Eq. 
(19)) to a frequency shift (in units of Hz, Eq. (17)). To do this, we ran 10 μm polystyrene beads in both simulations 
and experiments and calibrated the energy difference (∆𝑈(𝑦) − ∆𝑇(𝑦)) simulated when the bead is at the antinode 
(𝑦 = 𝑦𝑎𝑛) with the resonant frequency shift measured experimentally at the antinode (∆𝑓/𝑓(𝑦𝑎𝑛)). 
 
2.4 Different mechanical models for cells 

We also tested models other than the Cortical Shell – Liquid Core model, such as the Viscous Drop, the Acoustic 
Impedance Mismatch and the Bulk Elastic (Supplementary Table 3). For the Bulk Elastic model, the assumption of a 
uniform linearly elastic material was used. For Acoustic Impedance Mismatch, we assumed the cell to be a liquid 
sphere, with acoustic impedance set under the Impedance option. The Viscous Drop and Cortical Shell – Liquid Core 
model (Supplementary Fig. 5b) with the viscous core were simulated by selecting the viscous fluid model under 
pressure acoustics model while parameterizing the dynamic and bulk viscosity of the entire sphere or the fluid core of 
the Cortical Shell – Liquid Core. To simulate the effect of cytoplasmic pressure in our Cortical Shell – Liquid Core 
model (Supplementary Fig. 5c), we set the pressure under initial values to be parameterized within the range of 0-
1000 Pa. The cortical tension model (Supplementary Fig. 5d) was developed similarly to previously reported 
COMSOL model5. Briefly, we applied a constant mechanical tension in the cortex by assigning an initial stress to the 
shell domain under initial stress and strain. Using Laplace’s relationship, we assigned the initial stress in spherical 
coordinate (ρ, θ, φ; relative to the center of the liquid core) as 

 
where 𝑝 is the internal pressure, 𝑟𝑐 is the cell radius, and  𝑡𝑠 is the shell thickness.   



  

  

Supplementary Note 3. Correcting mass distribution 

3.1     Deconvolution of mass and acoustic signal 

As we showed in the previous notes, the resonant frequency shift of the SMR at any point in time due to a particle 
present in the integrated channel is a superposition of the frequency change due to the added particles mass and 
acoustic scattering created by the particle (Supplementary Fig. 2), 

Here we assume ∆𝑓𝑚𝑎𝑠𝑠  is the frequency shift caused by a point-mass particle as shown in Eq. (1), which is 
proportional to the squared amplitude dependence of the mode shape, 𝑢2(𝑦). However, a particle with a mass 
distribution along the cantilever would cause a frequency shift deviating from the squared mode shape. Therefore, 
in order to obtain the shape-insensitive acoustic term, ∆𝑓𝑎𝑐𝑜𝑢𝑠𝑡𝑖𝑐, we need to correct for the mass distribution , ∆𝑓𝑚𝑎𝑠𝑠, 
affecting ∆𝑓𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 . Here, we ignore the contribution of acoustic effects to the frequency shift and discuss only the 
contribution of the mass distribution to the resulting frequency shift. If a particle of length 2L with a linear mass 
distribution, 𝜆(𝑥), is located at the position y along the cantilever, the shift in the resonant frequency is given by 

where 𝑦𝑎𝑛is the position of the antinode and ∆𝑓𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑦𝑎𝑛) is the measured frequency shift at the antinode (i.e., 
buoyant mass). Although a point mass would create no mass-dependent frequency shift at the node (𝑦𝑛, 𝑢(𝑦𝑛)  =  0), 
a particle with a non-zero size along the length of the cantilever will create a non-zero frequency shift when it is 
centered at the node. This contribution can be calculated from Eq. (22), and thus a correction can be made provided 
the size, shape and mass of the particle is known. The list of mass distributions, 𝜆(𝑥), for some of the geometries that 
we encountered during this work is shown in Supplementary Table 4. For simplicity, we assumed the mass is 
homogeneously distributed around the geometry. As expected, compared to the single spherical particle, a doublet 
of particles will result in a larger frequency shift due to mass elongation. Although spheres have positional invariance 
making λ invariant to particle rotation, the λ for a doublet depends on its orientation relative to the cantilever 
(Supplementary Table 4). 
 
3.2     Correction for cell elongation in anaphase 

During the transition from a singlet to a doublet during anaphase, we assume that the total volume remains constant 
and that all geometries are the result of an overlap of two equally sized spheres (Supplementary Fig. 9). To 
accomplish this, we numerically solve for an individual sphere radius, 𝑟𝑡, with total elongation length, 𝐿, and volume, 
𝑉, matching the following conditions:  

where 𝑑  is the length of intersection between two identical spheres (Supplementary Table 4). With 𝑟𝑡  obtained 
above, we add the following frequency shift to the node deviation we measured to correct for the mass elongation 
effect.  



  

  

where 𝑦𝑛 is position of the node and 𝜆𝑡 and 𝜆𝑠 refer to the linear mass distribution of the overlapping spheres of 
individual radii of 𝑟𝑡and singlet of radius 𝑟𝑠, respectively (Supplementary Table 4). However, since 𝜆𝑡 depends on the 
exact orientation relative to the channel, there will be an error estimating the frequency shift, ∆𝑓𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛. For all 
data shown throughout this work, we assumed that the cells are oriented by an intermediate angle (i.e., 𝜃𝑚𝑎𝑥/2) 
during late mitosis (Supplementary Fig. 15). We further discuss the details of such orientation-dependent error in 
Supplementary Note 4.  
  



  

  

Supplementary Note 4. Orientation-dependent noise 

Orientation of a particle relative to the channel can affect mass distribution along the channel and result in a SNACS 
that is independent of the mechanical properties (Supplementary Note 3 and Supplementary Table 4). For example, 
the SNACS from a cylindrical particle flowing parallel through the channel at the node will be different from the case 
where the same particle has a perpendicular orientation (Supplementary Table 4, 1st and 2nd row, respectively). 
Thus, for non-spherical particles, the SNACS measurement contains an intrinsic noise that results from an uncertain 
orientation during detection at the node. For suspension cells, the shape is generally spherical up until late mitosis 
and so the orientation noise is negligible. This is evident by the low noise in our SNACS measurement during 
interphase (Fig. 3a,b). 
 
For cells that deviate from a spherical shape, a spurious SNACS signal could arise if the cell gradually changes its 
orientation as it flows back-and-forth through the channel. There are two approaches for determining if a signal is 
spurious.  The first applies to situations where the time range of a possible mechanical change is known (e.g. during 
mitosis).  In this case, the SNACS signal can be measured from multiple cells. The resulting signals can be aligned and 
an analysis for statistical significance can be performed (for example Fig. 3c, where mitotic cells were aligned at the 
metaphase-anaphase transition). If a cell’s orientation should gradually drift during a measurement, it will not be 
correlated across different cells. 
 
The second approach applies to situations where changes in mechanics occur stochastically. In this case, the error 
resulting from orientation noise must be quantified. A threshold can then be established for determining if the SNACS 
measurement is revealing statistically significant changes in cell mechanics. The maximum orientation error in node 
deviation (∆𝑁𝐷𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛) can be calculated provided the cell shape is known (e.g. by DIC imaging),  

where 𝛥𝑓𝑚𝑎𝑠𝑠 (𝑦𝑛) is given in Eq. (22).  If the change in SNACS is sufficiently larger than the error obtained from Eq. 
(25), the resulting signal will be associated with changes in cell mechanics. We next present three examples to 
illustrate how orientation noise is estimated.  
 
4.1     Cylindrical geometry 

For a cylindrical particle of radius r and length L, the maximal node deviation change due to orientation error given 
by Eq. (25) is 

where, 𝜆𝑐||, 𝜆𝑐⟘is mass distribution function of a cylindrical sample lying parallel and perpendicular to the channel, 

respectively. From Eq. (26), a cylindrical hydrogel with a 10 μm diameter, 8 μm height and 𝛥𝑓𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑦𝑎𝑛) = 17 𝐻𝑧, 
the resulting orientation noise is ~ 0.004 𝐻𝑧, which is equivalent to SNACS noise of ~0.006 (a.u.). 
 
4.2     Cells in late mitosis 

Here we estimate the orientation noise of a cell in late mitosis. Specifically, we use Eq. (25) to calculate the maximum 
error from orientation uncertainty as the cell elongates. Similar calculation done for the cylindrical hydrogel shown 
in Supplementary Note 4.1 will be performed. However, since the length of the elongated cell is greater than the 
channel width, the maximal rotation is now constrained. For example, overlapping spheres of total elongation length 



  

  

𝐿, and individual radius 𝑟𝑡  flowing through the channel of width 𝑤 can only rotate by an angle 𝜃 from 𝑦-axis (i.e. 
direction of a particle/fluid flow through the cantilever) (Fig. 1a and Supplementary Fig. 1a) which is given by, 

Using 𝑤 = 20 𝜇𝑚 for our cantilever and the maximal angle provided from Eq. (27), Supplementary Fig. 15a bounds 
the maximum error due to orientation uncertainty as the cell elongates. Initially the error increases as the cell 
elongates. At a critical elongation length, the error reaches a maximum because the rotation within the channel 
begins to be constrained (𝜃𝑚𝑎𝑥 < 90°).  
 
4.3 Effect of sample orientation uncertainty on measured and corrected SNACS 

In Supplementary Note 3, we described how to correct the SNACS signal for changes in mass distribution obtained 
by simultaneously measuring cell shape. Here, with the goal of showing the interplay between Supplementary Notes 
3 and 4, we show the expected SNACS signal from a hypothetical cell that elongates during mitosis. In one case, we 
allow the mechanical properties to remain constant during elongation (Supplementary Fig. 15b, top panel, left), and 
for the other case, to change in a fashion similar to what we’ve observed in L1210 cells (Supplementary Fig. 15b, top 
panel, right). As shown in previous note (Eq. (22)), elongation causes the measured SNACS signal to be decreased 
due to mass distribution changes, but also variable depending on the orientation relative to the channel. The SNACS 
decrease and increased noise are independent from the cell’s mechanical properties (Supplementary Fig. 15b, 
middle panel; gray area bounded by red and blue dashed line). In other words, SNACS measured at any given time 
point can fall along the gray region in Supplementary Fig. 15b middle panel. If we then apply the mass distribution 
correction scheme discussed in Supplementary Note 3 to the expected SNACS curves, we recover the trajectory 
where our error is determined by the upper and lower bound calculated from the orientation (Supplementary Fig. 
15b, bottom panel; gray area bounded by red and blue dashed lines). It is clear that our orientation-dependent noise 
is small enough to distinguish cellular mechanical changes observed in mitotic L1210 cells (Supplementary Fig. 15b, 
right) from the hypothetical constant case (Supplementary Fig. 15b, left).  
  



  

  

Supplementary Note 5. Swelling driven cortical expansion  

Here we present the mathematics that govern the reduction of cortical thickness when the total volume expands. 
For this calculation, we assume that the volume expansion is isometric and that the cortical actin content and density 
does not change as a result of the expansion. Therefore, when a shell of thickness 𝑡𝑠, and total radius 𝑟𝑐 (Figs. 2a and 
4d) undergoes isometric volume expansion to bigger radius 𝑟𝑐

′, the shell thickness would be reduced to 𝑡𝑠
′,  

Supplementary Table 5 lists some of the values that were calculated using Eq. (28). 
Our FEM simulation revealed that increasing volume by 14.1% and, consequently, decreasing the cortex thickness 
to radius ratio by ~10% required an additional 10% decrease in cortical elastic modulus to match with the SNACS 
change we observe in early mitosis (Fig. 4c). This could be because cortical expansion during swelling causes actin 
cortex to be detached from the surface6 or because F-actins get partially damaged or ruptured by an increase in 
intracellular pressure7.  
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Supplementary Figure 1 

SMR geometry and acoustic parameters from simulation. 

a, SMR geometry, dimensions (Supplementary Table 2) and coordinates. The fluid channel in the detection regime is covered with thin 
silicon layers (dark gray). Inset shows the buried channel. All dimensions are listed in Supplementary Table 2. b-d, Simulated acoustic 
pressure (b), z-velocity (c), and y-velocity (d). Amplitude (black) and phase (gray) are plotted along the top edge of the channel. The 

maximal amplitude of z-velocity and y-velocity were ~0.5 m/s and ~0.075 m/s, respectively. The 2nd mode shape from Euler-Bernoulli 
beam equation (u2) is plotted in red dashed line.  



 

Supplementary Figure 2 

Node deviation is independent of the mass change. 

a, Frequency signals from simulations with 12 μm polystyrene bead (ρ𝑏= 1.06 g/cm3)  immersed in fluids of different densities (ρ𝑓 = 1.1, 

1.08, 1.06, 1.03 and 0.997 g/cm3 for blue, green, black, orange and red traces, respectively). Frequency signals were normalized relative 
to the result obtained for ρ𝑓 = 1.1 g/cm3 (blue). b, Node deviation from experiments with 12 μm polystyrene bead immersed in fluids of 

same densities as in a (1.1, 1.08, 1.03 and 0.997 g/cm3, n = 17, 97, 84, and 120 beads, respectively with same colors as in a). Boxes: 
interquartile range, squares: mean, whiskers: 5-95%; P = 0.32 (one-way ANOVA). n.s., not significant. Inset: overlay of the frequency 

signal obtained from the density-matched fluid (ρ𝑓 = ρ𝑏 = 1.06 g/cm3, black) and water (ρ𝑓 = 0.997 g/cm3, red). Buoyant mass (Δm, blue 

arrow) and node deviation (black arrow) are highlighted. c, Conceptual illustration of the frequency response, which is a superposition of 

the frequency response caused by both mass change, and the acoustic term independent of mass.  



 

Supplementary Figure 3 

Node deviation is not sensitive to SMR drive amplitude, particle flow velocity across the channel or particle shape.  

a, Node deviation from experiments with 10 μm polystyrene beads measured by SMR vibrating in different amplitudes (0.15, 0.4 and 0.7, 
n = 33, 21 and 21 beads, respectively). P = 0.37 (one-way ANOVA). n.s., not significant. b, Node deviation from experiments with 10 μm 
polystyrene beads measured by SMR with different fluid velocities (n = 35 beads). Velocities were derived from transit time of the beads 
through the cantilever that is calculated from the duration of the resonant frequency shift of the beads. c, Node deviation vs aspect ratio 
(AR) from experiments with synthetic hydrogels of different shapes but same volume (AR 1, 1.5 and 2.5, n = 384, 423 and 474 hydrogels, 
respectively). P = 0.10 (one-way ANOVA). n.s., not significant. In a,c, boxes: interquartile range, squares: mean, whiskers: 5-95%. 



 

Supplementary Figure 4 

Illustration of the methodology used for obtaining the size-normalized acoustic scattering (SNACS) from the node deviation. 

a-b, Steps for obtaining SNACS: The resonant frequency shifts (Δ𝑓/𝑓) for each cell (1-4, color curves) are used to measure the buoyant 
mass (BM) at the antinode and the node deviation at the node (a). Scatter plot of volume-normalized node deviation (NV) vs volume (V) 

(b). The volume of each cell (V1,2,3,4) is obtained from the corresponding buoyant mass (BM1,2,3,4) using the included equation. ∆𝜌̅̅̅̅   is the 
median density of the population relative to the fluid. Data points of cells (1-4) are fit with iso-elasticity lines (color lines) with slope m (c). 

The slope (m) was obtained by performing a linear regression on the population data in the NV vs V scatter plot shown in Fig. 2b. SNACS 
of each cell is obtained using the included equation (d). Graphically, the SNACS of each cell corresponds to a NV value at the intersection 

point between the iso-elasticity line (color lines) and the vertical line, V = Vref (black dotted line), where Vref is set to the median volume 
of the population. See Methods for additional details. 



 

Supplementary Figure 5 

SNACS correlates with cortical thickness but is not sensitive to cytoplasmic viscosity, intracellular pressure or cortical tension 
based on FEM simulation on Cortical Shell-Liquid Core model. 

a-d, FEM Simulation results of SNACS obtained from the Cortical Shell – Liquid Core model upon changes in cortical thickness (a), 
cytoplasm (internal fluid) viscosity (blue) (b),  internal pressure (green) (c), and cortical tension (red) (d). SNACS changes relative to 
ts

2rc
= 1%, ν/ν𝑤𝑎𝑡𝑒𝑟 =1, P = 0, and T = 0 are plotted, respectively. Tension was simulated by applying initial stress to the elastic shell 

region, in-plane direction. See Supplementary note 2.4 for additional details. Insets, illustration of liquid-core elastic shell model with 
parameters being solved in FEM simulation. For all simulation, total radius (𝑟𝑐) and shell elastic modulus (𝐸𝑚𝑜𝑑) were fixed at 6 μm and 

5 MPa, respectively. 



 

Supplementary Figure 6 

SNACS noise characterization. 

a, Continuous SNACS measurements of a single 12 μm polystyrene bead (n = 79 repeated measurements) implementing the same fluidic 

control strategy for continuous monitoring of single-cell SNACS (Fig. 3a). The mean (set to zero) is shown in red line and ± s.d. (σ) in 
gray dashed lines. Gray area marks the data region within ± σ. b, c, Illustration (top) and simulation results (bottom) of the cell model 
(Fig. 2a) with total radius (𝑟𝑐) and shell elastic modulus (𝐸𝑚𝑜𝑑) of 6 μm and 5 MPa, respectively with x-positional (b) and z-positional (c) 

offset from center of the channel. Vertical lines mark the offset distance from the center to positions where the outer surface of the cell 
touches channel walls. 



 

Supplementary Figure 7 

Microtubule perturbation affects actin cortex and SNACS. 

a, SNACS measured from L1210 cells treated with microtubule affecting drugs: Nocodazole (Noc, 1 μg/ml, n = 760 cells, P = 2.8 X 10-16) 
and Taxol (25 μM, n = 511 cells, P = 0.12). Statistical comparisons (two-sided Welch’s t-test) were made to DMSO control (0.1 %, n = 
718 cells). Boxes: interquartile range, squares: mean, whiskers: 5-95%; ****P < 0.0001, n.s., not significant. b, Representative images of 
actin cortex from live L1210 cells expressing LifeAct-RFP F-actin probe before (top) and after (bottom) Nocodazole 1 μg/ml treatment (n 

= 7 fields of views). Scale bars, 10 μm.  



 

Supplementary Figure 8 

Continuous SNACS measurements do not affect interdivision time. 

Interdivision time (doubling time) of each daughter cell from the same lineage (left column, black dots), single cells from different lineage 
(middle column, gray dots) and from bulk cell culture (right column, gray dots). All single cells grown in SMR were exposed to the same 

conditions reported in the manuscript (SNACS measurement every 1 min). Higher temporal resolution can be achieved. However, 
repeating measurements more often than every 30 s may start to interfere with cell growth. For middle and right columns, data depicts 
mean ± s.d. Each mean ± s.d. is listed on top. P = 0.95 (one-way ANOVA). n.s., not significant. 



 

Supplementary Figure 9 

Illustration of mass distribution correction in late mitosis. 

a, DIC images of the mitotic L1210 cell acquired on-chip, simultaneously with SNACS and buoyant mass measurement in late mitosis. 

For each time point, cells were fitted with overlapping spheres (yellow dotted lines) based on the measured elongation length (blue double 
arrows). Each number on the image marks the time progression. Scale bars, 10 μm. b, Cell length measured (blue dots) is plotted as a 
function of time after onset of anaphase. Numbers correspond to the images shown in a. The linear elongation derived from the first (1) 
and last image (12) is shown in red line. c, SNACS before correction (gray), after correction for the mass elongation using length directly 

measured from DIC images (blue dots) and assuming linear elongation (red) are plotted as a function of time after onset of anaphase. 
Numbers correspond to the images in a. See Supplementary Note 3 for additional details. 



 

Supplementary Figure 10 

SNACS change occurs in early mitosis and is reduced by EIPA treatment.  

a, Buoyant mass (black) and SNACS (red) of L1210 treated with 2 μM RO-3306, a CDK1 inhibitor. Arrow head marks the start of drug 
exposure. The cell arrested in G2 continues to grow above the average size of L1210 cells at the mitotic entry (gray dashed line). b,c, 
Buoyant mass (black), SNACS (red) and FUCCI (green, mAG-hGem) of a control L1210 cell (b) and a L1210 cell treated with 10 µM 
ethylisopropylamiloride (EIPA, an inhibitor of Na+/H+antiporters) (c). Fluorescence detection limit of our system is shown by a green band 

in the bottom. An abrupt decrease in FUCCI (degradation of Geminin) marks the metaphase-anaphase transition. Vertical lines separate 
the cell cycle positions marked by color bars as shown in Fig. 3c. P: prophase, M: metaphase, A: anaphase, T: telophase.  



 

Supplementary Figure 11 

The rate of swelling does not affect SNACS change. 

Two independent experiments showing SNACS change relative to controls (red, n=637 and 566 cells for replicate #1 and #2, respectively) 
upon hypotonic shocks that are slow (dark blue, -Δ50 mOsm over 20 minutes, n=558 and 544 cells for replicate #1 and #2, respectively) 
or fast (light blue, -Δ50 mOsm instantaneous, n=507, 569 cells for replicate #1 and #2, respectively). Boxes:  interquartile range, squares: 
mean, whiskers: 5-95%; ****P < 0.0001, n.s., not significant. P (control vs Hypotonic, slow) = 2.82 X 10-11 and 9.8 X 10-18, P (control vs 
Hypotonic, fast) = 6.63 X 10-14 and 5.1 X 10-15, P (Hypotonic, slow vs Hypotonic, fast) = 0.32 and 0.36 for replicate #1 and #2, respectively. 
P values are obtained by one-way ANOVA, Fisher’s LSD. 



 

Supplementary Figure 12 

Illustration of the image analysis. 

a-h, Successive steps of image analysis to obtain full width at half maximum (FWHM) of F-actin cortex in early mitosis: Deconvolved 
image of the LifeAct signal from a L1210 FUCCI cells expressing LifeAct-RFP F-actin probe (a). The image after applying median filter 
(b). Binary converted image (c). Automatic detection of cell boundaries (red circle) (d). 100 radial paths (yellow lines) on which the LifeAct 
signal was quantified (e). Overlay of all radial path signals (yellow) as a function of distance from the cell center (f). The median of the 

radial paths (black line) was used to determine baseline within the cell, maximum signal at the actin cortex and, consequently, the full 
width at half maximum (FWHM). g,h, Nuclear envelope breakdown (NEBD) was used for aligning different cells to the same point in the 

cell cycle. NEBD was detected by the abrupt spread of the green Geminin fluorescence of the FUCCI from a restricted nuclear localization 
(g) to the whole cytoplasm (h). i-l, Successive steps of image analysis to detect equatorial and polar regions of the F-actin cortex in late 

mitosis. Steps in order (top to bottom) and from different time points (left to right): Deconvolved image of a L1210 FUCCI cell expressing 
LifeAct-RFP F-actin probe (i). Detection of one or two cells in the image (red circles) (j). Assigning of the polar regions (white areas) (k). 
Assigning of the equatorial regions (white areas) (l). See Methods for additional details. 



 

Supplementary Figure 13 

F-actin cortical thickness decreases in early mitosis. 

Mean full width at half maximum (FWHM, proxy of cortical thickness, black dots) and ± s.d. (gray bars) of cortical LifeAct signal from 
L1210 FUCCI cells expressing LifeAct-RFP F-actin probe in early mitosis (n = 29 cells). All FWHM signal was normalized to the time 
point at t = -2 h. Time zero marks nuclear envelope breakdown (NEBD). 



 

Supplementary Figure 14 

Fluorescence images of F-actin and FUCCI in late mitosis. 

Left column (Overlay), overlay of LifeAct (F-actin probe, red channel) and FUCCI (mAG-hGem, green channel) as a function of time after 
anaphase onset (n = 7 cells undergoing mitosis). Scale bars, 10 μm. Middle column (Geminin), fluorescence from the green channel only. 
Right column (LifeAct), fluorescence from the red channel only. 



. 

Supplementary Figure 15 

Orientation-dependent noise and mass distribution correction during late mitosis. 

a, Top, schematic showing the two extreme orientations of a cell during late mitosis: cells flowing parallel to the channel (ϴ =  0) and 

maximally rotated (ϴ =  ϴ𝑚𝑎𝑥). Note that dimension of the channel walls (black lines) and elongation length of a cell at a given time point 

determines maximal rotation angle (ϴ𝑚𝑎𝑥). Bottom, SNACS is corrected assuming three different orientations relative to the channel when 

cell is at the node: ϴ =  0 (blue dash), ϴ =  ϴ𝑚𝑎𝑥 (red dash) and ϴ =  ϴ𝑚𝑎𝑥/2 (black solid). Gray area marks the orientation-dependent 
noise. See Supplementary Fig. 9 for raw SNACS. b, Effect of uncertainty in cell orientation on measured SNACS and corrected SNACS 

for two hypothetical cells both elongating as L1210 cells in mitosis (top panel, blue), but with different mechanical changes (top panel, 
red): zero change (left) and dynamic mechanical change similar to L1210 cells in mitosis (right). Two extreme orientations illustrated in a 

marks the boundary (blue and red dash) of orientation-dependent noise (gray area) in measured SNACS (middle panel). Corrected 
SNACS signals assuming an intermediate orientation (ϴ =  ϴ𝑚𝑎𝑥/2) during the entire time course are shown in the bottom panel. 

Representation of SNACS traces corresponding to each orientation are the same as in a. See Supplementary Note 4.3 for additional 
details. 
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