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ABSTRACT 

 

Lateral Flow Immunoassays (LFIAs) are biosensors, which among others are used 

for the detection of infectious diseases. Due to their numerous advantages, they are 

particularly suitable for point of care testing, especially in developing countries where 

there is lack of medical healthcare centers and trained personnel. When the testing 

sample is positive, the LFIAs generate a color test line to indicate the presence of 

analyte. The intensity of the test line relates to the concentration of analyte. Even 

though the color test line can be visually observed for the accurate quantification of 

the results in LFIAs an external electronic reader is required. Existing readers are not 

fully optimized for point-of-care (POC) testing and therefore have significant 

limitations.  

This thesis presents the development of three readout systems that quantify the 

results of LFIAs. The first system was implemented as a proof of concept of the 

proposed method, which is based on the scanning approach without using any moving 

components or any extra optical accessories. Instead, the test line and the area around 

it, are scanned using an array of photodiodes (1 × 128). The small size of the pixels 

gives the system sufficient spatial resolution, to avoid errors due to positioning 

displacement of the strip. The system was tested with influenza A nucleoprotein and 

the results demonstrate its quantification capabilities. 

The second generation system is an optimized version of the proof of concept 

system. Optimization was performed in terms of matching the photodetectors 

wavelength with the maximum absorption wavelength of the gold nanoparticles 

presented in the tested LFIA. Ray trace simulations defined the optimum position of 

all the components in order to achieve uniform light distribution across the LFIA with 

the minimum number of light sources. An experimental model of the optical profile 

of the surface of LFIA was also generated for accurate simulations. Tests of the 

developed system with LFIAs showed its ability to quantify the results while having 

reduced power consumption and better limit of detection compared to the first system. 

Finally, a third generation system was realized which demonstrated the capability 

of having a miniaturized reader. The photodetector of the previous systems was 
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replaced with a CMOS Image Sensor (CIS), specifically designed for this application. 

The pixel design was optimized for very low power consumption via biasing the 

transistors in subthreshold and by reusing the same amplifier for both photocurrent to 

voltage conversion and noise cancellation. With uniform light distribution at 525 nm 

and 76 frames/s the chip has 1.9 mVrms total output referred noise and a total power 

consumption of 21 μW. In tests with lateral flow immunoassay, this system detected 

concentrations of influenza A nucleoprotein from 0.5 ng/mL to 200 ng/mL.  
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IMPACT STATEMENT 

 

In developing countries and remote locations where medical health centres are 

limited and electricity is not always available, immediate diagnosis of infectious 

diseases is not possible. This results in the uncontrollable spread of diseases with high 

mortality rates and severe socioeconomic impact. LFIA biosensors can be used for the 

detection of infectious diseases in developing countries due to their numerous 

advantages. However, in order to quantify the results in these biosensors an external 

electronic reader is required. In this thesis, readers have been developed for the 

quantification of the results in LFIA adopting a new method and techniques, which 

provided them with the following attributes: low cost, low power, high robustness, 

high reproducibility and low positioning error. All these qualities make the proposed 

readers suitable for diagnosis at the point-of-care. 

The readers together with LFIAs can provide an immediate solution to the 

problem of infectious diseases in developing countries. Quick diagnosis allows for 

early treatment and avoids the need for samples to be sent to a laboratory for diagnosis, 

with the corresponding delay and anxiety in the patient and possible spread of the 

disease. Consequently, the diagnosis, treatment and management of diseases can be 

performed in a more economical way. Whereas with the quantification of the results 

in the sample the appropriate medication can be prescribed and the patient’s health 

can be monitored. 

The realized method includes scanning of the area of interest without using any 

mechanical components or any optical accessories and can be used in other 

applications where compact robust systems are required. The adopted methodology, 

which included the optical characterization of the surface of LFIAs and ray trace 

simulations, demonstrated that optical systems can be optimized using this method 

and therefore can be used in future reader designs. In addition, the new compact circuit 

design of the CIS which consumes very low power and performs noise cancellation 

reusing the same amplifier can be employed in future CIS designs. 
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INTRODUCTION  

Infection is caused when microorganisms such as virus, bacteria, fungi, and 

parasites enter the host’s tissue and reproduce [1]. These microorganisms can be 

transmitted via direct contact, body fluid transfer, contaminated food / water or animal 

and insects bites. Infectious diseases are caused when these microorganism produce 

damage to the host via colonization, steal of nutrient and produce toxins or other 

dangerous agents [2], [3], [4]. The likelihood of the host to obtain an infectious disease 

depends on different parameters such as age, vaccination history, pregnancy and 

previous infections. Treatment of infectious diseases usually includes the use of 

antimicrobial drugs. However, their use carry some risks for patients such as allergic 

reaction, toxicity and disturbance of the normal flora that could result in the 

microorganism to develop resistance to the drug [5]. 

Infectious diseases have caused death to an uncountable number of people 

throughout the years. Many times spreading from a single host to worldwide scale, 

contributing to the extinction of civilizations, and having major socioeconomic 

impact. In 430 BC the relocation of Greeks into Athens due to the war with Sparta 

initiated an epidemic that killed up to half of its population [6]. In 166 AD, Roman 

soldiers infected with plague, returned from war spreading the disease that killed 

around five million people across Europe [3]. In 1345 - 1347 the Black Death spread 

across Europe due to merchant ships killing 3 out of 10 Europeans with total 40 million 

deaths worldwide. In 1520 smallpox killed more than one quarter of the population of 

Aztec leading to their easy defeat against the Spanish [6]. These are some examples 

1 
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showing the tremendous impact of infectious diseases across the globe during the 

human history.  

 

1.1 DIAGNOSTIC SYSTEMS 

The development of the microscope from Anton van Leeuwenhoek set the 

foundations for the understanding of infectious diseases. Later in 1878 Robert Koch 

showed the link between infectious diseases and microorganism, followed by several 

scientists that identified the origin of the different infectious diseases [6]. Treatments 

for various diseases and vaccines begun to develop leading in the increase of life 

expectancy and decrease in mortality rate due to infectious diseases.  

The detection of infectious diseases usually has the following procedure. After 

the doctor examines the patient and concludes that it has an infection, body fluid 

samples are taken and sent for laboratory tests. The samples are usually blood, sputum, 

urine, stool, tissue or mucus. Then after hours or days depending on the microorganism 

and the detection method being used the results are available and the treatment can 

begin [7].  

Different laboratory methods are used for different types of microorganism. 

Among the most common is the use of microscope either for direct observation of the 

sample or after using a staining method, like Gram’s stain method which is used for 

the identification of bacterial. Based on the color result seen using a microscope, the 

presence or not of specific bacteria can be identified [5]. When culture of the sample 

is required the sample is deposited in a dish and using different nutrients the suspected 

microorganism is helped to grow and therefore it is easier to be detected [8]. Mass 

spectrometry is a method used for the identification of the spectrum of ionized 

molecules from the sample. The generated ions are directed onto a magnetic or electric 

field where they split up in order to be identified based on their mass to charge ratio 

(m/z) by the mass spectrometer [9]. Nucleic acid amplification method is used to 

identify the genetic material of specific microorganism that cannot be identified by 

any other method. The genetic material can be deoxyribonucleic acid DNA or 

ribonucleic acid (RNA) [7]. Immunologic tests are used for the detection of antibodies 
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or antigens in the sample, which indicates the presence of microorganism, such a 

system is the ELISA. All the above traditional lab-based methods are usually 

performed with diagnostic systems that are bulky, expensive, fragile and require fully 

trained personnel to operate them. Table 1.1 summarizes the time required for various 

diagnostic methods used in laboratory settings to identify different microorganisms 

[8].  

Diagnostic Method  Microorganism identification 

Microscopy Minutes 

Gram stain Minutes 

Culture Days to weeks 

Mass spectrometry Minutes to hours 

Nucleic acid Hours 

Immunologic Hours to a day 

Table 1.1. Diagnostic methods for the detections of microorganisms and their required time to 

produce results. 

 

1.2 LIMITATIONS OF DIAGNOSTIC SYSTEMS 

Even though significant advances have been made in the detection, treatment and 

prevention of infectious diseases, most of the time these inventions are unavailable or 

unsuitable for the population of low income countries. For example, in 2010 

worldwide 15 million deaths were attributed to infectious diseases (including maternal 

and nutritional disorders), while in low income countries the same year infectious 

diseases were the leading cause of death [10]. The main factors contributing to such a 

high mortality rate especially in low income countries are the following: 

a. Lack of medically trained personnel.  

b. Limited number of medical centres which, most of the time, are not fully 

equipped. 

c. Time consuming diagnostic methods and procedures. 

d. Essential technology does not exist or when it exists is very expensive and 

not appropriately modified for low income countries [11]. 
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As a result, most of the time the infectious diseases remain undiagnosed or 

diagnosed in late stages, where the effectiveness of the treatment is limited. 

Consequently, not only the carriers of the infections are in danger but also anyone in 

contact with them. Also, the modern means of transportation connecting people 

around the globe can contribute to uncontrollable spread of an infection from local to 

global scale with severe socio-economic impact. Still in 2016 some infectious diseases 

were between the top 10 causes of death globally as shown in Figure 1.1 (the data were 

collected from [12]), and even though significant advancements in medicine and 

technology are continuously emerging, the predictions for the future remain 

disappointing. According to the World Health Organization (WHO) by 2050, 13 

million people are expected to die globally from infectious diseases [10]. Therefore, 

there is a major need for diagnostics systems that will identify and monitor infectious 

diseases at the POC and that will be appropriately designed and developed to 

accommodate the needs of low income countries.  

 

 

 

Figure 1.1 Ten top causes of death globally for the years 2016, (the data were collected from 

[12]). The red bars indicates the infectious diseases. 
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1.3 PROPOSED DIAGNOSTIC SYSTEMS 

Portable POC biosensors are a useful alternative to laboratory-based diagnostic 

systems because they can provide quick diagnosis near the patient using small sample 

volume [13]. A biosensor is a device that detects the analyte (antigen, virus, toxin, 

DNA/RNA) of interest based on a selective binding event or a catalytic event and 

converts it into a measurable signal [14]. The biological sensing element (bioreceptor) 

existing in the biosensor can be antibody, enzyme, protein, microorganism etc. The 

outcome of the biological response is a measurable signal such as optical, 

electrochemical, and physical that is measured and transformed into electrical signal 

using a reader. The first part of the reader is a sensing element such as an electrode, 

photodetector and thermistor. The resulting measurable signal is then processed by the 

electronic circuit system in the reader and the result is displayed as quantitative or 

semiquantitative information of the concentration of the analyte of interest [15], [16]. 

Figure 1.2 shows the principle of operation of the biosensor and reader device.  

 Analyte

Biosensor

Sensing Element

Processing Circuit

Results 

Electrical 

signal

Reader device

Biological 

response

Bioreceptor

Sample

 

Figure 1.2 Diagram of a diagnostic system based on the use of biosensor and reader device. 
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This thesis proposes the development of an optical reader device that interfaces 

with LFIA biosensors for the quantification of analyte in the sample. Even though 

significant advancements have been made in the biosensor side of operation, the 

readers which have been developed for optical biosensors, are most of the time not 

tailored to the requirements of a POC diagnostic system. Therefore, they have one or 

more of the following drawbacks: high cost, high power consumption, low robustness, 

low reproducibility and susceptibility to positioning errors. 

All the aforementioned issues are addressed in this thesis by developing a reader 

that is based on the scanning method without using any moving parts and by utilizing 

as sensing element an array of photodiodes that has appropriate size to match the 

biological response of the biosensor. The acquired signals are processed using the 

electronic circuit built in the device and the quantification of the analyte is performed. 

The first generation system was developed using discrete components and was 

used as a proof of concept, to demonstrate the advantages of the proposed method. 

Based on the promising results that the system showed when interfaced with 

biosensors, a new optimized system was developed. The objective of the second 

generation system was to improve the performance of the proof of concept system by 

optimizing it, while still using the same scanning method. The optimization performed 

by first characterizing the surface of the biosensor in terms of light distribution and 

then modelling and simulating all the critical components of the reader in a ray trace 

simulation program (OpticStudio software, Zemax LLC). The aim was to define the 

optimum position of the components in order to increase sensitivity in terms of limit 

of detection and variation of the results and reduce the power consumption. Based on 

the simulation results a system was developed using discrete components. The system 

was tested with biosensors with two different types of analyte to show the versatility 

of the reader. In addition, the results demonstrated improvement in limit of detection 

and power consumption compared to the first generation system. 

Further to the above systems, an application specific integrated circuit (ASIC) 

CIS was designed fabricated and tested using on Austriamicrosystems (AMS) 0.35 μm 

complementary metal-oxide semiconductor (CMOS) technology. The purpose was to 

further miniaturize the reader by replacing the discrete component array of 

photodiodes with the developed chip. The design is based on a new compact pixel 
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architecture that has very low power consumption and low noise. Tests of the chip 

with biosensors showed its quantification capabilities. This work addresses the need 

of a reader for LFIA biosensors that will be used at the POC in a holistic approach, 

while at the same time it tackles the performance issues of other readers. The 

development of an ASIC CIS specifically designed for this application is performed 

for the first time and can be used as the basis for future CIS designs.  

 

1.4 ORIGINAL CONTRIBUTIONS 

The work reported in this thesis has provided the following contributions in the 

field of readers for LFIA biosensors: 

1. Investigation of the required properties that a system for LFIA biosensors 

should acquire in order to be considered suitable for POC diagnostics.  

2. Introduction of a new method for quantifying the results in LFIAs, which is 

realized by scanning the test line and some area around it without using any 

moving parts and any optical accessories making the system robust and easy 

to carry around in the field. 

3. Examination of the optical performance of the proposed system using ray trace 

simulations, in order to define the optimum setup. The results can be used as a 

benchmark for future systems implemented using the same method. 

4. Novel circuit designs for the ASIC implementation of CMOS image sensor 

that enable photocurrent to voltage integration and noise cancellation reusing 

the same amplifier and therefore reducing the power consumption.    

5. Design, implementation and test of a CMOS image sensor for LFIA readout 

systems. According to the author’s best knowledge, this is the first ever 

reported CIS specifically designed for this application. 

This project was associated with the EPSRC Interdisciplinary Research Centre in 

Early Warning Sensing Systems for Infectious Diseases (i-sense), which aims in the 

development of diagnostic systems for the detection of infectious diseases at the point 

of care. The main disease under investigation in this project are: influenza, HIV and 

bacterial infection. 
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1.6 THESIS OVERVIEW 

This thesis is organized in six chapters. 

Chapter 1 provides a brief introduction to infectious diseases and how important their 

monitoring and detection is, using biosensors that interface with POC readers. A 

summary of contributions that this work archived in relation to systems for LFIAs 

biosensors is presented. 

 

Chapter 2 provides an introduction to the biological aspect of influenza virus and the 

importance to acquire diagnostic systems for the detection of influenza at the POC. 

The chapter explains the chemical structure of LFIA and its operation. An overview 

of the major methods used in reader systems is covered, as well as a literature review 

of existing readers with emphasis on the important characteristics required for POC 

diagnostic devices. The chapter concludes by identifying the gap in the readers market; 

a gap that was intended to be fulfilled with the work presented in this thesis. 

 

Chapter 3 reports the development of the first generation proof of concept reader for 

the quantification of analyte in LFIAs based on the proposed method. The test results 

demonstrate the suitability of this system as POC reader. The chapter continues with 

the description of the second generation optimized system, which consists of the 

optimized version of the first generation system. The optimization method is 

performed by modeling the optical performance of each critical component of the 

system and by defining the best position of these components in order to achieve 

uniform light distribution across the LFIA and minimum power consumption. The 

model of LFIA is based on experimental results from Imaging Sphere. Using discrete 
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components, the simulated model was realized and tested with LFIAs in various 

concentrations of Influenza A nucleoprotein and in Surface-layer protein A. 

 

Chapter 4 describes the design and implementation of a CIS, using 0.35 μm CMOS 

technology. The CIS has 4 x 64 pixels and is designed specifically to be used in readers 

for LFIAs. A new compact pixels architecture is proposed which reduces the power 

consumption by using only one amplifier for both current to voltage conversion and 

noise cancellation operations. In addition, the circuits for current biasing and pixel 

addressing of the CIS are presented. 

 

Chapter 5 presents experimental tests of the fabricated CIS for the characterization 

of its electrical performance. Further experimental tests are performed in a reader 

setup, to demonstrate the capability of the CIS to quantify the concentration of analyte 

in LFIAs. 

 

Chapter 6 provides an overview of the work presented in this thesis and summarises 

important results demonstrating the contribution of the work presented. Possible future 

research directions for the enhancement of the systems are also being discussed. 
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FUNDAMENTALS OF LATERAL FLOW 

IMMUNOASSAYS 

 

Infectious diseases like influenza affect a great portion of the global population 

every year and can cause fatal results especially to those who receive late diagnosis 

and treatment. This is mainly the case for the population of the developing countries. 

Therefore, diagnostics that can detect infectious diseases at the POC are of utmost 

importance. Due to their numerous advantages, lateral flow immunoassays are ideal 

biosensors for POC diagnosis. However, in order to quantify their results an external 

electronic device needs to interface with them. Numerous devices have been proposed 

for this purpose using different methods. 

This chapter introduces the influenza virus as well as providing a summary of the 

available diagnostic methods for influenza. It describes the operation of lateral flow 

immunoassays and provides a review of the most common methods for quantifying 

the concentration in lateral flow immunoassays. Furthermore, it presents an analysis 

and comparison between important characteristics of the available systems. Finally, 

this chapter identifies and discusses the existing gap in the readers market in order to 

highlight the importance and necessity of this research work. 

 

2 
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2.1 INFLUENZA 

Influenza viruses are usually responsible for many respiratory infections in 

humans and often cause seasonal epidemics or occasionally pandemics [17]. The main 

means of transmission of influenza virus is through the air, where infected droplets 

enter the mucosae and replicate. The most common clinical symptoms of influenza 

infection in humans such as temperature increase, headache, dry cough and fatigue 

appear a few days after the virus enters the human body. Consequently, the carriers 

can transmit the infection onward without being aware that they are infected. [18]. 

Children and old people infected with influenza virus are more susceptible to 

complications that can lead to fatal outcomes.  

Historically, influenza has been reported since ancient times, killing millions of 

people worldwide. Among the different influenza viruses only influenza A leads to 

pandemics and is capable of infecting humans and other warm-blooded animals such 

as birds and pigs. Influenza B viruses can only infect humans and seals and influenza 

C can only infect humans and pigs [19]. From 1889 until today five pandemics were 

caused by influenza virus, as shown in Figure 2.1. In Russia in 1889 an influenza 

pandemic was documented which spread in waves globally. It is believed that it was 

H2 or H3 subtype of influenza A. Later in 1918 the worst ever documented influenza 

pandemic, known as Spanish flu of H1N1 subtype occurred, killing globally around 

50 million of people. In contrast to other pandemics, the age group that was affected 

the most was between the ages of 20 to 40 years, which is unusual for influenza 

infection. The virus continued to circulate as seasonal flu until 1957 when it was 

replaced by another pandemic strain (Asian flu) which began in Hong Kong and 

China, and then spread worldwide. The virus was identified as a new H2N2 subtype. 

Deaths were recorded mainly in children and elderly people as expected (since they 

are the most vulnerable group). Later, in 1968 a pandemic outbreak of H3N2 subtype 

started from Hong Kong and spread worldwide. In 2009, the H1N1 subtype re-

emerged in Mexico and spread globally with moderate severity [20]. This virus started 

from the swine. The regularity of all these pandemics, the constant change of virus 

subtype and the fact that less than 10 years ago there was an influenza pandemic shows 

us how vulnerable and unprepared we are for such outbreaks.  
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Figure 2.1 Timeline of Influenza pandemics since 1889. 

 

Influenza virus is part of the Orthomyxoviridae family, which comprises 

enveloped viruses with a genome of segmented negative-stranded RNA [20]. 

Influenza virion (virus particle) broadly consists of the envelope and the core [21]. 

Influenza A virions are spherical shape with dimensions around 100 nm, or 

pleomorphic. The envelope consists of a lipid bilayer with glycoproteins HA 

(hemagglutinin) and NA (neuraminidase). It has also M2 (ion channel) and M1 (matrix 

protein). HA and NA look like spikes in the lipid membrane. Influenza A has 18 HA 

and 11 NA so far discovered which in combination can generate the different subtype 

of Influenza [18]. For example, influenza A subtype H3N2 has type 3 hemagglutinin 

(H) protein and type 2 neuraminidase (N) protein. Antibodies generated from the 

immune response of the host target these spikes to neutralize the virus. HA is 

responsible for the connection of the virion to the host cells and subsequently the 

penetration and infection of the cell. NA is responsible for the spread of virus to other 

cells. M1 protein is below the lipid bilayer generating a bridge between the core and 

the envelope. Inside the core there are 8 segments of RNA (influenza B has also 8 

segments of RNA, and influenza C has 7 segments of RNA) linked with proteins PB1, 

PB2, PA and NP. Also in the core of the virion there are the nuclear export proteins 

(NEPs) [21]. 
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Figure 2.2 Structure of influenza virus. 

 

When the host is infected with influenza virus it triggers a complex process of 

cellular and chemical responses aiming the neutralization of the virus. Among the 

main actions induced is the generation of antibodies, immunoglobulin A (IgA), 

immunoglobulin M (IgM) and immunoglobulin G (IgG). Mucosal IgA antibodies are 

produced immediately after the infection from mucosal epithelial cells. They 

constitute the first line of immune-defence against the viruses of the upper respiratory 

track. IgG antibodies transude to mucus of the lower respiratory track providing 

protection. IgM antibodies are produced soon after the infection and are used for the 

neutralization of the virus and their presence is a characteristic of recent virus infection 

[22].  

Particularly important are the antibodies specific to HA and NA glycoproteins. 

The HA specific antibodies bind to the HA of the virion and in this way obstructing 

the connection of the HA to the receptors of epithelia cell. The NA specific antibodies 

connect with the NA glycoprotein blocking the spread of the infection.  

Even though vaccination is used to stimulate the generation of antibodies specific 

to seasonal influenza viruses, immunity will be achieved only for a narrow range of 

subtypes. [23]. This is because influenza virus has high mutational rate and therefore 

antibodies of a specific subtype influenza virus cannot effectively bind to all subtypes 

[20]. 
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2.1.1 DIAGNOSTIC METHODS FOR THE DETECTION OF 

INFLUENZA 

When a patient has clinical symptoms similar to influenza, a sample should be 

collected and examined using one of the available methods. The majority of the 

detection methods are laboratory based and require sample from the nose or pharynx, 

which need to be tested within a certain amount of time after collection.  

The viral culture diagnostic method is considered the traditional gold standard 

method and can be performed only in specialized laboratories. It involves the 

inoculation of mammalian cells with the tested sample and monitoring of cells over 

the course of many days. The culture is finally tested by adding antibody staining, as 

shown in Figure 2.3 (a). The viral culture process can be accelerated and provide 

results within 1-2 days if first the viral antigen is detected before the cytopathic effect. 

However this process is less sensitive than traditional viral culture [18].   

The antigen detection method can be performed using a direct fluorescent assay 

or the enzyme-linked immunosorbent assay (ELISA). The direct fluorescent assay 

involves the staining of the sample cells with influenza specific antibodies coupled to 

fluorophores and examining their response using a fluorescent microscope [19], [24]. 

In the ELISA test an antibody that binds to the antigen of interest is immobilized in 

the well. If the sample contains the viral antigen it will bind with the antibody in the 

well, and this binding is detected via the help of enzyme called horseradish a second 

antibody labelled with a peroxidase, which generates a color signal measurable with a 

spectrophotometer [2]. This test requires more than a day to generate results. Figure 

2.3 (b) illustrates the ELISA process. The rapid antigen detection method uses labelled 

antibodies with gold nanoparticles or fluorescence dyes that bind to the viral antigen 

of the sample and generate a color signal within minutes. 

A nucleic acid amplification method involves the extraction and purification of 

the genetic material from the sample, the amplification by polymerase chain reaction 

(PCR) product which is coupled to fluorescent label. This method known as 

quantitative PCR has high sensitivity but it was confined to use in large laboratories. 

New rapid PCR methods have been introduced which combine together the 

amplification and detection stages and can reduce the detection time to around 5 hours 

[24]. Figure 2.3 (c) shows the nucleic acid amplification methods. 
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Serological methods are used to detect the presence of antibody in the sample, 

which can be a result of viral infection. Because antibodies can be found in samples 

for decades after a viral infection, diagnosis by serology requires two samples. One at 

start of the disease and one after 10 to 14 days. An increase in antibody level will 

verify the diseases. [18]. This method is mainly used for epidemiological studies. 

Figure 2.3 (d) demonstrates the serological test. Table 2.1 summarizes the main 

diagnostic methods for detecting influenza virus infection. 

Method Description Comments 

Viral culture  Culture the sample in 

mammalian cells, look 

for cytopathic effect. 

 It is considered as a gold 

standard [19]. 

 Specialized laboratories 

required, and results are 

available after 

approximately 10 days. 

Antigen Detection 

using direct 

fluorescent assay 

tests 

 Identify the presence of 

antigen 

 Relatively good results if 

high concentrations of 

viral antigen are present 

in the sample. 

 Results available after 1-

2 hours.  

Rapid antigen 

detection using 

lateral flow tests 

 Employ antibodies that 

target the viral antigen. 

 Results available in 10 - 

20 minutes. 

 Less sensitive than 

laboratory-based 

methods. 

Nucleic acid 

amplification-based 

test 

 Detection of genetic 

material (DNA/RNA) of 

virus [19]. 

 Results available in 

approximately 5 hours.  

 High sensitivity. 

Serology  Two serum samples are 

collected and compared 

(at the start of the disease 

and after 10 to 14 days). 

This is because 

antibodies may be 

present due to prior 

infection [18]. 

 Suitable for 

epidemiological studies 

(e.g. vaccination 

effectiveness).  

 Not ideal method for 

diagnostic purposes. 

Table 2.1. Summary of main laboratory-based diagnostic methods for the detection of Influenza virus 

infection. 
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Figure 2.3 Schematic representation of different diagnostic methods (a) viral culture, (b) antigen 

detection in ELISA test, (c) nucleic acid amplification test, (d) serology test (redraw from [25]). 

 

All the methods presented in Table 2.1 are widely used for diagnostic purposes in 

developed countries. However, for diagnosis at the POC and for patient management 

methods that produce results in the minimum possible time are preferred especially in 

developing countries. For that reason, the quickest method is considered the rapid 

antigen detection method, which is employed in many biosensors.  
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2.2 LATERAL FLOW IMMUNOASSAYS 

POC diagnostic tests for the detection of infectious diseases are extremely 

important, especially for developing countries and isolated locations where 

conventional diagnostic systems are unsuitable or unavailable. According to the World 

Health Organization (WHO) diagnostic tests that are designed for use in developing 

countries should meet the ASSURED criteria: Affordable, Sensitive, Specific, User-

friendly, Rapid and Robust, Equipment-free and Deliverable [26][27]. 

Many POC diagnostic tests are based on paper-based lateral flow assays and are 

used for the detection of either microbial particles or antibodies [28], [29]. The lateral 

flow assay (LFA) is a common type of paper-based biosensor that fulfils all the 

ASSURED criteria. Furthermore due to inherent advantages such as being lightweight, 

low cost, disposable, easily reproducible and requiring small sample volumes they are 

considered ideal for use in developing countries [30]. The most successful 

commercialized diagnostic of this type is the pregnancy tests [31].  

LFAs are usually strip shaped prefabricated biosensors made of several pads of 

paper-like materials that overlap one another. When a fluid sample is applied at the 

end of the strip, it will flow due to capillary forces along its entire length activating 

the prestored lyophilised reagents. When antibodies are used as the identification 

element, the LFA is called lateral flow immunoassay (LFIA) [32], [33]. Various fluid 

samples can be tested using LFAs such as urine, sweat, saliva and nasal swab [34].  

The POC diagnostics that are based on immunoassay methods are exploiting 

specific antibody-antigen interactions. When the host is infected with a virus 

antibodies are generated by the immune system which binds to viral antigens in order 

to neutralize them. In LFIAs during the fabrication process, antibodies are placed on 

the strip, which will react with antigen in the sample if it is infected. The sensitivity 

and specificity of an assay is defined by the type of antibody and its affinity (the 

strength of antibody-antigen binding) and avidity (stability of the binding) [35]. 

Antibodies are conventionally depicted as Y-shaped molecules. The epitope is part of 

the antigen that binds to antibody. The paratope is part of the antibody that binds to 

the antigen Figure 2.4 shows the specific antibody-antigen interaction of a viral 

analyte.  
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Figure 2.4 Antibody-Antigen binding interaction. 

 

The LFIA consists of 4 pads: the sample pad, the conjugation pad, the detection 

pad and the absorbent pad, all mounted on a backing card, as shown in Figure 2.5(a). 

Initially the sample is added to the sample pad. This pad is made of cellulose and it 

has two main functions: 1) to sequester impurities in the sample and 2) to store dried 

assay agents ensuring the correct conditions for the test [31], [30]. Then the sample 

moves to the conjugate pad. This pad is made of glass fibers and it has immobilized 

conjugated labels [36]. The labels are made of particles usually gold nanoparticle or 

latex microparticles conjugated to specific antibodies. When the sample reaches the 

conjugation pad, the labels bind specifically to the analyte of interest generating an 

immune-complex, as shown in Figure 2.5(b). After, the immune-complex will flow to 

the detection pad [30]. This pad is made of nitrocellulose, where other antibodies 

specific to the analyte have been immobilized, in the shape of a line. If the analyte of 

interest is present in the immune-complex, it becomes “sandwiched” between the 

antibodies of the detection pad and the antibodies of the label, as illustrated 

schematically in Figure 2.5(c). The accumulation of the labels on the detection line 

generates a colored (test) line that is visible with naked eye [32]. The color intensity 

is proportional to the amount of analyte present in the sample. The unbound fraction 

of the sample continues to flow along the strip and binds to the antibodies in the control 

line, producing another colored (control) line. The control line antibodies bind 

specifically to the antibodies of the label, therefore the control line should be generated 

regardless of the test line results to verify the proper operation of the assay [27], [36], 
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as shown in Figure 2.5 (d). The rest of the sample is absorbed in the absorbent pad 

which is made of cellulose filters [37], [36]. The outcome of this process is usually 

quantitative or semi-quantitative and can be interpreted using the colorimetric method, 

which is realized by either visual inspection of the LFIA or by using a reader device 

[32]. Colorimetry is a method that is used to define the concentration of analyte by 

measuring the color intensity generated in the biosensor [38].  
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Figure 2.5 Schematic illustration of the operation of LFIA for the detection of Influenza A 

nucleoprotein (a) details of the different parts of the LFIA, (b) binding event in conjugation pad, (c) 

generation of test line, (d) generation of control line. 

 

In high weight analytes with multiple antigenic sites, the sandwich format is 

used in the LFA platforms. This is the case for many viral infectious analytes. In this 



42 
 

format the main antibody is immobilized against the antigen in the test line, while a 

different antibody which binds to different epitope of the same antigen is conjugated 

to a nanoparticle [39]. In positive samples the sandwich is generated at the test line as 

described in the previous paragraph and shown in Figure 2.6. 

In low weight analytes with single antigenic site, meaning that the analyte 

cannot bind with two antibodies simultaneously, the competitive format is used in the 

LFA platforms. Such an example is in the LFAs designed for the detection of the drug 

of abuse [40]. In this format the analyte block the antibody of the test line stopping the 

conjugated particle to bind with this antibody and thus generate a color test line [34]. 

The positive results is shown with the absence of the test line while the control line is 

always visible regardless of the result [36]. Figure 2.6 shows the two formats when 

the analyte of interest is present or not in the sample [41]. 
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Figure 2.6 Schematic representation of the sandwich and competitive format in LFAs for positive and 

negative results. 

 

2.2.1 GOLD NANOPARTICLES 

There are many different types of labels used in LFAs but commonly used are the 

colloidal gold nanoparticles. This is because colloidal gold has numerous advantages 
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such as low cost, it is easy to use in the lab, it can be found in unconjugated forms and 

is very stable both in dry and liquid form. Furthermore colloidal gold can generate an 

intense color which is easily observed by the naked eye [36].  

Gold nanoparticles (AuNPs) are widely used in colorimetric biosensors. This is 

due to a very important optical property called surface plasmon resonance (SPR). This 

property is evident when an external electromagnetic wave such as light interacts with 

the electrons at the surface of AuNPs generating their collective oscillation that is in 

resonance with the frequency of the impinging electromagnetic wave [42], [43], [44]. 

The SPR depends on the size, shape particle distance and dielectric surrounding [45]. 

In LFIAs when light impinges in the AuNPs the surface electrons experience 

collective oscillation by absorbing light in one area of the optical spectrum and 

reflecting light in a different area of the optical spectrum. The generation of visible 

color test and control line is due to the high density of AuNPs in very small area [46].  

 

2.3 POC DIAGNOSTIC SYSTEMS FOR 

INFECTIOUS DISEASES 

The simplest methods to read the results is to observe with the naked eye the 

changes in color intensity of the test line in LFIAs. However when quantitative 

analysis is required this method is not sufficient and an external electronic system is 

necessary to interface with the LFIAs. The basic system consist of a light source to 

emit light at the LFIA, a light detector and a processing system to process the results 

(details of these components are provided in Chapter 3).  

The POC system should have characteristics that will complement those of the 

LFIA such as low cost, low power, being hand-held, robust and easy to operate [47]. 

Furthermore, significant attention should be given to factors that could degrade its 

performance, such as positioning error and light homogeneity. The test line position 

is not always constant but can shift either during the fabrication process or because the 

backing strip size varies or even because the strip is shifted during insertion into the 

system. A system that does not take into account the possible shift of the test line is 

susceptible to positioning errors. Even a 4% shift can result in up to 50% reduction in 



44 
 

measured signal [36]. The light distribution across the area of interest in the LFIA 

should be homogeneous, so that the sensor can accurately read the results.   

In the literature several systems have been proposed to be used as POC readers 

for LFIAs. The main categories among them are the smartphone readers, spot 

detectors, scanners and telemedicine readers as shown in Figure 2.7 

 Smartphone camera-image analysis 

The most common reader is based on image analysis. A photograph of the test 

strip is taken – usually using the camera of a mobile phone and the image is processed 

using the mobile phone’s resources, as shown in Figure 2.7 (a). If the photograph is 

taken using a standalone camera the image is sent to a computer for processing using 

image analysis programs. Even though these types of readers have fast implementation 

and a high quality image can be captured, they are affected by ambient light, focal 

distance, shading, and tilt [47], [30], [32]. Image processing techniques can be used to 

decrease the effect of these parameters but require extended processing power and 

consume considerable amounts of energy. Another solution widely applied is the 

development of custom enclosure around the LFIA and the camera of the mobile as 

shown in Figure 2.7 (b). However, in these cases, the systems usually becomes more 

complicated and additional optical components are needed, like lenses and light 

emitting diodes (LEDs). This is because the flashlight of the mobile phone is not 

optimized for a suitable wavelength for the tested LFIA, and its light intensity typically 

needs regulation. Furthermore, the existing lens in the mobile phone camera usually 

needs to be tenths of centimetres away from the reading object in order to focus 

correctly and thus by using an additional lens the focus distance can be reduced. With 

all the extra optical components that must be added, the main advantage of fast 

implementation is lost. Also, the mobile phone-based camera readers have 

reproducibility issues because different models of mobile phones have a wide range 

of cameras with varying resolution and diverse lenses which can give divergent results. 

Again, with intensive image processing analysis the reproducibility issues can be 

reduced. In addition, mobile phones have standardization and regulatory issues when 

used for biomedical sensing applications [48].  
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 Telemedicine  

In telemedicine method, a photograph of the LFA is taken and it is sent off-site 

either via SMS or e-mail to a healthcare centre for analysis, as shown in Figure 2.7 

(c). Afterwards, the results are send back via the same method. If the photograph of 

the LFA is taken using a mobile phone, the aforementioned errors regarding the image 

quality will also apply in this method. In addition, a stable mobile phone signal is 

required for effective transmission and reception of the data.  

 Single photodiode system 

The other major type of readout device is based on discrete optical components 

like lenses, fibres, optical splitters to direct the light into single photodetector, placed 

in position where the reflected light from the test line is expected to impinge [49], [32], 

as shown in Figure 2.7 (d). Even though these systems are simple and have low cost, 

they are susceptible to positioning errors that can be created due to possible shift of 

the test line with respect to the position of the photodiodes.  

 Scanner 

The scanners are systems that use a mechanical motor to move the strip across 

photodetector and therefore measure the reflected light from the entire strip [50], as 

shown in Figure 2.7 (e). While these systems are not prone to positioning errors, the 

extra moving parts makes the device bulkier, heavier, and fragile [32]. Therefore they 

are not suitable to be carried around as POC readers. 

 Light transmittance 

In the light transmittance method, the strip is initially pre-processed (usually by 

wetting it) in order to make it translucent, as shown in Figure 2.7 (f). Then a system 

of discrete components measures the absorbance of the light as it passes through the 

test line. This method becomes more complicated with the required extra steps needed 

to modify the paper and a careful seal between the electronics and the wetted strips is 

required. Also the light transmission is very dependent on the width of the strips. 
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Figure 2.7 Schematic representation of the different readout methods (a) Image analysis of a picture 

from a smartphone camera (b) Image analysis of a picture when an enclosure is used between the 

camera and the LFA, (c) telemedicine, (d) reflection light measurement using single photodetector, (e) 

scanner and (f) light transmittance. 

 

 

 

Method Advantages Disadvantages 

Smartphone camera-

image analysis 

 

 Easy and fast 

implementation. 

 

 Lighting conditions, focal 

distance shading and tilt 

affect the results. 

 Problem with reproducibility 

of the results with different 

mobile phone cameras. 

 High power consumption. 

 Standardization and 

regulatory issues. 

Smartphone camera-

image analysis, with 

enclosure 

 Medium time for 

implementation. 

 High sensitivity. 

 Problem with reproducibility 

of the results with different 

mobile phone cameras. 

 High power consumption. 

 Standardization and 

regulatory issues. 
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Telemedicine  Easy and fast 

implementation. 

 High sensitivity. 

 

 Depend on network 

reception. 

 If a smartphone camera is 

used to take the picture, all 

the drawbacks of 

smartphone camera method 

will be also applicable in this 

system. 

Single photodiode 

system 

 Low complexity.  

 Low cost. 

 Low power 

consumption. 

 Results susceptible to 

positioning errors. 

 Fragile system (if optical 

accessories are used).  

Scanner  High sensitivity. 

 Medium complexity. 

 Bulky and fragile system. 

Light transmittance 

 

 Detection of low 

concentrations. 

 Medium complexity 

 Pre-processing of the LFA is 

required. 

 Results are susceptible to 

strip width. 

Table 2.2. Summary of methods used for colorimetric detection of LFAs. 

 

2.3.1 READERS COMPARISON 

An overview was performed for different systems, which were proposed in 

previous studies to quantify the analyte in LFAs. In addition, these systems were 

compared for the most important characteristics that the POC readers must display, as 

shown in Table 2.3. Each characteristic has a mark between high, medium and low.  

In [51], a system to quantify the results in LFAs is presented. The system consists 

of a smartphone to take a picture of the test strip and a box with a lighting system to 

keep the mobile phone and the LFA at a constant distance and to provide ambient light 

shield. The captured image is then processed using machine learning techniques and 

the output of the trained system quantifies the result in one of the 6 predefined 

categories (semi-quantification). Due to the use of the machine learning algorithm this 

system is considered to have high complexity, high power consumption, and medium 

cost mainly due to the mobile phone price tag. It is robust and it is not affected by 

ambient light and positioning errors because of the use of the enclosure. Even though 
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the system was tested with 3 different iPhone models, it still has reproducibility issues 

between other brands and models of mobile phones.  

A mobile phone-based reader for LFIAs is presented in [52]. It uses an attachment 

to the mobile phone to keep the light conditions in the strip constant. That attachment 

has LEDs, batteries and a lens for the capture of image under controlled lighting 

conditions. The image was processed on the mobile phone using a custom application. 

This system has medium complexity due to the hardware and software developments. 

Due to the use of an extra lens, the system becomes more fragile. Also, in order for 

this system to be compatible with different mobile phones, alterations are required in 

the attachment and application. 

A system based on single photodiodes is presented in [49]. The light of an LED 

source is split using an optical splitter evenly in the 10 test lines of a multiplexed LFA. 

The reflected light from the test lines is measured using 10 single silicon 

photodetectors positioned in the area where most of the reflected light is expected to 

impact. This system has low cost, low power consumption and demonstrates the ability 

to measure multiple analytes at the same time using a system with few components. 

However, this design is highly affected by positioning error due to the possible shifting 

of the test lines compared to photodetectors.  

Another system based on single photodiodes was presented in [53]. As before, an 

LED was used to shine light onto the strip and the intensity of the reflected light to the 

test and control lines was measured using two photodiodes. This system was able to 

provide semi-quantitative results but it demonstrated high variability in the 

measurements of different test strips. This was due to variations in the LFAs in the 

gold/antibody conjugation, dimensions of the paper strip and positioning errors. In 

addition, the use of test and control lines in the quantification measurements might 

have influenced the variation in the results. The system has low power consumption, 

easy implementation and low cost. 

A system based on a scanning method was introduced in [50]. It used a laser diode 

to shine light onto the LFA. Lenses were used to focus the light on a square area of 

interest and to collect the reflected light and direct it to a photodetector. A motor was 

employed to shift the platform holding the LFA. The collected data were analysed in 

a computer using customized software. This system can overcome reproducibility 
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issues and positioning errors because it scans the entire LFA area. However, it is not 

suitable for POC measurements because it uses many fragile components such as 

lenses and mechanical parts. Also it has high power consumption due to the use of 

moving parts. 

The light transmittance method was employed as a quantification method in [54]. 

Initially the strips is wetted by placing it in a plastic sleeve containing a liquid. Then 

both strip and sleeve positioned in the device. The wetted strip becomes almost 

transparent, therefore when the LED shone light on top of a specific area of the strip, 

a photodetector positioned at the back of the strip measured the transmitted light. Even 

though this system has the potential to measure very low concentrations it is affected 

by the LFA paper type and width. Also, it is not user-friendly as it requires extra 

processing steps before the measurements are available. Furthermore, it can be 

affected by positioning errors given that a single photodetector is used below the area 

of interest for measurements.  

The majority of the commercially available LFA systems are specifically 

designed to be used in labs and healthcare centres. Therefore, they are not necessarily 

optimized to have the important specifications required from POC systems such as 

low power consumption, low cost and high robustness. For example the Alere Reader 

[55], requires a plug-in power supply to operate. On the other hand, the few systems 

that are handheld and can be used as POC systems come with a hefty price tag. An 

example is the reader from BioAssay Works [56], which is handheld and battery 

powered, but costs more than $2700. In addition, another problem with the 

commercially available systems is that they are designed to be used mainly with LFA 

strips offered from the same company and therefore demonstrate compatibility issues.   
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Reference Method Cost Power 

consumption 

Robustness Reproducibility Positioning 

error 

[51] Smartphone camera-

Image analysis, with 

enclosure 

Medium High High Medium Low 

[52] Smartphone camera-

Image analysis, with 

enclosure 

Medium High High Low Low 

[49] Single photodiode 

system 

Low Low Medium High High 

[53] Single photodiode 

system 

Low Low High Medium High 

[50] Scanner Medium High Low High Low 

[54] Light transmittance Low Low Medium Medium High 

Table 2.3. Comparison between different systems proposed in the literature as POC readers for LFAs. 
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2.3.2 GAP IN READERS MARKET 

Even though there are many systems that have been proposed to be used as POC 

readers for LFAs, still none of them can perform quantification measurements, while 

combining the specification of low cost, low power, high robustness, high 

reproducibility and low positioning error. On the other hand the commercially 

available readers are not suitable for use in developing countries either because they 

are not designed for out of lab measurements in field settings or because they are very 

expensive. Consequently, there is immediate demand for systems that can quantify the 

results of LFAs and that will have all the aforementioned specifications.  

 

2.4 DISCUSSION 

Influenza virus does not just cause seasonal epidemics, but has caused some of 

the deadliest pandemics. Therefore, the detection of influenza virus along with other 

infectious diseases is very important in order to facilitate treatment for the patient and 

public health precautions for the community. Paper-based biosensors, and more 

particularly lateral flow immunoassay biosensors, are suited for use in developing 

countries and resource limited settings. This is because of their many advantages such 

as low cost, requirement for small fluid sample, they can be stored for long periods of 

time and can be easily carried around. When the sample flows along the LFIA strip a 

color change at the test line indicates the presence of the analyte of interest. The 

intensity of the color change is related to the concentration of analyte of interest, 

whereas the color change can be quantified using an external electronic device. The 

device, however, should not compromise the advantages that the LFIA has but instead 

should be able to show similar specifications. From the review performed on the 

different proposed systems it is noticeable that none of them can combine all necessary 

requirements for POC system. As a result, there is demand for diagnostic devices that 

can combine all the important specifications of a POC system.  
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2.5 CONCLUSION 

From the analysis of this chapter the following conclusions can be drawn: 

 Influenza virus has many subtypes and can be transmitted from animal to 

human therefore, it is difficult for the population to acquire immunity to all 

variants of the virus. 

 Diagnostic systems that operate as readers for biosensors that will be used in 

developing countries should comply with the ASSURED requirements. 

 Lateral flow immunoassays are biosensors with properties that makes them 

ideal to be used in developing countries and remote resource-limited settings. 

 The POC systems that are designed to interface with LFIAs to offer 

quantification capabilities should have the following specifications: low cost, 

low power, high robustness, high reproducibility and low positioning error. 

Even though there are several diagnostic systems proposed in the literature, 

little effort has been given to combine all these specifications together. 
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NOVEL LFIA READER SYSTEMS 

Various systems that interface with LFIAs in order to provide quantification 

results have been proposed. However, the majority of these systems are not 

specifically designed to be used as POC systems for developing countries and thus, 

lack important characteristics. 

Chapter 3 outlines the design, implementation and testing of two systems that 

were developed as readers for LFIAs. The first system is a proof of concept that 

demonstrates the capabilities of the proposed reading method. System performance is 

verified by testing the device with LFIAs with Influenza A nucleoprotein in various 

concentrations. Next, a second generation system is presented which consists of the 

optimized version of the proof of concept system. Optimization of the system was 

performed by defining the surface profile of the LFIA using a ray trace simulation 

program. Based on the simulation results a device was developed using discrete 

components. Verification of its performance was achieved by testing it with Influenza 

A nucleoproteins FLIAs and Surface-layer protein A LFIAs. 

 

3 
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3.1 INTRODUCTION TO PRINCIPLE OF 

OPERATION 

The proposed system is a reader device for the quantification of the analyte in 

LFIAs. The aim was to design a system that could be used at the POC, especially in 

developing countries, while realizing all the specifications required from such systems 

as demonstrated in chapter 2, i.e. low cost, low power consumption, high robustness, 

high reproducibility and low positioning error. 

The developed system is based on the colorimetric method. LEDs were used as 

light sources to shine uniform light on the detection pad of the LFIA and the reflected 

light from the LFIA was measured by an array of photodiodes. The intensity of the 

reflected light at test and control lines is less than the intensity of the reflected light 

from the rest of the strip. This is because the gold nanoparticles that are present in the 

two bands absorb a portion of the light at certain wavelengths, while the rest of the 

strip, which is white color, reflects all the wavelengths. At the same time, the density 

of gold nanoparticles in the test and control lines is proportional to the absorption of 

the light resulting in the quantification capabilities of the LFIA [36]. Figure 3.1 shows 

the principle of operation of the proposed system.  

By utilizing an array of photodiodes as the reading element, the scan of the entire 

area of interest is achieved without the use of any moving parts and without losing any 

useful information due to strip displacement. Furthermore, by placing the strip and the 

array of photodiodes at close proximity (few millimetres), no lens is required, 

therefore achieving a compact robust design. Also, in comparison with the mobile 

phone camera systems, the proposed system is simpler and uses sufficient but smaller 

number of pixels to read the strip, thus achieving reduced power consumption. 

Additionally, the reader can operate for a variety of LFIAs tests and control line widths 

and positions in comparison to single photodiode systems [32]. Finally using a custom 

enclosure, problems related to ambient light, focal plane or tilt can be eliminated.  



55 
 

LFIA

Array of pixels

Spatial 

distribution

Light 

intensity

Figure 3.1 Schematic representation of the principle of operation of proposed system. The reflected 

light at the test and control lines is lower compared to the rest of strip. 

  

3.2 FIRST GENERATION READER 

A first generation proof of concept system was implemented using discrete 

components. As a photodetector an array of photodiodes with suitable size to match 

the tested LFIA was chosen. The dimensions of the LFIA test strips are shown in 

Figure 3.2.The typical size of the test and control lines is between 0.8 mm to 1 mm 

and distance between the two lines is around 4 mm. The detection pad is 

approximately 20 mm and the whole strip used is 6 mm. The depicted array of 

photodiodes has 128 pixels with approximate pixel size of 63.5 μm × 63.5 μm, and 

overall photosensitive area size around 8 mm, which is sufficient to detect the test and 

control lines and some area around them. This large photosensitive area minimises 

possible positioning errors due to shift of the LFIA. 

4 0.80.8 59

Test 
line

Control 
line  

Figure 3.2 Discerption of the dimensions of the tested LFIA. All values are in millimetres.  
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Eight small white color LEDs (from Panasonic) were used as light source. These 

were placed in the same printed circuit board (PCB) as the linear sensor array 

(TSL1401CL, ams AG), with four on each side in order to achieve uniform lighting 

conditions in the detection pad. Figure 3.3 shows a schematic diagram of the proof of 

concept system setup. The light from the biosensors is reflected onto the 128 pixels of 

the linear sensor array and each pixel produces a photocurrent that is integrated within 

the pixel and clocked out sequentially at a rate of one pixel per clock period. The clock 

frequency is 7 kHz, which is among the lowest frequencies that the linear sensor array 

can operate on. This was chosen in order to allow maximum light collection from the 

photodiodes. A microcontroller (Atmel, Arduino Uno) was used to generate all the 

digital signals, while its 10-bit ADC was used for the digitization of the output voltage 

of each pixel. Further processing of the signal and the calculation of the concentration 

of analyte in the sample was also performed in the microcontroller. The digitized 

output data were then transmitted wirelessly via Bluetooth to an open source 

application of a smartphone [30].  

PCB

ADC

Microcontroller

Linear Sensor Array

LED LED LED LED

LED LED LED LED

SI

CLK

AO

Bluetooth 
Module

 

Figure 3.3 Schematic diagram of the first generation proof of concept reader. 

 

Additional components were used for the correct operation of the system such as 

oscillator and decoupling capacitors. The system was power by a 9V battery and was 

enclosed in a small black box (such that the performance of the device was not affected 

by the ambient light) with dimensions 110 × 82 × 40 mm, which was appropriately 

modified. The strip was inserted into the box via a slot, which helped to align the strip 

horizontally with the detection pad exactly on top of the array of photodiodes facing 
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one another. Figure 3.4 shows photographs of the first generation proof of concept 

system.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4 Photographs of the proof of concept system. 

 

3.3 TEST AND RESULTS 

The performance of the device was validated using commercially available strips 

(BD Directigen) in a variety of concentrations (0-500ng/mL) of Influenza A 

nucleoprotein, as shown in Figure 3.5. Each sample was prepared using 300μL 

recombinant nucleoprotein antigen (ORLA 108) diluted in phosphate-buffered saline 

(PBS) and then added to a tube containing 100μL detergent. After the tube was slightly 

vortexed, 3 drops of this solution were added in the sample pad of the test strip. 
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Test line
Control line

0ng/ mL 4ng/ mL 8ng/ mL 25ng/ mL 50ng/ mL 62ng/ mL 100ng/ mL 200ng/ mL 500ng/ mL  

Figure 3.5 Photographs of LFIAs in various concentrations of Influenza A nucleoprotein. 

 

As shown in Figure 3.6, the output signal from each pixel for each different strip 

follows the expected trend. Initially, the color of the biosensor is white, and then the 

first color line that represents the test line appears. A sharp decrease in the reflected 

light intensity is observed. A neutral white color area then follows before the next 

color line that represents the control line appears. In the space between the two color 

lines, the reflected intensity increases before it lowers again as a result of the second 

color line. Near the end of the strip, a small fluctuation of the output signal from the 

pixels is noticeable. This is due to sudden light reduction and the wide angle that is 

created resulting in an image distortion. There is a slight shift in the position of the 

minimum value for the different strips. However, such variations do not affect the 

performance of the system as scanning is performed in the entire detection pad and the 

detection of the minimum value is performed automatically [30].  

The microcontroller was programmed to automatically detect the signal from the 

test and control lines. This is achieved by detecting the minimum value between the 

first 50 pixels of each strip and then the average value of this minimum and the minima 

of the ±4 adjacent pixels is calculated. The calculated value corresponds to the signal 

of the test line (ST). The overall average value of 9 pixels was used because it is the 

number of pixels that approximately collect most of the reflected light from the test 

line. The same procedure was performed for the calculation of the signal of the control 

line (SC), but the minimum value of pixels 90 to 120 was used instead [32].   
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Figure 3.6 Intensity values measured from each pixel, for different concentrations of Influenza A 

nucleoprotein. 

 

The signal ST from each strip was calculated 10 times. Then the average ST signal 

was used for the generation of the calibration curve, as shown in Figure 3.7. The 

standard deviation from the 10 measurements is added in the calibration curve and is 

indicated with an error bar. To generate the calibration curve between the 

concentration of analyte and the signal from the device (ST) the four parameter logistic 

(4PL) model was employed. This model is commonly used in bioassays for the fitting 

of analyte concentration and measured signal following a sigmoidal shape on a semi-

log axes [57], [58], [50]. The 4PL model is described in Equation 3.1.  

 
𝑦 = 𝑑 +

𝑎 − 𝑑

1 + (
𝑥
𝑐)

𝑏 
(3.1) 

 

where y is the measured signal ST; x, is the concentration of analyte; a is the response 

in minimum concentration; d is the response in maximum concentration; c is the 

concentration of analyte for the point halfway between a and d; and b the slope 

parameter. Based on the measured values, MATLAB (MathWorks, Massachusetts, 

Test line Control line 
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USA) was used to compute the unknown parameters of Equation 3.1. The quality of 

data fit was determined by the coefficient of determination R2: 

 
𝑅2 = 1 −

𝑆𝑆𝐸

𝑆𝑆𝑇
 

(3.2) 

 

where SSE is the error sum of square and is calculated as 𝑆𝑆𝐸 = ∑ (𝑦𝑖 − �̂�𝑖)2𝑛
𝑖=1 , SST 

is the total sum of square error of the baseline in average response and is calculated as 

𝑆𝑆𝑇 = ∑ (𝑦𝑖 − �̅�𝑖)2𝑛
𝑖=1 , n is the number of data, y is the measured data �̂� is the fitted 

data and �̅� is the data in regards to the baseline in average response [59]. The 

coefficient of determination is bound between 0 and 1, 0 ≤R2 ≤1, with 0 meaning weak 

data fit and 1 meaning perfect data fit. The fitted curve is shown in Figure 3.7. The 

calculated parameters are a = 411.6, b = -0.92, c = 34.27, and d = 533.3, with 

coefficient of determination R2 = 0.946. The limit of detections was measured at 

3ng/mL.  

 

Figure 3.7 Calibration curve of the proposed system. The error bars indicate the standard deviation. 

 

The first generation reader has been successfully used for the detection of 

influenza A nucleoprotein in various concentrations, with limit of detection at 3ng/mL, 

highlighting the significant advantages that this type of reader has to offer compared 
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to other type of readers, in terms of ease in implementation and operation, 

reproducibility of the results and low cost. However, the limit of detection of the first 

generation system was not significantly low and the variation of the results still 

required improvement. Also, the power consumption of the reader has not been 

optimized, therefore further reduction could be achieved.  

 

3.4 SECOND GENERATION READER 

After the successful implementation of the first generation/proof of concept 

reader, the second generation reader was realised. The main objectives of the new 

system were to optimize the setup in terms of best positioning of all the critical 

components (LEDs, LFIA and array of photodiodes) and use the optimum number of 

LEDs, in order to achieve uniform light distribution across the reading area of the 

LFIA. By improving these parameters, the performance of the reader can also be 

improved in terms of sensitivity and power consumption compared to the first 

generation system. Optimization was achieved by: 

1. Changing the wavelength of the light source to match the optical 

characteristics of the gold nanoparticles present in the tested LFIA. 

2. Modelling the optical behaviour of the surface of the tested LFIA  

3. Modelling all the critical components and simulating their optical behaviour 

using a Ray Trace simulation program. 

 

3.4.1 OPTIMIZATION METHOD 

The optical characteristics of the gold nanoparticles among others depends on 

their size and shape. Figure 3.8 shows the absorbance of gold nanoparticles for 

different diameter sizes [43]. The diameter of the gold nanoparticles in the tested LFIA 

is between 20nm to 40nm and thus highest light absorption occurs in green 

wavelengths (≈525nm) and highest light reflection in red wavelengths (≈700nm). This 

explains why the test and control lines appear as red lines in ambient light. Based on 

Figure 3.8, all the LEDs used in the reader were changed from white color (as in the 
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first generation system) to 525nm wavelength instead. By changing the wavelength of 

the light source to suit the specifications of gold nanoparticles only the green 

wavelengths are absorbed from the test and control lines and only the red wavelength 

are reflected in the white parts of the strip and therefore, no other wavelength is 

affecting the results. 
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Figure 3.8 Normalized absorbance of gold nanoparticles for various gold nanoparticles diameters 

(reproduced from [43]). 

 

In order to simulate the system and identify the optimized setup a ray trace 

simulation program (Zemax OpticStudio) was used. In this software all the critical 

components (light sources, photodetectors, LFIA) were modelled based on their actual 

size and their optical behaviour. However, the LFIA has porous surface that during 

the measurements is also wet and its optical behaviour is not well known. Therefore, 

the construction of a model that defines the light distribution in the surface of LFIA 

was required. The bidirectional scattering distribution function (BSDF) data were 

measured for the construction of the LFIA’s surface profile [60].  

The BSDF describes the scattered light from a surface in regards to the angle of 

incident light. The BSDF includes both the components of reflected scattered light 

(bidirectional reflectance distribution function, BRDF) and the transmitted scattered 

light (bidirectional transmittance distribution function, BTDF) [61]. In the specific 

application, only the BRDF is of interest. Mathematically the BRDF is described as 

the ratio of the reflected light radiance (Lr) to the incident light irradiance (Ei) [62], 
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[63], [64] as it is shown in Equation 3.3. Figure 3.9 illustrates the reflected light from 

a scattering surface. 

 
𝐵𝑅𝐷𝐹 =

𝑑𝐿𝑟(𝜃𝑟 , 𝜙𝑟)

𝑑𝐸𝑖(𝜃𝑖, 𝜙𝑖)
 

(3.3) 
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Figure 3.9 Light reflection from a scattering surface (redraw from [64]). 

 

The BSDF is usually measured experimentally with the help of a goniometer, 

imaging sphere or any other custom-made setup. In these experiments the imaging 

sphere (Radiant Vision Systems) was employed [60]. It has a light beam to illuminate 

the surface at various angles (one at a time) and then measures the scattered light from 

the surface to a camera. Due to the highly reflective coating on the inside of the sphere 

and the convex mirror, the camera is able to measure the reflected radiation 

distribution over a full hemisphere (azimuth and elevation angle) [65]. Figure 3.10 

shows the configuration of the imaging sphere as well as its photograph. A BSDF is 

generated in the form of tabular data, which defines the scattering properties of the 

surface. For an accurate model of the LFIA using the imaging sphere, a test strip with 

high concentration of Influenza A nucleoprotein was used. The incident beam used in 

the imaging sphere had wavelength 525nm, which matches with the wavelengths of 

the LEDs used in the system. Two BSDF models were generated; one for the white 
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part of the strip and one for the part of the strip with the test line (the control line will 

have a similar response as the test line) [32]. 

The generated BSDF data file is a text file with information for each selected 

angle of incidence in a table format of 181 × 181 data of scattering azimuth angles and 

scatter elevated angles. The percentage of the scattering light for each incident angle 

is also calculated. The remaining percentage is due to absorption or transmission [66]. 

 

θout

φout

camera

sample

Incident 

beam

mirror

 

 

 

 

 

 

(a) 

camera

illumination 
beam

sample
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Figure 3.10 Imaging sphere (a) configuration where ϕout and θout shows the azimuth and elevation 

angles of reflected radiation (b) photograph. 

 

The detection pad area, as opposed to the entire LFIA strip, was modelled in the 

ray trace simulation program, as this is the most important segment of the LFIA with 
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the test and control lines. The BSDF model from the white part of the strip was used 

as the surface profile for the white parts of the detection pad. Two small rectangular 

surfaces were positioned on top of the modelled detection pad to represent the test and 

control lines. The BSDF data from the test line that were recorded from the imaging 

sphere were imported in the program to represent the surface characteristics of the test 

and control lines of LFIA. The array of photodiodes were modelled as a photodetector 

with 1 × 128 pixels with size the same as the real array of photodiodes. The LEDs 

were modelled as point light sources, with the same optical characteristics as the actual 

LEDs used. The real dimensions of the LEDs were considered in order to accurately 

position each LED in the simulated setup. Simulation and analysis were performed in 

the ray trace simulation program in order to define the optimum setup. 

A similar setup as in the first generation system was simulated as shown in Figure 

3.11. The LEDs and the array of photodiodes were both placed on the same PCB facing 

upwards and the LFIA was positioned on top of the PCB facing downwards.  

LED Array of 
photodiodesX

PCB
Z

dz

LFIA

LEDs Detection Pad

Array of photodiodes

Control line

Test line

Absorbent 
Pad

Sample 
Pad

Conjugate 
Pad

Y

X
PCB

LFIA

dx

  

Figure 3.11 Simulation setup: plan and elevation (not to scale) 
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Firstly, the optimum number of LEDs needed to uniformly illuminate the 

detection pad of LFIA was defined. In order to do that, the 8 mm detection pad area 

(without any test or control lines) of LFIA was divided into eight distinct equal strips 

(1 mm each) and was placed above the LEDs (dz = 2 mm) and the array of 

photodiodes. The total power per mm2 that hits each strip was measured and the 

maximum variation in irradiance was calculated. The same measurements were 

performed for varying number of LEDs (one to four). Figure 3.12 shows the 

normalized irradiance for each area in the detection pad. The LEDs were equally 

spaced along the y-axis to cover the detection pad area. As the minimum variation is 

similar for three and four LEDs, three LEDs were chosen in order to minimize the 

power used. 

 

Figure 3.12 Normalized irradiance in each of eight 1mm detection pad strip when the impinging light 

is performed by varying he number of LEDs from one to four.  

 

All subsequent simulations were, thus, performed using 3 LEDs. Next, in order to 

define the optimum distance with respect to the array of photodiodes in z-axis a 

parametric analysis was performed for dz = 2 mm to 5 mm. The simulated LFIA had 

test and control lines with surface optical properties based on the extracted BSDF data 

of the imaging sphere. The centre of the test line and the centre of the control line were 

5 mm apart, as in the practical test strips used. As shown in Figure 3.13, the further 
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away the LFIA is from the array of photodiodes, the more the light diffuses in more 

pixels and the less distinguishable are the lines in the strip. The different parts of the 

strip (test line, white part, control line) are more distinct when dz is 2 mm (this was 

the minimum practical distance). 

 

Figure 3.13 Normalized irradiance across the array of photodiodes when the dz varies from 2 mm to 

5 mm and three LEDs are used. 

 

The irradiance striking the photodiodes was simulated for different values of dx 

when dz = 2 mm. The results are shown in Figure 3.14. The most sensitive detection 

of the test and control lines is when dx = 2.5 mm. It should be noted that all the 

distances are measured from the centre of the LEDs to the centre of the array of 

photodiodes. A distance less than 2.5 mm was not considered possible due to 

component sizes and PCB manufacturing constraints (the PCBs were manufactured in 

the university facilities).  
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Figure 3.14 Normalized irradiance across the array of photodiodes when dx varies between 2.5 mm 

and 4 mm. 

 

The irradiance across the array of photodiodes was also investigated when the 

LFIA is tilted in the y-axis by 0, 10, 20 degrees. The tilt is performed from the centre 

of the LFIA, therefore that point has a constant dz = 2 mm. The same setup as in Figure 

4 was used but the LFIA was tilted as shown in Figure 3.15. Figure 3.16 shows the 

largest difference (highest sensitivity) between the peaks and valleys of the irradiance 

is for a tilt of 10 degrees. 

 

LFIA

LED Array of 
photodiodes

Z

X

PCB

tilt

dz
dx

 

Figure 3.15 Details of the tilt position, dx = 2.5mm and dz = 2mm. 
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Figure 3.16 Normalized irradiance across the array of photodiodes when the strip is tilted in Y - axis 

from 0 to20 degrees.  

 

3.5 IMPLEMENTATION AND TESTING 

The optimized reader was realized based on the simulations results from the ray 

trace simulation program, as discussed in Section 3.4. All the components that have 

been used are commercially available. The three LEDs (Kingbright) have a 

wavelength of 525 nm, which is an approximate match to the absorption 

characteristics of the nanoparticles in the tested strips. Their dimensions are 

1.6 mm × 0.8 mm × 0.95 mm each, which fit well to the requirements of the model. 

The maximum optical power of the LEDs was adjusted such that the light falling on 

the array of photodiodes does not saturate the pixels and provides a wide dynamic 

output range. The measurement method is based on the ratio of the signal in the test 

line to the signal in the control line, and to a first order the result is independent of 

LED optical power variations due to diode or power supply variation. 

The same light detector as in the first generation reader has been used which has 

a line of 128 photodiodes extending over 8 mm (AMS-TSL1401CL). The same 
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microcontroller as in the first generation reader has also been used for the process and 

digitization of the analog output into its 10-bit analog-to-digital converter (ADC). A 

new low-power Bluetooth module has been used for the wireless transmission of the 

results to an open source app of a smart phone. All the electronic components were 

enclosed in a box specifically designed for this application using a 3D printer. A 

special carrier with small clips was designed for the LFIA so that the strip could be 

placed in the right position in the reader (above the array of photodiodes) with 10 

degrees tilt as simulated in the ray trace analysis program. Figure 3.17 shows a 

photograph of the developed device. The material of the box is black acrylonitrile 

butadiene styrene (ABS) with dimensions around 85 mm × 70 mm × 49 mm and it 

weighs 128 grams. The system was powered using a standard 9 V battery. 

 

 

Figure 3.17 Photograph of the device. The lid is open, showing the carrier where the LFIA is placed 

fixed in the appropriate position. 

 

3.5.1 TEST WITH FLU A LFIAS AND RESULTS 

The performance of the device has been experimentally evaluated using test strips 

from BD Directigen in the concentrations range of 0.5ng/mL to 200ng/mL of Influenza 

A nucleoprotein in saline buffer as shown in Figure 3.18. Each strip was measured 10 
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times to check the reproducibility of the reader and the average signal from each strip 

was calculated. Figure 3.19 (a) shows the average calculated signal from a test strip 

with 20 ng/mL concentration. The net signal from the analyte was estimated from the 

results using the background correction method [67]. This performed by subtracting 

the signal of a blank strip (no lines, only saline buffer in the sample) from the average 

calculated signal. Figure 3.19 (b) shows the calculated signal for the strip of 20 ng/mL 

concentration after the background correction. Due to implementation of this 

correction, the data reversed compared to measured data from the device and the 

maximum values represents the signal from the test and control lines. From the derived 

signals, as in the first device the maximum value was detected for the first 20 to 50 

pixels (124 pixels scan 8 mm) of each strip and then the average value of this 

maximum and the maxima of the ± 4 adjacent pixels calculated. The calculated value 

corresponds to the signal of the test line (ST). The overall average value of 9 pixels 

was used because it is the number of pixels that approximately collect most of the 

reflected light from the test line. The same procedure was performed for the 

calculation of the signal of control line (SC), but the maximum was this time scanned 

between the corresponding pixels 90 to 120. The ratio ST/SC was calculated for all the 

LFIAs shown in Figure 3.20. 
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Figure 3.18 Photograph of the LFIA strips in various concentrations that have been used for the 

testing of the system. 
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(a) 

(b) 

Figure 3.19 Lateral flow immunoassay with 20 ng/mL concentration of Influenza A nucleoprotein (a) 

voltage output of the 8 mm 128 photodiode chip; (b) Voltage output signal after the implementation 

of background correction using a blank strip showing positions of ST and SC. 

 

This second generation system has further reduced the effect of line positioning 

variation. This is because the special carrier with small clips (Figure 3.17) ensures that 

the strip is always placed in the device in the right position, more than the proof of 

concept system with the slide-in slot design. In addition, the automatic detection of 

the test and control lines eliminates any errors due to variations in the position of the 

lines [32].  

The 4PL model was used for the generation of the fitted curve as shown in Figure 

3.20, with the measured signal being the ST / SC after background correction. The 

coefficient of determination is R2 = 0.974 and the calculated parameters of Equation 

3.1 are a = 0.97, b = 1.16, c = 32.95, and d = 1.33. 

ST 

SC 
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Figure 3.20 The fitted curve of ST/SC for various concentrations of Influenza A nucleoprotein based 

on the 4PL model. The error bars indicate the ±2σ limits. 

 

It should be noted that even though the construction of the calibration curve was 

realized using the ratio of the signals ST / SC for each strip, this method is not always 

applicable for different types of LFIA / analyte. This is the case when the response of 

the control line varies with the analyte concentration and therefore, only the signal 

from the test line is needed for the construction of calibration curve.  

The value of the cut-off signal was calculated using a sample with no 

concentration of analyte of interest (0 ng/mL, only control line). The strip with this 

sample has been tested 10 times with the mean signal value being ST / SC = 0.704 and 

the standard deviation σ = 0.0058. Therefore, the cut-off value that defines when the 

analyte of interest is not present in the sample is calculated as ST / SC + 3σ = 0.7214. 

Comparing the first generation system with the second generation system it is 

evident that the system has been improved in many aspects through the optimization 

process. The power consumption is reduced by 62.5% simply from decreasing the 

required number of LEDs. In addition, the limit of detection improved from 3 ng/mL 

to 0.5 ng/mL. Table 3.1 summarizes the features and performances of the two devices. 
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Parameters First generation  

system 

Second generation 

system 

Detection limit 3 ng/mL 0.5 ng/mL 

Size 110 mm × 80 mm × 45 mm 85 mm × 70 mm × 49 mm 

Weight 200 g 128 g 

Number of LEDs 8 3 

LEDs wavelength White 525 nm (green)  

LFIA position On top of the detector 10 degrees tilt from the 

detector 

Table 3.1. Features and performances of the first and second generation reader systems. 

 

3.5.2 TEST WITH SURFACE-LAYER PROTEIN A LFIAS 

AND RESULTS  

In addition to Influenza A nucleoprotein, the second generation system was also 

tested with Surface-layer protein A (SlpA) LFIAs. The aim of this test was to 

demonstrate that the proposed device can quantify the results in LFIA strips for a 

variety of analytes. 

The Clostridium difficile (C. difficile) is a bacterium that naturally exists in the 

human gut. However, the use of antibiotics often results in the disturbance of the 

natural flora of the gut with subsequent multiplication of the C.difficile and 

colonization. This leads to the release of toxins that are responsible for the clinical 

symptoms of the Clostridium difficile infection [68]. The main symptoms of this 

infection are diarrhoea, blood in stools and high body temperature. Even though most 

of the infected patients recover with treatment, in old patients and people with weak 

immune system this infection can be fatal [69]. It is estimated that tens of thousands 

of people die from this infection worldwide every year [70].  

The surface layer (S-layer) is the outer layer of the bacterial cell. In the S-layer of 

C.difficile cells, the SlpA is the most plentiful protein. This protein has a significant 

role among others in the cell adherence and the colonization process [71]. The tested 
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strips detect the presence of SlpA in the sample and generate a color test line based on 

sandwich format similar to Influenza A nucleoprotein strips.  

Figure 3.21 shows the tested strips in various concentrations of SlpA. The tests 

were performed using the second generation device, which was slightly modified such 

that the special carrier with small clips where the strip is placed matched the new size 

of the tested strips, so that their test line could be placed on top of the array of 

photodiodes. The gold nanoparticles in the SlpA strips have 40ng diameter, which still 

has highest light absorption in green wavelengths and therefore, the rest of system 

remained unchanged. 

0 0.095 0.195 0.39 0.78 1.56 3.125 6.25μg/mL:

Test line

 

Figure 3.21 Photograph of the LFIA strips in various concentrations of SlpA. 

 

The signal from the test line only was used in the calculations. This is because the 

signal from the control line is changing for different analyte concentrations. Similarly 

to the previous investigations, the background correction was performed first. Then 

the signal from the test line was automatically detected and compared with the 

background of the strip in order to calculate the ST signal. Figure 3.22 shows the 

calibration curve of the system when measuring LFIAs with SlpA and using the 4PL 

model to generate the fitted curve. The coefficient of determination is R2 = 0.979 and 

the calculated parameters of Equation 3.1 are a = 9.01, b = 0.95, c = 2.32, and 

d = 59.14. 
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Figure 3.22 The fitted curve of ST for various concentrations of SlpA based on the 4PL model.  

 

 

3.6 DISCUSSION 

Based on the analysis performed in chapter 2 it is evident that there is great 

demand for POC readers for quantification of the analyte in LFIAs and with particular 

specifications namely low cost, low power, high robustness, high reproducibility and 

low positioning error. In this chapter, two systems that fulfil these specifications were 

developed and implemented using discrete components. The first system is a proof of 

concept system, in which the scanning method was implemented without using any 

moving parts and any extra optical accessories. Therefore, the proposed system design 

remained robust, low cost and any positioning errors were avoided. The system was 

tested with LFIAs with Influenza A nucleoprotein and demonstrated quantification 

capabilities with limit of detection at 3ng/mL.  

This first generation system was subsequently optimised, leading to the 

development of an improved second generation system. For the optimization, a 

numerical BSDF model that describes the LFIA’s surface response in incident light 
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was firstly developed using experimental measurements from the imaging sphere. The 

BSDF model was then imported in a ray trace simulation program along with the 

models of all the critical components, and simulations were performed. The aim was 

to define the optimum position of these components in order to achieve uniform light 

distribution across the surface of LFIA and therefore, increase the system’s sensitivity 

with a minimum required number of LEDs. Based on these simulation results the 

second generation system was developed. The wavelength of the LEDs used in this 

system was modified in order to match the maximum light absorption from the gold 

nanoparticles present in the tested LFIAs. A 3D printed enclosure was designed to 

protect the system from ambient light and to ensure that the tested strips were placed 

in the right position. The system was tested with Influenza A nucleoprotein and SlpA 

LFIA strips. As shown, the reader device can detect samples with concentrations of 

Influenza A nucleoprotein as low as 0.5 ng/mL, which is much less than the detection 

limit of the device in proof of concept system. In addition, the decrease of the number 

of LEDs led to a corresponding 62.5% reduction in power consumption. 

 

3.7 CONCLUSION 

In this chapter, the design implementation and performance of the first and second 

generation reader systems for LFIAs is presented. From the study performed and the 

obtained results the following conclusions can be drawn: 

 The scanning method can be achieved without the use of moving parts, but just 

with the use of a sufficient size of an array of photodiodes. In this way any 

positioning errors are minimized. 

 A reader can be implemented without the use of any lenses and other optical 

accessories and with the ability to detect the test line, if the sample under 

detection and the light source are in close proximity to the photodetector (array 

of photodiode). 

 A tilt of the LFIA at 10 degrees can give better results than at 0 degree tilt in 

the proposed setup. 
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 Ray trace simulations are very important in reader system design. The second 

generation system was improved with respect to the limit of detections and 

power consumption. 

 The specification of gold nanoparticles present in the tested LFIA should be 

taken into consideration when designing a readout device.  
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CIRCUIT DESIGN OF A CMOS IMAGE 

SENSOR ASIC 

 

CISs are widely adopted in many electronic devices for variety of purposes such 

as recording, pleasure, exploration and medicine. A decisive factor in this trend were 

the advances in CIS circuit design and fabrication techniques leading to high quality 

images. The development of ASIC CIS to satisfy the properties of the application is a 

challenging process. According to author’s best knowledge all the image sensors used 

so far in readout devices for LFIAs have never been designed specifically for this 

application. Therefore, they lack optimization in terms of power consumption, number 

of pixels and noise performance. 

In chapter 4 the circuit design of a CIS ASIC is introduced. The design of the chip 

is based on the requirements of a point-of-care reader for LFIAs. A comparison 

between the two types of image sensors which are frequently used is presented. The 

basic principles of operation of photodiodes are explained, followed by the overview 

of most common existing CIS pixel topologies. The circuit specifications of the 

proposed CIS are presented and detailed analysis and simulation results of the 

proposed CIS circuit architecture is performed. Finally, the layout of the overall chip 

is presented. 

4 



80 
 

4.1 IMAGE SENSORS 

Image sensors convert the light wave information into voltage or current signals. 

These can then be converted into an image as viewed by the sensor. The image sensors 

that are currently widely used are the charge coupled device (CCD) and the active 

pixel CMOS image sensor (CIS). 

CCD sensors contain an array of pixels which have metal-oxide semiconductor 

(MOS) capacitors as photodetector elements [72]. When photons hit the 

photosensitive area charge packets of electrons are produced [73]. As shown in Figure 

4.1 (a) the charge packets are shifted to the end of a column where they are sequentially 

read using an output preamplifier [72].  

Active Pixel CISs consists of an array of pixels, as shown in Figure 4.1 (b) in 

which each pixel has a photodiode and electronics for integration of the photocurrent. 

Column and row circuits shift the pixels’ output signals for further processing at the 

end of each column and then out of the sensor.  
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Figure 4.1 Schematic diagram of (a) CCD image sensor and (b) CMOS image sensor architecture. 

 

Charge Coupled Devices (CCDs) have been for many years the first choice in the 

image sensor market. However, with the improvement in fabrication techniques and 

circuit designs, the CMOS image sensors have been successfully competing in some 

areas the CCDs. The main advantage of CISs are the low power consumption, the low 

cost, compatibility with standard CMOS technology that can lead to complete 

integrated systems, random access of data and high speed. On the other hand CCDs 
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are still superior in comparison to CISs in the areas of noise, dynamic range and 

sensitivity due to the Fill Factor [74]. In the proposed reader for LFIAs the CIS has 

been considered as the most appropriate technology for the implementation of the 

image sensor, because it offers advantages important for point-of-care applications 

and its noise performance has been improved using noise cancellation techniques.  

 

4.2 PRINCIPLE OF OPERATION OF 

PHOTODIODES 

The most common photosensitive element in CIS is the photodiode (PN junction). 

For the photodiode to operate as a photosensitive element it must operate in its third 

quadrant of I-V characteristics [75]. If the photodiode is illuminated with a photons 

that have energy higher than the bandgap energy of the material, ℎ𝑣 = ℎ𝑐/𝜆 > 𝐸𝑔, the 

covalent bonds are destroyed, liberating electrons and creating holes. This is known 

as photogeneration process and its probability of occurrence is related to the 

absorption coefficient of the material, 𝑎, while the photogeneration process is more 

intense in the surface of the material [76]. Given that the 𝐸𝑔 of silicon is 1.12 eV, 

almost all the spectrum of solar radiation can perform the photogeneration process in 

the silicon.  

When photo-generated carriers are generated within the depletion region (W) of 

the diode, the existing electric field drifts them towards the respective majority carrier 

region (electrons are collected in the n region and holes are collected in the p region), 

creating the photocurrent that flows from n-side towards the p-side. The photons can 

also generate minority carriers (electrons and holes) in the neutral N-type and P-type 

regions. If these carriers diffuse to the depletion region they contribute to the 

photocurrent [77]. The resulting photocurrent, 𝐼𝑝ℎ, due to all optically generated 

carriers is: 

 𝐼𝑝ℎ = 𝑞𝐴𝐺𝑒𝑥𝑡(𝑊 + 𝐿𝑛 + 𝐿𝑝) (4.1) 
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Where 𝑞 is the electron charge, A is the total area of the junction including the bottom 

and sidewalls, the generation rate 𝐺𝑒𝑥𝑡 is the number of electron-hole pairs generated 

in a unit of the depletion-layer volume per second, Ln and Lp are the depletion electron 

diffusion length and hole diffusion length respectively, W is the depletion region width 

and is [75]:  

 

𝑊 = √
2𝜖(𝑉0 − 𝑉𝑅)

𝑞
(

𝑁𝑎 + 𝑁𝑑

𝑁𝑎𝑁𝑑
) 

(4.2) 

 

Where 𝜖 is the silicon permittivity, 𝑁𝑎 and 𝑁𝑑 the doping concentration of the p and n 

type materials respectively, VR the applied voltage and V0 the built-in diode potential 

[78]:  

 
𝑉0 =

𝑘𝑇

𝑞
ln

𝑁𝑎𝑁𝑑

𝑛𝑖
2  

(4.3) 

 

Where 𝑛𝑖 is the intrinsic carrier concentration of silicon, 𝑘 is the Boltzmann constant 

and T the absolute temperature.  

The sensitivity of a photodiode depends on the depletion region width. Therefore in 

order to achieve maximum width the doping levels in the PN junction should be as 

low as low as the fabrication technology allows [77]. In the case of symmetrically 

doped junction the junction capacitance is described as in Equation 4.4 [75]: 

 
𝐶𝑗 = 𝜖𝐴 [

𝑞

2𝜖(𝑉0 − 𝑉𝑅)

𝑁𝑑𝑁𝑎

𝑁𝑑 + 𝑁𝑎
]

1/2

=
𝜖𝐴

𝑊
 

(4.4) 

 

The I-V characteristic of the photodiode changes as a result of the photocurrent, as in 

Equation 4.5 and shown in Figure 4.2. 

 
𝐼 = 𝐼𝑠 [𝑒𝑥𝑝 (

𝑞𝑉

𝑘𝑇
) − 1] − 𝐼𝑝ℎ 

(4.5) 

 

Where 𝐼𝑠 is the saturation current of the photodiode (or reverse bias diffusion current) 

and V the anode to cathode bias voltage. 
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Figure 4.2 (a) Cross section of reverse biased photodiode, (b) its energy band diagram. (c) I-V 

characteristics of an illuminated PN junction (dashed line). 

 

4.2.1 BASIC PHOTODIODE CONFIGURATIONS 

Three basic photodiode configurations that are commonly found in a standard 

CMOS process, the n+/p-sub, the n-well/p-sub and the p+/n-well/p-sub, as shown in 

Figure 4.3.  
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Figure 4.3 Schematic representation of the three photodiodes (a) n+/p-sub, (b) n-well/p-sub and (c) 

p+/n-well/p-sub [79]. 

 

The n+/p-sub photodiode is fabricated from the n+ doped area in a p-substrate. It 

occupies small area based on the minimum technology spacing and width compared 

to other photodiodes. Because of the high doping concentrations it has small depletion 

region width. This results in low collection efficiency due to its shallow junction, 
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which results in the loss of those photo-generated carriers which are generated deeper 

in the material, particularly at longer wavelengths. Also due to small depletion region 

width the junction capacitance is high [78].  

The n-well/p-sub photodiode has the junction made of lightly doped n-well area 

in a p-substrate. It occupies larger area than the n+/p-sub photodiode and due to low 

doping concentration it has large depletion region width. This leads to higher 

collection efficiency and low junction capacitance [78].  

The p+/n-well/p-sub photodiode is also called “pinned" photodiode and has one 

extra p+ doped area in an n-well/p-sub photodiode. This photodiode occupies the 

largest area of the three photodiodes. The two junctions result in the larger depletion 

region width and therefore it has the highest collection efficiency. The two junction 

capacitors are added in parallel resulting in an overall higher junction capacitance 

compared to the other photodiodes [79].  

 

4.3 OVERVIEW OF EXISTING CMOS PIXEL 

TOPOLOGIES 

The generated photocurrent from the photodiode is usually small and therefore its 

direct measurement is very difficult. For this reason most of the CIS architectures are 

based on an integration procedure [80]. In this approach, the photodiode is set to a 

known voltage controlled by closing a reset switch. After the reset switch is opened 

and the photocurrent is integrated in a capacitor.  

The signal conversion stages of a CIS are shown in Figure 4.4 [80]. Photons 

impinging in the photodiode, convert into photocurrent according to Quantum 

Efficiency (QE) factor. This factor indicates the portion of the impinging photons that 

contributes to photocurrent, which always is smaller than 1. The QE is mainly affected 

by the wavelength, the doping concentrations, the fill factor and the photodiode 

geometry. The photocurrent is then integrated in a capacitor (Cint) and converted into 

voltage, based on the conversion gain, 𝐶𝑔𝑎𝑖𝑛, where:  
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 𝐶𝑔𝑎𝑖𝑛 =
𝑞

𝐶𝑖𝑛𝑡
  (𝜇𝑉/𝑒−) 

(4.6) 

 

The conversion gain is defined as the output voltage generated by one electron at the 

integration capacitor [81]. 

Photons Photocurrent VoltageQE Converion Gain

Figure 4.4 Block diagram of the signal conversion at the different stages of a CIS [80]. 

 

The most common pixel architectures used in CIS designs are the 3T-APS (3-

transistor active pixel sensor), the 4T-APS (4-transistor active pixel sensor) and the 

CTIA (capacitive transimpedance amplifier).  
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Figure 4.5 Circuit of conventional 3T-APS pixel architectures and timing diagram of the reset switch 

and the transient response of the output voltage. 

 

The 3T-APS is the simplest architecture, as shown in Figure 4.5. M1 is the reset 

transistor which controls the integration time, M2 is the source follower transistor 

which acts as a buffer amplifier and M3 is the readout switch transistor [72]. Initially 

the M1 is closed and the photodiode is connected to the power supply charging the 

photodiode capacitor to a high voltage (it should be noted that all the switches used in 
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this thesis are active high). Then M1 opens and the photocurrent starts to discharge the 

capacitance at a constant integration time [78] as shown in Figure 4.5 and Equation 

4.7.  

 
𝑉𝑜 =

1

𝐶𝑝ℎ
∫ 𝐼𝑝ℎ𝑑𝑡 

(4.7) 

The access of the pixels is performed through M2 and M3. Although this 

architecture has simple implementation and high fill factor, it has low sensitivity. This 

is because the photocurrent is integrated on the capacitor of the photodiode which has 

large capacitance [37].  

The 4T-APS architecture uses 4 transistors as shown in Figure 4.6. As with the 

3T-APS it has a reset transistor M2, a source follower transistor M3, a readout switch 

transistor M4 and an extra transistor M1 to decouple the floating diffusion node (VDF) 

from the photodiode and therefore separate the read and reset operation from the 

integration phase [82] [83]. In this way the correlated double sampling (CDS) 

technique can be implemented in order to remove the reset noise.  
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Figure 4.6 Circuits of conventional 4T-APS pixel architectures and timing diagram of the reset 

switch, transfer gate switch and the transient response of the output voltage. 
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Initially the M1 and M2 are closed removing any remaining electrons in the 

photodiode. Then the transfer gate opens decoupling the photodiode from the floating 

diffusion node which stays in its reset condition. In the photodiode the accumulation 

of photo-generated charges begins. Then the reset transistor opens and the transfer 

gate closes. The charges from the photodiode are transferred into the floating diffusion 

node (VFD) [82]. Because the charge to voltage conversion is performed at the floating 

diffusion node capacitance, it has small capacitance value so sensitivity is high [84] 

[83]. Finally the transfer gate opens and the pixel output voltage signal is related to 

the power intensity of light impinging in the photodiode over the integration time [82]. 

In CDS this output signal is subtracted from the reset output signal.  

Despite the advantages this architecture has in low light illumination it generates 

delayed images because of the slow charge transfer from the photodiode to the floating 

diffusion capacitance. In order to overcome this the pinned photodiodes can be used. 

The size of the transfer gate and floating diffusion capacitance can also be increased 

for high speed imagers. However larger parasitic capacitors at the floating diffusion 

node results in reduced sensitivity [37], [83].  
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Figure 4.7 Circuits of conventional CTIA-APS pixel architectures and timing diagram of the reset 

switch and transient response of the output voltage. 

 

 The CTIA architecture has an amplifier with a capacitor and a reset switch in a 

negative feedback as shown in Figure 4.7. When the reset switch closes, the inverse 

output of the amplifier defines the reverse bias across the photodiode and the 
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photodiode capacitance is charged to that voltage level (VD) [78], [85]. Then the reset 

switch opens and the photocurrent is integrated through the negative feedback 

capacitor. According to Miller effect there will be an increase in the equivalent input 

capacitance of the inverting voltage amplifier resulting in an input Miller capacitance 

(𝐶𝑀 = 𝐶(1 + 𝐴)) parallel to the photodiode capacitance (𝐶𝑝ℎ). Figure 4.7 shows the 

CTIA-APS architecture and its transient output voltage. Due to the inverse 

characteristics of the amplifier the output voltage in the CTIA architecture increases 

[78]. The input voltage change is: 

 𝑑𝑉𝑖𝑛

𝑑𝑡
= −

𝐼𝑝ℎ

𝐶𝑝ℎ + (𝐴 + 1)𝐶𝑓𝑏
 

(4.8) 

 

Where 𝐶𝑝ℎ is the photodiode capacitance and 𝐼𝑝ℎ is the photocurrent. 

The output voltage is: 

 𝑉𝑜𝑢𝑡 = −𝐴𝑉𝑖𝑛 (4.9) 

 

From Equations 4.8 and 4.9:  

 𝑑𝑉𝑜𝑢𝑡

𝑑𝑡
= −𝐴

𝑑𝑉𝑖𝑛

𝑑𝑡
=

𝐴𝐼𝑝ℎ

𝐶𝑝ℎ + (𝐴 + 1)𝐶𝑓𝑏
 

(4.10) 

 

For (𝐴 + 1)𝐶𝑓𝑏 ≫ 𝐶𝑝ℎ  and 𝐴 ≫ 1, the output of the CTIA topology (4.10) simplifies 

to:. 

 𝑑𝑉𝑜𝑢𝑡

𝑑𝑡
≈

𝐼𝑝ℎ

𝐶𝑓𝑏
→ 𝑉𝑜𝑢𝑡 =

1

𝐶𝑓𝑏
∫ 𝐼𝑝ℎ𝑑𝑡 

(4.11) 

 

4.4 SYSTEM SPECIFICATIONS 

The developed CIS is required to have low power consumption so that it can 

perform many readings from a single battery, and have low noise and good Signal-to-

noise ratio (SNR) performance in order to distinguish accurately the different 

concentrations of LFIA even when the test line is faint. Given that no lenses will be 
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used when reading the paper strip in Figure 4.8 the required number of pixels should 

be sufficient to cover the test line area lengthwise plus leaving some extra space 

around the test line in case that the strip is slightly moved during the insertion in the 

reader case, as shown in Figure 4.8. The strip can be up to 5 mm wide however no 

more than 1 – 4 rows are required for the measurements. As the results from the first 

and second generation system showed, even with one row of pixels quality readings 

can be measured. Therefore the proposed system was chosen to have 4 × 64 pixel with 

binning capabilities. The photocurrent to voltage conversion is performed using 

compact pixel architecture that combines the CTIA topology with noise cancelation 

techniques reusing the same amplifier for reduced power consumption.  

Test 

line
Control 

line

CIS Reading 

area

Figure 4.8 Schematic of lateral flow immunoassay. The dashed box indicates the area of interest 

where the CIS will be used for measurements. 

 

The design technology used is AMS 0.35 μm and the photodiodes are 

n - well/p - substrate with anti-reflecting coating. This extra layer was used to 

attenuate the reflections on top of the photodiode and thus increases its 

photosensitivity. The photodiode has responsivity 0.29 A/W at 550 nm, which is in 

the range of wavelengths of interest. The chosen photodiode size is 20 μm × 20 μm 

which is a good trade-off between the active area and the circuit area in the pixel. 

Furthermore, given that the CIS does not require to have high resolution but to be able 

to collect more photons, there was no need to have very small photodiode size. 

The photocurrent range that is required for the system to operate was calculated 

using the setup of the first generation system but in the position of the array of 

photodiodes a power meter was placed. Therefore when the LFIA was inserted into 

the system the power meter measured the light impinging into its surface, which is in 

the range of approximately 5 μW/cm2 – 50 μW/cm2. Then using these values the 

photocurrent was calculated as shown in Equations 4.12 and 4.13. 
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𝐼𝑝ℎ = 𝑅 ∙ 𝑃 → 𝐼𝑝ℎ =

0.29𝐴

𝑊
∙

5𝜇𝑊

𝑐𝑚2
→ 𝐼𝑝ℎ =

1.45𝜇𝐴

𝑐𝑚2
= 0.0145 𝛢/𝑚2 

(4.12) 

 

 
𝐼𝑝ℎ = 𝑅 ∙ 𝑃 → 𝐼𝑝ℎ =

0.29𝐴

𝑊
∙

50𝜇𝑊

𝑐𝑚2
→ 𝐼𝑝ℎ =

14.5𝜇𝐴

𝑐𝑚2
= 0.145 𝛢/𝑚2 

(4.13) 

 

Where 𝐼𝑝ℎ the photocurrent (in 𝐴/𝑐𝑚2), 𝑅 is the photodiode responsivity (in 𝐴/𝑊) 

at a specific wavelength and 𝑃 is the incident optical power (in 𝑊/𝑐𝑚2) [81]. 

Given that the photodiode size is 20 μm × 20 μm the expected photocurrent 

generated is 5.8 pΑ to 58 pA. The feedback capacitor for each CTIA was chosen to be 

10 fF which is a trade-off between the conversion gain Equation 4.6 and 4.14 and the 

reset noise Equation 4.15 due to reset switch. In the proposed design the integration 

capacitor is the feedback capacitor. Table (4.1) summarises the design specification 

parameters.  

 

 
𝐶𝑔𝑎𝑖𝑛 =

𝑞

𝐶𝑓𝑏
=

1.6 ∙ 10−19

10 ∙ 10−15
= 16𝜇𝑉/𝑒− 

(4.14) 

 

 

〈𝑛𝑟𝑒𝑠𝑒𝑡〉 = √
𝑘𝑇

𝐶𝑓𝑏
= 0.64𝑚𝑉𝑟𝑚𝑠 ≈ 40𝑒− 

(4.15) 

 

Specifications Value 

Current range   5.8 pA – 58 pA 

Photodiode capacitor  70 fF 

Feedback capacitor 10 fF 

Integration time ˃ 17 μs, < 2.6 ms 

Table 4.1. Design specification parameters. 
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4.5 SYSTEM ARCHITECTURE 

The architecture of the proposed CIS is shown in Figure 4.9. It comprises 4 × 64 

pixels and each pixel consists of a 20 μm × 20 μm photodiode with two logic gates 

and two switches to enable the column and row selection. The generated photocurrent 

in each pixel is transferred to its respective column processing circuit. There is only 

one processing circuit per column, and all 4 photodiodes of the same column share the 

same processing circuit. In this way the binning technique can also be implemented. 

In this technique 2 or 4 pixels of the same column are enabled at the same time sending 

their sum photocurrent for processing simultaneously. The column selection is 

controlled from a shift register with 64 outputs that are connected to 64 3 - bit counters 

which generate the signals to control various gates. The row selection is controlled 

externally with 4 digital signals.  
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Gates
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Gates

Counter Counter Counter64 x Counters
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cancellation

CTIA with 
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Figure 4.9 System diagram of the CIS chip 
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4.6 PROPOSED COMPACT CTIA WITH NOISE 

CANCELLATION CIRCUIT ARCHITECTURE 

In the proposed design the photocurrent to voltage conversion is performed using 

compact processing circuit architecture that combines the CTIA topology with noise 

cancelation. The CTIA topology was chosen because: 

 The sensitivity can be increased by decreasing the feedback capacitor and also 

by increasing the photodiode size area.  

 The voltage at the junction capacitance is kept constant and therefore the 

depletion region is kept constant. 

 The drawback of reduced fill factor does not affect this design. This is because 

only 4 rows of pixels are required and therefore the processing circuit can be 

shared between them outside the pixel area. 

 

4.6.1 CTIA ARCHITECTURE 

The amplifier of the CTIA architecture is the main component in the photocurrent 

processing design and must satisfy some specific requirements: a high open loop gain 

is required for stability of the input biasing point and therefore linear response to 

incident photons [85], low input referred noise is needed in order to achieve low 

temporal noise of the CIS [86], and the amplifier must have low power consumption 

because in total 64 amplifiers are required, one for every column.  

The implemented amplifier is a single input, single output cascode common 

source amplifier, operating in weak inversion with bias current of 10 nA and 3.3 V 

power supply as shown in Figure 4.10.  
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Figure 4.10 Single input single output cascode common source amplifier 

 

The voltage gain is: 

 
𝐴𝑉 =

𝑉𝑜

𝑉𝑖𝑛
= 𝑔𝑚1[𝑅𝑜𝑛//𝑅𝑜𝑝] = 𝑔𝑚1[(𝑔𝑚2𝑟𝑜1𝑟𝑜2)//(𝑔𝑚3𝑟𝑜3𝑟𝑜4)] 

(4.16) 

 

Where 𝑅𝑜𝑢𝑡 = 𝑅𝑜𝑛//𝑅𝑜𝑝 and 𝑅𝑜𝑛 = 𝑔𝑚2𝑟𝑜1𝑟𝑜2, 𝑅𝑜𝑝 = 𝑔𝑚3𝑟03𝑟𝑜4. 

The Gain-Bandwidth product is: 

 𝐺𝐵𝑊 =
𝑔𝑚1

2𝜋𝐶𝐿
 

(4.17) 

 

The design parameters of the cascode common source amplifier are listed in Table 

4.2. For the simulations the load 𝐶𝐿 = 200𝑓𝐹. The resultant voltage gain 𝐴𝑉 is 

105.4 dB and the GBW is 219.66 KHz .The bias voltages 𝑉𝑏𝑖𝑎𝑠1, 𝑉𝑏𝑖𝑎𝑠2, 𝑉𝑏𝑖𝑎𝑠3 were 

generated on-chip using a cascode current mirror as shown in Figure 4.11.  
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Parameter Value 

VDD (V) 3.3 

I (nA) 10 

Vbias1 (V) 1.4 

Vbias2 (V) 2.1 

Vbias3 (V) 2.7 

(
𝑊 (𝜇𝑚)

𝐿 (𝜇𝑚)
)

𝑀𝑛1

 (
9.6

4
) 

(
𝑊 (𝜇𝑚)

𝐿 (𝜇𝑚)
)

𝑀𝑛2

 (
3.5

1
) 

(
𝑊 (𝜇𝑚)

𝐿 (𝜇𝑚)
)

𝑀𝑝1

 (
14

2
) 

(
𝑊 (𝜇𝑚)

𝐿 (𝜇𝑚)
)

𝑀𝑝2

 (
14

2
) 

Table 4.2. Design parameters of the cascode common source amplifier 

 

The photodiode was simulated using a current source in parallel to a capacitor 

that has capacitance equivalent to the photodiode’s expected capacitance. [85]. The 

simulated parameters of the cascade common source amplifier are shown in Table 4.3. 

In a MOS transistor, the flicker noise (1/f noise) is inversely dependent on the WL size 

while the thermal noise is directly dependent on transconductance gm. The output-

referred noise is equal to input-referred noise multiplied by the voltage gain. 

 

Specifications Value 

Av  105 dB 

GBW  220 KHz 

Input-referred Noise (flicker) 2.38 μV/√Hz at 1Hz 

Input-referred Noise (thermal) 624 nV/√Hz at 10KHz 

Power Consumption 98.24 nW 

Table 4.3. Simulated parameters of the cascode common source amplifier. 
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Figure 4.11 Cascode current mirror connected a cascode common source amplifier. 

 

The output voltage swing of the system in Figure 4.11 was measured in simulations 

and is in the range of 12.73 mV – 3.28 V, as shown in Figure 4.12. This is because the 

transistors are biased in subthreshold. Table 4.4 lists the design parameters of Figure 

4.11. 

Parameter Value 

I3 (nA) 10 

(
𝑊 (𝜇𝑚)

𝐿 (𝜇𝑚)
)

𝑀𝑛3−8

 (
9.6

4
) 

(
𝑊 (𝜇𝑚)

𝐿 (𝜇𝑚)
)

𝑀𝑝3−4

 (
14

2
) 

Table 4.4. Design parameters of the cascode current mirror. 
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Figure 4.12 Simulated output voltage swing of the amplifier with the cascode current mirror. 

 

The switches implemented in the design uses a complementary topology for 

minimum charge injection [85], as shown in Figure 4.13. When the switch turns off 

the injected charges for each transistor are opposite and therefore will cancel each 

other [87]. This is achieved when 𝑊1𝐿1𝐶𝑜𝑥(𝑉𝑐𝑘 − 𝑉𝑖𝑛 − 𝑉𝑡ℎ,𝑛) = 𝑊2𝐿2𝐶𝑜𝑥(𝑉𝑖𝑛 −

|𝑉𝑡ℎ,𝑝|). The equivalent Ron of the complementary switch is the parallel combination 

of the Ron of the two transistors, and can operate over a wide input voltage range. 
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Figure 4.13 Complementary switch (a) schematic (b) on-resistance. 
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4.6.2 NOISE CANCELLATION 

The noise sources in image sensors are classified into two categories the spatial 

or fixed pattern noise (FPN) and the temporal noise. The FPN is the output pixel to 

pixel variation when they are uniformly illuminated. It is generated by component 

mismatches that are caused from manufacturing process, and variations in doping and 

lithography [72]. The FPN is subcategorised in offset FPN and gain FPN. The offset 

FPN is due to amplifier offset variation [81]. Also the FPN caused by dark current 

variation is considered as offset FPN and is called dark signal nonuniformity (DSNU) 

[80]. The gain FPN depends on the signal variations level and is called photo response 

nonuniformity (PRNU). The temporal noise consists of the shot noise from statistical 

fluctuation of photocurrent and dark current, the readout noise which includes the 

thermal and flicker (1/f ) noise of the readout electronics and the reset noise or KT/C 

noise from the thermal noise of the reset switch [80]. 

In CIS the attenuation of the FPN and reset noise is achieved using Correlated 

Double Sampling (CDS) technique, where the pixels output is sampled under reset 

conditions and again after the integration level and then subtracted one from the other 

[88]. Even though the CDS can be directly implemented in 4T-APS topologies, in 3T-

APS and CTIA architectures it cannot because the read and reset operations are 

coupled to the integration period and therefore memory cells are needed [37]. Instead, 

the delta difference sampling (DDS) technique is used in the 3T-APS and the CTIA 

architecture. This technique can be used for the reduction of FPN but not reset noise. 

This is because it calculates the difference between the pixels output signal after 

integration and again after the reset of the next frame [80], [89]. Both CDS and DDS 

circuits are usually implemented at the end of each column and are shared between the 

pixels of the same column [72]. Figure 4.14 shows two examples of the  

implementation of CTIA architecture with CDS [90] and CTIA architecture with DDS 

[89]. 
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Figure 4.14 (a) CTIA architecture with CDS [90] and (b) CTIA architecture with DDS [89]. 

 

The noise charges at the output after the implementation of CDS as shown in Figure 

4.14 (a) are:   

 𝑄𝑖𝑛𝑡 − 𝑄𝑟𝑠𝑡 = (𝑄𝐹𝑃𝑁 + 𝑄𝑟𝑠𝑡 + 𝑄𝑟𝑒𝑎𝑑2 + 𝑄𝑠ℎ𝑜𝑡 + 𝑄𝐷𝑆𝑁𝑈 + 𝑄𝑃𝑅𝑁𝑈)

− (𝑄𝐹𝑃𝑁 + 𝑄𝑟𝑠𝑡 + 𝑄𝑟𝑒𝑎𝑑1). 

→ 𝑄𝑖𝑛𝑡 − 𝑄𝑟𝑠𝑡 = 𝑄𝑟𝑒𝑎𝑑2 − 𝑄𝑟𝑒𝑎𝑑1 + 𝑄𝑠ℎ𝑜𝑡 + 𝑄𝐷𝑆𝑁𝑈 + 𝑄𝑃𝑅𝑁𝑈 

 

 

(4.18) 

 

Where 𝑄𝐹𝑃𝑁 is the offset FPN due to amplifier, 𝑄𝑠ℎ𝑜𝑡 is the shot noise, 𝑄𝑟𝑒𝑎𝑑 is the 

readout circuit noise, 𝑄𝐷𝑆𝑁𝑈 is the FPN due to dark signal nonuniformity and 𝑄𝑃𝑅𝑁𝑈 

is the photo response nonuniformity . 𝑄𝑖𝑛𝑡 is the output charge at integration level and 

𝑄𝑟𝑠𝑡 is the output charge at reset level. 
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The noise charges at the output after the implementation of DDS as shown in Figure 

4.14 (b) are:   

 𝑄𝑖𝑛𝑡 − 𝑄𝑟𝑠𝑡 = (𝑄𝐹𝑃𝑁 + 𝑄𝑟𝑠𝑡1 + 𝑄𝑟𝑒𝑎𝑑1 + 𝑄𝑠ℎ𝑜𝑡 + 𝑄𝐷𝑆𝑁𝑈

+ 𝑄𝑃𝑅𝑁𝑈) − (𝑄𝐹𝑃𝑁 + 𝑄𝑟𝑠𝑡2 + 𝑄𝑟𝑒𝑎𝑑2). 

→ 𝑄𝑖𝑛𝑡 − 𝑄𝑟𝑠𝑡 = 𝑄𝑟𝑒𝑎𝑑1 − 𝑄𝑟𝑒𝑎𝑑2 + 𝑄𝑟𝑠𝑡1 − 𝑄𝑟𝑠𝑡2 + 𝑄𝑠ℎ𝑜𝑡

+ 𝑄𝐷𝑆𝑁𝑈 + 𝑄𝑃𝑅𝑁𝑈 

 

 

(4.19) 

 

The proposed circuit for processing the photocurrent consists of a new compact 

circuit architecture, which combines the CTIA with noise reduction, as shown in 

Figure 4.15, [91]. Both operations are performed using the same amplifier, reducing 

the power consumption by half compared to the CDS and DDS topologies.  
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Figure 4.15 (a) Schematic of the pixel and processing architecture and (b) timing diagram. 
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The available drain current to Mn1 is defined by bias voltage Vbias3 and Mp2 (chosen 

as 10 nA). The initial dc value of the gate of Mn1 is set by short circuiting its output to 

its input by switch Sd. The value is thus defined by the drain current of Mp2. This 

voltage is connected to a selected (inversely biased) photodiode by switches. When 

the reset switch Srst is opened the diode photocurrent Iph charges the feedback capacitor 

Cfb [85] [91]. By the choice of a small value capacitor the output voltage Vint of the 

amplifier is: 

 
𝑉𝑖𝑛𝑡 =

1

𝐶𝑓𝑏
∫ 𝐼𝑝ℎ𝑑𝑡 

(4.20) 
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Figure 4.16 Schematic illustration of the 5 phases required for the conversion of photocurrent to 

voltage and noise cancellation. 
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The processing circuit requires 5 phases to generate a voltage at the output node 

Vout in response to the incident photons at the input as shown in Figure 4.15(b). In 

phase 1 the charge stored on C2 is Vinv – VDC, were VDC is an external reference dc 

voltage level and Vinv is the inverse voltage level from the amplifier. In phases 2 and 

3 the reset and integration operations are performed respectively, similar to a 

conventional CTIA topology, as shown in Figure. 4.16. In phase 4 the integrated 

voltage is held constant and stored on C1. Subtraction of the charges is performed in 

phase 5. Both C1 and C2 have the same value. The output voltage Vout is given by  

 𝑉𝑜𝑢𝑡 = 𝑉𝐷𝐶 + 𝑉𝑖𝑛𝑣 − 𝑉𝑖𝑛𝑡 (4.21) 

where Vint is the integrated voltage as described in Equation 4.20.  

Given that the photocurrent in CTIA starts to integrate from the Vinv level, the 

resulting output voltage Vout of the proposed processing circuit will be independent of 

the Vinv voltage level where:  

 
𝑉𝑜𝑢𝑡 = 𝑉𝐷𝐶 −  

𝐼𝑝ℎ ∙ 𝑇𝑖𝑛𝑡

𝐶𝑓𝑏
 

(4.22) 

Tint is the integration time.  

Figure. 4.17 shows the simulated output voltage at the node Vo for all the 5 stages 

when 𝑉𝐷𝐶 = 2𝑉. Both 𝑉𝑖𝑛𝑣 and 𝑉𝑟𝑠𝑡 have the same value of 364 mV. 𝑉𝑟𝑠𝑡 is the output 

voltage at phase 2. Using Equation 4.21 and 𝑉𝑖𝑛𝑡 = 787𝑚𝑉 the output voltage can be 

calculated as 𝑉𝑜 = 1.57𝑉 which is equal to the output voltage shown in the Figure 

4.17. The glitches observed at the output signal (Vo) in Figure 4.17 are due to 

overlapping clock signals as shown in Figure 4.15(b). 

Sout pulse

Vo

Vout

1 2
3

4

5

 

Figure 4.17 Simulation of the output voltage at Vo and Vout nodes. The circled numbers indicate the 

five different phases required for the processing of the photocurrent. In phase 5 the Sout pulse is 

enabled allowing the voltage to exit the processing circuit (Vout). 
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The noise charges at inverse level are: 

 𝑄𝑖𝑛𝑣 = 𝑄𝐹𝑃𝑁 + 𝑄𝑟𝑒𝑎𝑑1 (4.23) 

 

The noise charges at integration level are: 

 𝑄𝑖𝑛𝑡 = 𝑄𝐹𝑃𝑁 + 𝑄𝑟𝑒𝑎𝑑2 + 𝑄𝑟𝑠𝑡+𝑄𝑠ℎ𝑜𝑡 + 𝑄𝐷𝑆𝑁𝑈 + 𝑄𝑃𝑅𝑁𝑈 (4.24) 

 

Therefore at the output of the processing circuit the noise charges will be: 

  𝑄𝑜𝑢𝑡 = 𝑄𝑟𝑒𝑎𝑑1 − 𝑄𝑟𝑒𝑎𝑑2 − 𝑄𝑟𝑠𝑡− 𝑄𝑠ℎ𝑜𝑡 − 𝑄𝐷𝑆𝑁𝑈 − 𝑄𝑃𝑅𝑁𝑈 (4.25) 

 

Equation 4.25 shows that at the output of the proposed processing circuit the offset 

FPN will be suppressed, while the read noise will increase and the reset noise due to 

the feedback switch remains.  

Comparing the proposed circuit with CTIA - CDS and CTIA - DDS it is evident 

that even though in all topologies the offset FPN is suppressed in the proposed circuit 

this is performed using one amplifier instead of two and therefore requiring half the 

power consumption at the cost of extra switches. In DDS the reset noise is double 

while in the proposed circuit it remains constant. In CDS the reset noise is cancelled 

at the cost of an extra two capacitors. In both circuits only the reset noise of CTIA due 

to feedback capacitor has been considered ignoring the other reset noises. This is 

because all other capacitors are expected to have large value and therefore much small 

reset noise compared to the noise due to feedback capacitor. In the proposed circuit C1 

and C2 are 200 fF resulting in 0.14 mVrms reset noise for each capacitor, which is more 

than 4.5 times smaller than reset noise due to feedback capacitor. 

Figure 4.18 shows a Monte Carlo analysis for process and mismatch variations 

performed for both the proposed architecture and the conventional CTIA pixel without 

noise cancellation. The results shows reduction of the output voltage variation for the 

proposed architecture. 
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Figure 4.18 Output variation using Monde Carlo analysis in (a) the proposed architecture and (b) the 

output of conventional CTIA architecture. 

 

 

4.6.3 PIXEL ARCHITECTURE 

Each pixel was realized using one n-well/p-substrate photodiode of 

20 μm × 20 μm, two switches connected to the cathode of the photodiode and two 

logic gates to control the switches operation, as shown in Figure 4.19. When both the 

Row selection signal is available and the Sph signal is high the AND logic gate sent a 

pulse to close the switch S1 that connects the photodiode with the processing circuit. 

In this way, the photocurrent is transferred to the processing circuit. The S2 switch is 

controlled by an OR logic gate through the combination of signals 𝑅𝑜𝑤̅̅ ̅̅ ̅̅  and 𝑆𝑝ℎ
̅̅ ̅̅̅. When 

the S2 closes, the photodiode is connected to ground. The use of OR gate could have 

been omitted and instead a NOT gate could be have been used to control the S2 signal 

based on 𝑆2 = 𝑆1̅. However, that would not have much effect on the pixel’s fill factor 

given that the size of both OR gate and NOT gate are similar. 
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Figure 4.19 Pixel architecture. 

 

The proposed design allows the pixel binning technique to be implemented. In 

this technique the photocurrent of multiple pixels is combined together increasing the 

sensitivity of the CIS at the cost of reduced resolution [88]. In this design the 

photocurrent of the 2, 3 or 4 pixels of the same column can be combined to increase 

the CIS’s sensitivity. This is achieved by having the same Row signal as follows: 

Row1 = Row2 and Row3 = Row4 for 2 pixel binning or Row1 = Row2 =Row3 for 

3pixel binning or Row1 = Row2 = Row3 = Row4 for 4 pixel binning.  

 

4.7 CURRENT BIAS CIRCUIT  

A current divider has been used for biasing the CIS reducing the externally 

provided input current of 1 μA to 10 nA. In this way extensive and complicated off 

chip instrumentation setup is avoided for the generation of nano-ampere range current. 

The implemented topology is shown in Figure 4.20, and is based on [92]. The principle 

of operation of this current divider is based on the linear division of the current when 
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flowing in or out of two MOS transistors that have the same gate voltage. The current 

(IREF) is divided in each branch by the N factor. Transistor size ratios are shown in 

Table 4.5.  

IREF

VDD

GND

I1 I2 I3

MN0 MN1 MN2 MN3

MN4 MN5

MP0 MP1

 

Figure 4.20 Circuits schematic of current divider. 

 

.Parameter Ratio Value 

(𝑊/𝐿)𝑀𝑁0−2
 𝑁 − 1 22.5𝜇𝑚/2.5 𝜇𝑚 

(𝑊/𝐿)𝑀𝑁4−5
 𝑁/(𝑁 − 1) 25.2𝜇𝑚/22.5𝜇𝑚 

(𝑊/𝐿)𝑀𝑁3
 1 2.5𝜇𝑚/2.5𝜇𝑚 

(𝑊/𝐿)𝑀𝑃0−1
  14𝜇𝑚/2𝜇𝑚 

Table 4.5. Transistors size ratios and their actual value. 

 

Iref was selected to be 1μA and the value of N is equal to10. Therefore only two 

branches are required to reduce the 1μA to 10nA. P-type metal-oxide semiconductor 

(PMOS) transistor loads on the N-type metal-oxide semiconductor (NMOS) 

transistors to keep them in saturation. Monte Carlo analysis performed for the 

simulation of the DC current variation due to mismatches error in the 3 branches. 

Figure 4.21 shows histograms of Monte Carlo analyses and the mean and standard 

deviations. The analysis performed for 100 runs. In the third branch after the 10 nA 

current was available it was copied into the 64 amplifiers using cascode current mirrors 

with interdigitated fingers in order to minimize mismatches. 
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Figure 4.21 Monte Carlo analysis of the output current variation of each branch due to mismatch 

error. 

 

4.8 PERIPHERAL CIRCUITS 

 The row selection is controlled externally whereas the column selection is 

performed serially on chip. Once the row is selected the pixel of the first column is 

enabled and its photocurrent is sensed and processed by the circuit. While the 

processing is in progress the pixel of the next column is enabled, sending its 

photocurrent to its respective column processing circuit. When the output of the first 

pixel is available the second pixel is still in the processing mode. The output of each 

column has an integration time, Tint seconds delay from its previous column, where 

Tint can be between 40 μs-4 ms. All outputs of the processing circuits are connected 

together to the gate of a single PMOS transistor (which acts as a voltage buffer) and 

then its source is connected to a single pad.  

The Master clocks with one clock delay between each stage were generated using 

a serial-input to parallel-output 64 - bit shift register with JK flip-flops as shown in 
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Figure 4.22 to generate 64 master clocks for each column. Initially all flip-flops (FFs) 

are reset to logic level “0”. At T3 clock the Data2 pulse is at logic level “1” and thus 

output of the first FF Q1 at T4 becomes “1” whereas the outputs of all the other FFs 

will remain at “0”. Since Q1 is connected to J2 the output of the second FF (Q2) at T5 

will be “1”. The Data2 will continue shifting to the right in each clock pulse until the 

last logic level “1” reaches the 64th FF. The output of each FF is also connected to an 

AND logic gate. When both the inputs of the AND gate are high the output of the gate 

is also high generate the Master clocks (CLK_M) that will be used in the next stages. 

In total 64 CLK_M are generated with one clock_shift pulse delay from each other.  
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(b) 

Figure 4.22 (a) Circuit diagram of serial input parallel output shift register and (b) pulse diagram. 

 

In every column there is a 3-bit synchronous “up” counter that has been 

implemented using 3 JK FFs as shown in Fig. 4.23 (a). The input clock of the counter 

is the master clock generated from the shift register. The operation of the JK FF is 

shown in Table 4.6. Q(t) refers to the state of the FF output before the clock edge and 

Q(t+1) refers to the state after the clock edge [93]. 
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J K Q(t+1) 

0 0 Q(t) 

0 1 0 

1 0 1 

1 1 Q’(t) 

Table 4.6. JK flip-flop operation. 

 

Initially all the FFs are reset with their outputs at “0” logic level. Then the first FF 

change logic state with every clock positive edge pulse 𝐶𝐿𝐾_𝑀̅̅ ̅̅ ̅̅ ̅̅ ̅. The output of the 

second FF changes state for every clock period of the output of the first FF. Finally 

the output of the third FF changes state for every clock period output of the second 

FF. Fig. 4.23 (b) shows an example of the pulse generated from the counter when the 

CLK_M1 is used as master clock from the shift register.  
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Figure 4.23 (a) Circuit diagram of 3-bit counter and (b) example of the pulse diagram when the input 

master clock is CLK_M1 from the shift register. 
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The 64 counters were connected with 64 switching pattern blocks. These blocks 

used the three clocks generated from the counter to produce the various pulses required 

for the proper operation of the CTIA with noise cancelation circuit. The optimum logic 

gate level realization of the required pulses was achieved by deriving a Boolean 

function to describe each pulse that was achieved using the Karnaugh map method. 

Figure 4.24 shows the resulting gate implementation. D FFs were used at the output 

of each gate configuration. The D FFs replicate the input to the output when the clock 

pulse is enabled. In this way ripple effects of the pulses at the input of D FFs are 

avoided and all signals are synchronize since all D FFs uses the same clock pulse.  
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Figure 4.24 Gate level realization of the required pulses for the pixel correct operation.  
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4.9 CHIP LAYOUT 

The chip layout was designed using foundry design rules and basic layout techniques. 

Among the techniques used are the common-centroid which is used to minimize the 

process variation in the chip. This was performed by dividing the matching transistor 

into two halves and placing each in a way that all components have the same centroid. 

Another method used to reduce the gate resistance of wide transistors is by folding the 

transistors into multiple fingers. Also dummy structures were added to reduce the 

influence of the surrounding environment in the circuit of interest. Figure 4.25 shows 

the chip micrograph. The overall chip area is 12.28mm2 including the pads. The pads 

were arranged on two sides for maximum area efficiency. Table 4.7 summarises the 

area of main building blocks of the CIS.  

Shift register
Current bias

CTIA with noise cancellation, logic gates and counters

Pixel Array

Figure 4.25 CIS chip micrograph. 

 

Block Size 

Pixel Array 3957 𝜇𝑚 × 147 𝜇𝑚 

CTIA with noise cancellation, 

logic gates and counters 

5097 𝜇𝑚 × 666 𝜇𝑚 

Shift register 2763 𝜇𝑚 × 86 𝜇𝑚 

Current bias 859 𝜇𝑚 × 134 𝜇𝑚 

Table 4.7. Size of main building blocks 
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4.10 DISCUSSION 

The circuit design of a CIS specifically fabricated to be used in readers for LFIA 

at the point-of-care was presented. The aim was to further improve the second 

generation system presented in chapter 3 by replacing the of the shelf component linear 

sensor array with the proposed CIS. The chip was implemented in 0.35 μm CMOS 

technology with 3.3 V power supply. The CIS was designed to have low power 

consumption, since it will be used at the point-of-care. Low noise and good SNR was 

required so that the sensor can distinguish the various concentrations in LFIA, even 

when the test line is faint. The optimum number of pixels was used in order to 

minimize the excess power consumption, which is 4 × 64.  

Among the most common pixel topologies 3T-APS, 4T-APS and CTIA, the latter 

was chosen. This is because the sensitivity is controlled by the feedback capacitor and 

photodiode size, and the voltage across the photodiode is kept constant.  

A new compact pixel architecture was proposed for the offset FPN cancellation, 

which combined the CTIA performance with noise cancellation using only one 

amplifier. All the transistors were biased in subthreshold and thus consumed low 

power. The CIS specifications required only 4 rows of pixels and therefore the 

processing circuit could be placed outside the pixels. However, in CIS where many 

row of pixels are required the processing circuit must be placed inside the pixel 

consuming space and reducing the fill factor. Consequently further simplification and 

more compact layout design is required for the proposed processing circuit to be 

implemented in the CIS for other applications.  

The current bias of the CIS was implemented using a current divider which 

divided the current of 1μA to 10nA, using only two branches. The column address 

performed using digital structures, where the row selection operated using an external 

pulse.  

The simulation results of the chip showed that it can successfully convert the 

photocurrent into a logic level voltage output while removing the offset FPN. Basic 

layout techniques were implemented in order to minimize mismatching and process 

variations. Improvement of the pixel layout design can further increase the fill factor.  
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4.11 CONCLUSION 

In this chapter the performance of the developed CIS is presented. From the 

analysis performed and the obtained results the following conclusions can be drawn: 

 This system’s specifications can be used as a benchmark for future CIS designs 

for LFIA’s readers. 

 CTIA and FPN noise cancellation operations can be combined reusing the 

same amplifier and therefore reduce the power consumption.  

 Image sensor design with a bias current of 10nA is possible using transistors 

biased in subthreshold. 
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ASIC MEASUREMENT PERFORMANCE 

Initially the electrical performance of the fabricated CIS is investigated in regards 

to different light irradiances, different integration times and binning and not binning 

techniques. Several parameters that characterise the function of CIS are defined and 

compared to other CIS used for biomedical applications. The proposed design shows 

good response in terms of noise and power consumption.  

Next, the reader is built based on the results from ray trace measurements. The 

developed reader is tested with LFIA strip with Influenza A nucleoprotein in various 

concentrations. The results show that the developed CIS can detect the different LFIAs 

with limit of detection around 0.5 ng/mL. 

 

5.1 ELECTRICAL PERFORMANCE 

The main equipment used for the assessment of chip performance includes: a 

current regulator for the current bias of the chip, two power supplies to supply the chip 

with VDD and Vdc voltages and a complex programmable logic device (CPLD) board 

(Xilinx, Coolrunner II) for the generation of all the digital pulses from an external 

2MHz crystal oscillator, as shown in Figure 5.1(a). All these components were 

mounted in a custom made PCB board. Figure 5.1(b) shows a photograph of the test 

setup. 

5 
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Figure 5.1 (a) Diagram of the measurement setup and (b) photograph of the setup. 

 

A Verilog code was generated in order to program the CPLD device. Using only 

one external clock all the input pulses required for the correct operation of the chip 

like Row pulses, Clock_Shift, Rst_Shift etc were generated. The Verilog code was 

written in way to provide selection of different integration times from predefined 

options and the choice of binning technique or not. Figure 5.2 shows the simulated 

Verilog code, operating at 50μs integration time. These pulses follow the details 

shown in chapter 4.8.  
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Figure 5.2 Simulation results of the Verilog code used for program of the CPLD boards. 

 

The analog output of the ASIC CIS was digitized and interfaced to the PC with a 

data acquisition system (DAQ, National Instrument) and its 16-bit ADC. A custom 

LabVIEW code was generated for signal recording. Figure 5.3 shows the LabVIEW 

window during the operation of the chip. The specific snapshot shows the recording 

of the output voltage (white line) during the end of Row1 (green pulse) reading and at 

the beginning of Row2 (blue pulse). The red pulse is read from the chip and indicates 

the Sout1 pulse from the first processing circuit out of the 64 processing circuits. 

 

 

Figure 5.3 LabVIEW window during the recording of the CIS output voltage.  
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The experimental characterisation of the chip was performed with using a 

monochromatic LED light source with a centre wavelength of 525nm. The LED was 

positioned on top of the chip at a fixed distance to create uniform irradiance over the 

entire active area. Then for different LED irradiances the pixels responses were 

measured. The irradiance of the LED was measured with a power meter. The 

measurements were performed with the CIS chip operating at 67 frames per second 

(fps) with VDC = 2 V. A total number of 100 frames were sampled for each irradiance 

for analysis. The sampling frequency of the DAQ was at 60 KHz, so that for Tint = 

50 μs, three measurements were obtained for each pixel each frame. In order to ignore 

settling effects between the pixels only the middle value of the three was stored and 

used in the calculations. Figure 5.4 shows the average output voltage of all the pixels 

over 100 frames for different irradiances. The voltage output of the pixels decreases 

when the light intensity is high whereas when the light intensity is low the voltage 

output increases up to the saturation voltage level. The linear range of operation is 

approximately 1.7 V, [91].  

 

Figure 5.4 Output voltage of all pixels. The measurement performed using 100 frames at increasing 

light intensity. The CIS had integration time 50μs. The centre light wavelength was 525nm. 

 

The calculation of the FPN was performed by producing an average image from 

the 100 frames of the same irradiance and then calculating the standard deviation of 
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all pixels in that frame normalized to the saturation voltage [85][94]. The FPN at 

2.1 mW/cm2 irradiance is 1% and at the dark (no light) is 1.8%. This FPN is due to 

mismatches in the feedback capacitor Cfb and in the ratio of C1 and C2 capacitors of 

the processing circuits [85]. 

The SNR was calculated using Equation 5.1 for N = 100 and the results are shown 

in Figure 5.5 where μi is the ith mean output pixel value, μi,D is the ith mean output 

pixel value at dark and σi the ith standard deviation. N is total the number of pixels. 

As shown in Figure 5.5 the SNR is approximately at 50 dB at irradiance 

2.1 mW/cm2.The dynamic range is approximately 45 dB and was calculated as the 

ratio of the maximum detectable irradiance to the minimum detectable irradiance [95]. 

 

 

𝑆𝑁𝑅 = 20𝑙𝑜𝑔

(√(∑ (𝜇𝜄,𝐷
2 − 𝜇𝑖

2)𝛮
𝑖=1 )/𝛮)

(√(∑ 𝜎𝑖
2𝛮

𝑖=1 )/𝛮)

 

 

(5.1) 

 

 

Figure 5.5 SNR of all pixels. The measurements performed using 100 frames at increasing light 

intensity. The CIS had integration time 50μs. The center light wavelength was 525nm. 
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The temporal noise was calculated as sum of the squares of standard deviations 

for each pixel in the 100 frames divided by the total number of pixels. The equation 

describing this process is the same as the denominator of equation (5.1). The output 

referred read noise is 1.9 mVrms and was calculated as the temporal noise in zero 

incident light [96]. Based on the conversion gain (16𝜇𝑉/𝑒−) the input referred charge 

noise is calculated at 119𝑒− [89]. 

The full well capacity defines the highest number of electrons that can be kept in a 

pixel [73] and is calculated as shown in equation (5.2) [81]. This parameter is 

influenced by the photodiode size and structure and the pixel’s processing electronics. 

The chip required 4.1μA current from the 3.3 V analog supply and 2.3μΑ current from 

the 3.3V digital supply. 

 

𝑓𝑢𝑙𝑙 𝑤𝑒𝑙𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 =
𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑣𝑜𝑡𝑙𝑎𝑔𝑒

𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 𝑔𝑎𝑖𝑛
=

1.9

16 ∙ 10−6
= 1.2 ∙ 105 𝑒− 

(5.2) 

 

Using the same setup as before the output voltages of the CIS for two different 

integration times, Tint = 50 μs and Tint = 500 μs have been measured. Again the LED 

used had wavelength 525nm and the VDC = 2 V. Ten measurements were taken for 

each irradiance. The average output voltage of each pixel out of 10 frames was 

calculated to generate one frame. Then from that frame the average output voltage of 

all pixels for each different irradiance at a time was used to generate the graph in 

Figure 5.6. For the same irradiance the output voltage is higher for smaller integration 

time. This response confirms the trend of Equation 4.22. Both graphs saturate at 

around 1.9V.  
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Figure 5.6 Output voltage of all pixels. The measurement performed using 10 frames at increasing 

light intensity. The CIS had integration times 50μs and 500μs. The center light wavelength was 

525nm. 

 

The binning technique was also implemented in the CIS connecting all 4 pixels of the 

same column to the same processing circuit simultaneously. Figure 5.7 shows the CIS 

output voltage for different irradiances and 2 different integration times, Tint = 50 μs 

and Tint = 500 μs when the binning technique is implemented. All the calculations 

were performed the same way as before using 10 frames for each irradiance. 

Comparing Figure 5.6 and 5.7 it is evident that when the binning technique is 

implemented the operational range of the CIS shifts towards smaller irradiances. This 

is expected since for smaller irradiances less photocurrent is generated and it is more 

difficult to be recognised. Whereas when the binning technique is implemented for the 

same small irradiance the photocurrents of all four photodiodes are added and 

therefore is easier to be recognised. Table 5.1 summarizes the parameters of the 

proposed CIS.  
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Figure 5.7 Output voltage when binning technique is implemented for all 4 pixels of the same 

column. The measurement performed using 10 frames at increasing light intensity. The CIS had 

integration time 50μs and 500μs. The centre wavelength of the light was 525nm. 

 

Parameter Value 

Technology 0.35 μm 

Pixel Type CTIA 

Number of Pixels 4 × 64 

Photodiode size 20 × 20 

Pixel size 61.8 μm ×36.7 μm 

Pixel Fill Factor 18 % 

Frame rate 67 fps 

Maximum SNR 50 dB 

DR 45 dB 

FPN 1.8 % at dark 

Conversion gain 16 μV/e- 

Full Well capacity 1.2 × 105 e- 

Power supply 3.3 V 

Power consumption 21 μW 

Table 5.1. Parameters of the CIS. 
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5.1.1 COMPARISON WITH OTHER WORK 

According to author’s best knowledge no other CIS has been designed specifically 

to be used for LFIA readers, therefore comparison has been made with other CIS used 

for biomedical applications as shown in Table (5.2). The CIS in this work has low read 

noise, good SNR and the lowest power consumption per pixel.  
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Reference [97] [85] [89] [98] [99] [100] This work 

Application Fluorescent 

contact 

imaging 

Brain 

spectroscopic 

imaging 

Fluorescence 

imaging 

Micro-

computed 

tomography 

Contact 

imaging 

Fluorescence 

lifetime 

microscopy 

Reader for 

LFIAs 

CMOS technology 0.35 μm  0.35 μm 0.5 μm 0.18 μm 0.5 μm 65 nm  0.35 μm 

Array size 128 × 128 144 × 144 132 × 124 256 × 256 96 × 96 32 × 32 4 × 64 

Pixel size 15.4 μm × 15.

4 μm 

9.5 μm × 9.5 

μm 

20.1 μm × 20.

1 μm 

15 μm × 15 μ

m 

- 60 μm × 72 μ

m 

61.8 μm × 36.

7 μm 

Fill factor 28% 26% 42% 37% 17% 37% 18% 

Photodetector n+/p-sub  n-well/p-sub n-well/p-sub n-well/p-sub n+/p-sub p+/n-well/p-

sub 

n-well/p-sub 

Pixel architecture 3T-based  CTIA CTIA CTIA 3T  CTIA 

Read noise 

(mVrms) 

- 1.9 0.82 3.1 2.5 - 1.9 

Peak SNR (dB) - 49 44 - - - 50 

Frames rate (fps) 30 60 70 1500 - 20 67 

Power supply (V) 3.3 3.3 3.3 - 5 - 3.3 

Power per pixel 

(μW) 

1.59 4.1 20.16 5.95 

(with ADC) 

7.59 8.06 0.32 

Table 5.2. Comparison of CIS parameters for biomedical applications. 
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5.2 ASIC TESTING WITH LFIAS 

The CIS was experimentally tested using LFIA strips. As mentioned in chapter 4 

due to the size of the array of pixels and because no lenses or moving parts were used, 

the chip is able to only read in the detection pad the test line and some area around it, 

as shown in Figure 4.8. This reading area is sufficient to extract information regarding 

the concentration of analyte in the sample. At the same time it is less sensitive to 

position displacement errors due to the additional readings also performed around the 

nominal position of the test line.  

Prior to tests the optimum setup was needed to be identified. Even though 

optimization was performed in chapter 3 for the second generation system, that setup 

is not applicable in the third generation reader. This is due to size differences between 

the CIS and the array of photodiodes. In the overall size of the CIS is included the 

carrier case (package) where the chip was wire bonded plus a socket where the carrier 

was placed. All this extra bulk increased the minimum distance between the LEDs and 

the pixel array influencing the performance of the system.  

In a ray trace simulation program the array of pixels of the chip was modelled 

using 4 × 64 pixels with their exact dimensions. The LFIA was modelled as in chapter 

3, with the optical surface properties of the strip again based on the results of the 

Imaging Sphere. The outside boundaries of the socket were simulated using same size 

rectangles. The LEDs were modelled as point sources and they were positioned next 

to the socket, see Figure 5.8 (a). As expected the light cannot reach the LFIA strip and 

thus no light is reflected in the array of photodiodes. Figure 5.8 (b) shows the simulated 

irradiance in the array of photodiodes, when the setup of Figure 5.8 (a) is used. 
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(a) (b) 

Figure 5.8 (a) Simulated setup and (b) Irradiance across the array of pixels, its blue color indicates 

that it does not receive light, as it is interpreted from the color bar. 

 

5.2.1 TEST SETUP 

In order to overcome the problem with the LEDs being far away from the array 

of pixels the LEDs were placed along the Y-Z axis at 90 degrees in a separate PCB 

facing the chip direction as shown in Figure 5.9. 

First the optimum number of LEDs required was determined to achieve uniform 

light distribution in the strip when there is no test line, while at the same time enough 

light is collected from the pixels. For the measurements the LFIA used had no test line 

and was divided into 4 areas, 1mm each. Then by changing the number of LEDs that 

were used to shine light in the LFIA from 1 to 3 two parameters were measured. The 

first was the light difference between the impinging light in the different areas of the 

LFIA as shown in Figure 5.10. This parameter shows how uniform the light is 

distributed in the LFIA. The other parameter was the average irradiance across all the 

pixels in the active area. The highest irradiance was achieved with 3 LEDs as shown 

in Figure 5.10. By combining these two parameters it was concluded that best 
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compromise was to use two LEDs in order to achieve relative good uniformity across 

the LFIA and good irradiance in the array of pixels.  
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Figure 5.9 Simulation setup: plan and elevation (not to scale). 
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Figure 5.10 Measurements showing the irradiance difference across the different areas of the LFIA 

and the average irradiance collected from the pixels. 

 

A parametric analysis was performed in order to define the optimum distance 

between the LEDs and the array of pixels in the x - axis. The position of the array of 

pixels and the LFIA were both fixed. The middle point of the test line faced the middle 

point of the array of pixels. In the measurements two LEDs were used. The dx distance 

is measured from the middle of the array of photodiodes, which is considered x = 0 to 

the middle of the LEDs.  

For different dx distances the irradiance in the pixels was measured. Then the 

average irradiance for all 4 pixels of the same column was calculated. Figure 5.11 

shows the normalized average irradiances in the array of pixels for difference dx 

distances. The low irradiance in the middle of the array of pixels is due to the test line. 

Around the line in the white parts of the LFIA the irradiance is expected to be high as 

in the Figure 5.11. The best results are for dx = 8.6 mm, because the irradiance 

difference between the white parts of LFIA and the test line is the highest. For dx 

lower than 6.6 mm the test line is not distinguishable due to most of the LEDs light 

impinges directly on the array of pixels, instead of first impinging in the LFIA and the 

reflected light hit the array of pixels. For dx higher than 8.6 mm the irradiance in the 

array of pixel is very small. 
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. 

Figure 5.11 Normalized average irradiance across the array of pixels when the dx is varied. 

 

Next the effect of the distance dz of the LFIA strip was measured together with 

the tilt of the strip as shown in Figure 5.9. Two LEDs were used to shine light in the 

LFIA, positioned 8.6 mm away from the array of pixels. The minimum distance that 

the LFIA could be positioned on top of the array of pixel is dictated by the size of the 

socket. Therefore at dz = 5 mm there is enough space for the strip to be tilted up to 

10 degrees in y - axis. At dz = 6 mm there is enough space for the strip to be tilted up 

to 40 degrees in y - axis. For all these combinations the irradiance in the array of pixels 

was measured and the average irradiance of each column was calculated. Figure 5.12 

(a) shows the normalized average irradiance of each scanning position for different dx 

distances and tilts. In all 5 positioning combinations the array of pixels can detect the 

test line successfully. This is evident with the drop of the irradiance in the middle of 

the pixels array. In dz values higher than 6 mm the irradiances in the array of pixels 

were much smaller than the irradiances shown in the Figure 5.12 (a).  

The same experiment performed with the test line in the LFIA removed. Then the 

4mm area of interest in the detection pad of the LFIA was divided into four distinct 

equal areas, 1 mm each. After, the position of the LFIA in y-axis and its tilt was 

varying the same pattern as before. The light hitting each area in the LFIA was 

measured and the maximum variation in irradiance per area (Δi) was calculated. Figure 
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5.12 (b) shows the normalized irradiance for each area in the detection pad. The 

smallest variation is measured for dz = 5 mm and a tilt of 10 degrees. Therefore in 

accounting for the results of the previous experiments the conclusion was that the 

dz = 5 mm and tilt 10 degrees was considered the best position for the LFIA.  

 

 

 

 

(a) 

 

 

 

 

 

 

 

 

(b) 

Figure 5.12 (a) Normalized average irradiance across the array of pixels when the LFIA’s dz and tilt 

is varied. (b) Normalized irradiance in each of the four 1mm detection pad strips when the LFIA’s dz 

and tilt is varied. The Δi indicated the variation in normalized irradiance of the 4 points of each 

measurement. 

 

5.2.2 MEASUREMENTS 

A 3D printed enclosure was designed and printed to isolate the system from 

ambient light. A special receptacle was designed which enabled the strip to be 

accurately placed above the chip with a 10 degree tilt to match the previous measured 

results. In the two sides of the enclosure two slits were made, in which the PCB with 

the LEDs was positioned. Figure (5.13a) shows the setup open during the insertion of 

the strip in the receptacle. Figure (5.13b) shows the receptacle inserted in its position 

and the lid of the reader closed.  
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(b) 

Figure 5.13 Photographs of the reader (a) the strip is placed in the receptacle and (b) the receptacle is 

positioned on top of the array of photodiodes and the reader lid closes. 

 

The system was tested using LFIAs with influenza A nucleoprotein in saline 

buffer from 0.5ng/mL to 200ng/mL concentrations as shown in Figure 5.14.  

ng/mL 0 0.5 1 5 10 40 80 100 150 200 

 

 

 

 

CIS reading 

area 

          

Figure 5.14. Photographs of the tested LFIAs in various concentrations of Influenza A nucleoprotein. 
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The measurements were based on the binning technique where all 4 pixels in the same 

column were binned. The integration time used is 50 μs and VDC =2 V. The DAQ 

sampling frequency was 60 KHz. Therefore as in section 5.1 three samples were 

measured for every pixel’s output. However only the middle samples were used in the 

calculations, in order to remove settling time effects. Each strip was measured ten 

times and the first frame of each measurement used in the calculations. Then 

background correction was performed using the averaged data from the ten 

measurements from a blank strip with 0 ng/mL concentration. The peak value was 

automatically detected and the average value of this maximum and the values of ±5 

adjacent pixels were calculated (ST). The signals from these 11 pixels were used 

because they receive most of the reflected light from the test line of the LFIA. Figure 

5.15 shows the average signal from each strip when they are measured 10 times and 

the error bars indicate the standard deviation. The 4PL model was used for the 

generation of the fitted curve with R2 = 0.986.The calculated parameters of Equation 

3.1 are a = 3.81e-9, b = 0.39, c = 26.19, and d = 0.83. 

The reader can distinguish the various concentrations of Influenza A 

nucleoprotein in LFIAs. The limit of detection is 0.5 ng/mL where the line is very 

faint. The cut-off signal which defines when there is no analyte in the sample has been 

calculated using the mean signal from the strip with 0 ng/mL concentration plus three 

times the standard deviation (3σ). The cut-off signal was 9.27 mV. 

 

Figure 5.15 Measured ST signal after background correction for various concentrations of Influenza 

A nucleoprotein using the CIS chip.  
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In table 5.3 a comparison between the discrete component array of photodiodes 

used in the first and second generation systems with the fabricated CIS is shown.  

 

Parameter Discrete component 

array of photodiodes 

Proposed CMOS 

image sensor 

Number of Pixels 1× 128 4 × 64 

Pixel size 63.5 μm ×63.5 μm 61.8 μm ×36.7 μm 

Power consumption 16.5 mW 0.021 mW 

Limit of detection of 

Influenza A nucleoprotein 

0.5 ng/mL 0.5 ng/mL* 

* The actual limit of detection for Influenza A nucleoprotein in the proposed CIS is lower than 0.5ng/mL 

as it is explained in the paragraph below. 

Table 5.3. Comparison of the photodetector used in the first and second generation systems with the 

proposed CMOS image sensor. 

 

It is evident that the CIS (third generation system) has a reduced power 

consumption of 99.87% compared to the discrete component photodetector (second 

generation) and it can therefore perform significantly more measurements than the 

discrete component with the same battery. The limit of detection in both systems is 

0.5 ng/mL. However, it should be noted that the CIS in reality can measure LFIA strips 

with much less concentration. This is evident from the two strips shown in Figure 5.16. 

The first strip was used in the tests for the second generation system and the second 

strip was used in the tests for the third generation system. As it can be visually 

observed, the test line intensity for the two strips is not the same (second line almost 

invisible), even though they have the same concentration of Influenza A 

nucleoprotein. This is because of the time difference between the two experiments. 

For the preparation of the test strips the same nucleoprotein antigen was used which 

is stored in a tube in the fridge. For every test set a portion of the antigen is taken from 

that tube and diluted according to the required concentration. However, because of the 

time difference between the two experiments the antigen was degraded. This could 

have happened partly due to time, but also due to contaminants being introduced and 
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break down the antigen. Every time the antigen is used there is a potential introduction 

of contamination.  

 

 second gen. third gen. 

 

 

 

 

 

Test line 

  

Figure 5.16 Photograph of the two test strips used in the second and third generation systems. Both 

have 0.5ng/mL concentration of Influenza A nucleoprotein but the color of their test lines is not 

comparable. 

 

A comparison between the specifications of the three generation of systems 

presented in this thesis is shown in Table 5.4. All systems are considered to be low 

cost since only a limited amount of components are used. However due to the use of 

a specifically designed photodetector the third generation system can have low power 

consumption when in mass production. The power consumption of the three systems 

has progressively improved in each generation due to the number of LEDs required 

and to improvement in power consumption of the integrated CIS. All three systems 

are considered to be robust since no optical accessories and no moving parts were 

used. The results in the first generation system are considered to be moderately 

reproducible due to the relative high standard deviation in some measurements. This 

was improved in the second and third generation systems with the optimized designs 

and the use of the special carrier case for LFIA that holds it in a constant position in 

the system. All three systems have low positioning error because of the use of a stable 

array of photodiodes to scan the test line and some area around it. 
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Specification First generation 

system 

Second 

generation 

system 

Third 

generation 

system 

Cost Low Low Low in mass 

production 

Power Medium Low Very low 

Robustness High High High 

Reproducibility Medium High High 

Positioning error Low Low Low 

Table 5.4. Comparison table of the three generation of systems presented in this thesis. 

 

5.3 DISCUSSION 

In this chapter various test have been performed for the characterization of the 

developed CIS. Initially the setup required for the correct operation of the CIS was 

developed. Then using uniform light above the CIS and varying its irradiance the 

output voltage was measured. From these data multiple parameters were possible to 

be calculated which are used to characterize the performance of the CIS. Furthermore, 

the response of the CIS was measured for different integration times, with and without 

binning technique enabled. Next comparison performed between the proposed CIS 

and other CISs used in biomedical applications. In regards to noise performance and 

power consumption the reader has very good results comparable to other CISs.  

Before the implementation of the reader, ray trace simulations performed to define 

the optimum position of the important components CIS, LEDs and LFIA. Then tests 

were implemented using LFIAs with Influenza A nucleoprotein in various 

concentrations. The results show that the reader was able to detect the different 

concentrations even when the test line was very faint. 
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5.4 CONCLUSION 

In this chapter the performance of the CIS, and third generation system are 

presented. From the tests performed the following conclusions can be drawn: 

 The CIS has very good performance in terms of noise and power consumption 

comparable with other CIS used for biomedical applications. 

 Ray trace simulations are required for the optimum position of all the critical 

components because the same setup as in chapter 3 cannot be used. This is due 

to the overall size of the CIS including the chip, the package and the socket.  

 When the CIS was tested with LFIAs with Influenza A nucleoprotein it was 

able to distinguish the different concentrations and had a lower limit of 

detection of 0.5ng/mL.  
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CONCLUSION 

This thesis reports the work performed to investigate and develop novel systems 

for the quantification of analytes in LFIAs for POC. The work has focused on the 

implementation of a system based on a new method, the optimization of the system’s 

performance based on ray trace simulation results and the design of a suitable 

photodetector. This thesis addresses various important limitations found in other 

systems, which make them unsuitable for POC testing or susceptible to erroneous 

results. 

Infectious diseases cause death to millions of people every year. Especially in 

developing countries and resource limited settings where access to healthcare centres 

is very difficult. POC biosensors can help to identify, monitor and potentially 

minimize the spread of infectious diseases. LFIAs are biosensors that can be 

particularly useful for POC diagnostics due to their numerous advantages. However, 

for the quantification of the results in these biosensors an external electronic reader is 

required. The systems presented in this thesis have great potential as POC diagnostic 

devices. 

The first step performed, was to investigate and compare other systems designed 

for POC applications and identify their limitations. The conclusion of this study was 

that important specifications are missing from these systems either altogether or 

partially making their possible adoption in the field of need very difficult. The 

specifications required for these systems are: low cost, low power, high robustness, 

high reproducibility and low positioning error.  

6 
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The proposed system achieves all these specifications. It is based on the scanning 

method without the use of any moving parts and any optical accessories. In this way, 

the system is less susceptible to brake and therefore can be easily carried around in the 

field of need. Whereas with the implementation of the scanning method not just the 

test line in LFIAs is recorded but also some area around it making it less susceptible 

to positioning errors. The first system implemented as a proof of concept of the 

proposed method uses discrete components. As a light source, LEDs were used and as 

photodetector, an array of photodiodes was utilized. The system processes the 

measurements in a microcontroller and sends the results wirelessly to a smartphone 

via Bluetooth. Tests using LFIAs with influenza A nucleoprotein showed that the 

system can quantify the results, with limit of detection at 3ng/mL.  

The second system developed is an optimized version of the first generation 

system. For its optimization, three important steps were required. The first step was to 

change the wavelength of the LEDs in the system to match the optical characteristics 

of the gold nanoparticles in the tested LFIAs. The second step was to model the optical 

profile of the surface of the LFIA, particularly the area of the test line and the area of 

the white part around the test line. An imaging sphere was used for this purpose, in 

which a light beam illuminated the surface under investigation in various angles and 

the scattered light was recorded in a camera. In this way, a BSDF model in tabular 

format was generated for the test line and the white part of the LFIA. In the third step 

of optimization a ray trace simulation program was used. In this program, the models 

of all the critical components (LEDs, array of photodiodes and LFIA) of the reader 

were simulated. The BSDF model developed was imported into the program for 

accurate simulations of the optical behavior of LFIAs. The main objective of the 

simulations was to increase the sensitivity of the system and derive the optimum 

number of LEDs required. It was achieved by finding the best position to place each 

component in order to have uniform light distribution in the LFIA and to have the 

highest light difference recorded by the array of photodiodes between the test line and 

the white parts around it. Based on the results from the simulations a second generation 

system was developed. It was built using discrete components and the same array of 

photodiodes as in the first generation system. A custom enclosure was fabricated using 

a 3D - printer, to protect the system from ambient light and to place the LFIA in the 

correct position. The performance of the device was validated using LFIAs with 
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influenza A nucleoprotein and SlpA in order to demonstrate the versatility of the 

system (detection of different analytes). Comparing the performances of the two 

systems the optimized second generation system has reduced power consumption by 

62.5 %, because fewer LEDs were used. In addition, the limit of detection of the 

second system was improved from 3 ng/mL to 0.5 ng/mL.  

Further improvement of the second generation system was performed by using a 

different photodetector than the photodetector used in the two previous systems. For 

that reason, and for first time a CIS was designed, fabricated and tested specifically 

for this application. The objective was to reduce power consumption and implement 

noise cancellation while having a miniaturised system. The CIS was designed in 

0.35 μm CMOS technology. The photocurrent to voltage conversion was realised 

using the CTIA architecture. The offset FPN was reduced using a new compact design 

that reuses the same amplifier of the CTIA architecture in a feedback loop and 

therefore achieves low power consumption. All the transistors were biased in 

subthreshold using a 10 nA current for ultra low power reduction. 

Tests were performed in the fabricated CIS in order to characterise its 

performance using varied irradiances impinging light on top of the image sensor. 

Then, the response from the chip was recorded and analysis of the results performed 

in order to calculate its operating range, the SNR and noise. Because no other chip has 

ever being designed specifically to be used in LFIA readers, the performance of the 

CIS was compared with other CIS designed for other biomedical applications. As it 

was shown in Table 5.2, the proposed CIS has the lowest pixel power consumption 

and comparable noise and SNR. The power consumption of the chip is 99.8% lower 

than that of the photodetector used in first and second generation systems. Ray trace 

simulations was performed to define a new test setup for LFIAs. This was necessary 

because the package and socket of the chip gave extra bulk to the developed CIS, 

compared to the array of photodiodes component used previously. From the results, a 

new setup was developed and tested with influenza A nucleoprotein LFIAs which 

showed that the system can perform successful quantification.  

It should be noted that even though the focus of this thesis has been the 

development of readers for the detection and quantification of infectious diseases at 

the POC the same readers could be used for the detection and quantification of other 
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biomarkers. For example, there are LFIAs developed for the detection of hard attacked 

biomarkers, which require quantification and regular monitoring of the patient’s health 

status. Therefore, systems such as the proposed reader could be widely used at home 

settings, for monitoring patient’s health. These readers are required to have similar 

specifications as the readers for developing countries, namely: low cost, medium to 

low power, high robustness, high reproducibility and low positioning error. 

 

6.1 FUTURE WORK 

This section discusses strategies for improvement of the work presented in this thesis. 

 

6.1.1 QUANTIFICATION MEASUREMENT TECHNIQUE 

As described in this thesis the calculation of the ST signal from the measurement 

of each LFIA strip can be performed using various methods. Mainly by using the data 

after background correction and calculating the ST signal only or by calculating the 

ST/SC signal or by calculating the ST in relation to the white part of the strip. Given 

that the strip is based on flexible material it can be easily bent or not placed correctly 

in the device resulting in change in the height between the strip and the detector which 

can also affect the results. Another source of error can be presented when the LFIA 

strips are tested with real human samples, which sometimes can result in staining and 

producing a yellowish color in the strip. In order to overcome these problems a 

solution is to measure the area generated from the rectangle at the test line instead of 

just measuring the minimum value at the test line, as shown in Figure 6.1.  
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Figure 6.1 Schematic representation of the reflected light variation at the test and control lines for the 

same strip. The area for the test line valley is presented with the gradient color.  

 

6.1.2 MODIFICATION OF THE SETUP OF THE THIRD 

GENERATION SYSTEM 

In chapter 5 a setup for the tests of the CIS has been proposed, based on the ray 

trace simulation results. However, due to the large overall size of the CIS chip which 

includes the wire bonding case and the socket, the position of the LEDs was restricted. 

To overcome this problem the LEDs were positioned vertically across the pixels array 

of photodiodes in a different PCB. Two suggestions are proposed to overcome this 

problem for future designs: 

a. Use a very small chip package and solder it directly on the PCB without 

the socket. 

b. During the layout design place the pixel array close to one side of the chip 

and in the remaining sides place the wire bonding pads. Then the fabricated 

bare die should be wire bonded directly on the PCB.  

When one of the above suggestions is realized the performance of the CIS can be 

improved as it is demonstrated from the following ray trace analysis. For the 

simulation a setup was used similar to the setup of the second generation system. Two 
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LEDs were positioned on the same PCB as in the CIS chip. The LFIA was placed on 

top of the array of pixels with a10 degree tilt along the Y-axis, as shown in Figure 6.2.  
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Figure 6.2 Simulation setup: plan and elevation (not to scale) 

 

The irradiance in the array of pixels was measured for increasing dx distances 

between the middle point of the LEDs and the middle point of the photodiodes in the 

array of CIS in x-axis. The results are plotted and compared with the results from the 

final setup used in chapter 5, as shown in Figure 6.3. The best result, is when the test 

line has the highest irradiance difference with the white part of the paper. As shown 

in Figure 6.3 this is valid for dx = 3mm. As the dx distance reduces the test line 

becomes less and less distinguishable. The irradiance from the setup used in chapter 5 

to measure the concentration of Influenza A nucleoprotein in LFIA was simulated and 

is indicated in the legend as LEDs vertically. The overall size of the CIS influences 
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the position of the LEDs, which also affect the overall sensitivity of the system. With 

the adoption of one of the proposed suggestions in the setup, the system will be more 

sensitive and able to detect better the test line in LFIAs.  

 

Figure 6.3 Normalized average irradiance across the array of pixels when the dx is varied. The LED 

vertically indicates the simulation measurement performed for the final test setup in chapter 5.  

 

6.1.3 IMPROVEMENT OF THE ADDRESSING METHOD 

USED IN THE CMOS IMAGE SENSOR 

The addressing method adopted in this design is performed mainly inside the chip 

and the testing designer does not have much flexibility during the chip testing. For 

example the selection of a specific pixel and the measure of its output, with the 

proposed design it cannot be performed. Instead, the output of the entire row of pixels 

must first be read and then the output of the pixel under investigation can be defined. 

A solution to this problem is to remove the shift register used in this design and instead 

use a demultiplexer, which will enable the control of each counter of each column 

using external pulses.  
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6.1.4 MINIATURIZATION 

The proposed CIS consists only a first step towards the miniaturization of the 

readout system. Future developments in this direction could include the on chip 

control logic that will generate all the signals required for the operation of the chip and 

therefore replace the CPLD used in the existing tests, as well as include an on-chip 

ADC. 

Array of photodiodes

CTIAs with noise 

cancellation

Switching pattern

Counters

Shift register

ADC

Control 

logic

 

Figure 6.4 CIS architecture with on chip control logic and ADC. 

 

Further miniaturization and power reduction of the system can be achieved with 

the use of μLEDs (microLEDs) on chip instead of conventional LEDs. However, the 

difficulty in realizing this system lies in the fabrication process. The μLEDs cannot be 

fabricated in a standard CMOS technology and extra processing techniques are needed 

[101], [102]. This can significantly increase the design complexity and the cost of the 

developed chip especially at the prototype level. However, in multi-production level 

the overall cost of the chip can be significantly reduced. 

In addition, the proposed cascode current mirror (Figure 4.11) used for the 

generation of biasing voltages for the amplifier could be modified to consume less 
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space, especially if in future designs the amplifier needs to be part of the pixels 

architecture. A possible modification is to have one cascode current mirror outside the 

pixel copying the required voltages and connect with tracts these voltages to the 

amplifier as shown in Figure 6.5. However, advanced layout techniques need to be 

realised in this design to avoid mismatch errors.  
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Figure 6.5 CIS architecture with on chip control logic and ADC. 
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FUNDAMENTAL EQUATIONS OF 

MOSFETS 

 

CMOS technology is based on the metal-oxide-silicon field-effect transistors 

(MOSFETs) and is considered the most popular IC fabrication technology. The 

operation of MOSFETs is mainly defined from the overdrive voltage (𝑉𝑜𝑣), which is 

equal to gate source voltage minus the threshold voltage, |𝑉𝑜𝑣| ≡ |𝑉𝐺𝑆| − |𝑉𝑡ℎ|. This 

is because while the gate voltage (𝑉𝐺), increases a depletion layer is formed under the 

gate oxide. With sufficient enough 𝑉𝐺 charges flow from source to drain and the 

transistor turns on [87]. 

When the drain-source voltage is less than the overdrive voltage (𝑉𝐷𝑆 < 𝑉𝐺𝑆 −

𝑉𝑡ℎ), the MOS transistor operate in triode region/linear region, with a drain current 

equal to: 

 
𝐼𝐷 = 𝛽 [(𝑉𝐺𝑆 − 𝑉𝑡ℎ)𝑉𝐷𝑆 −

1

2
𝑉𝐷𝑆

2 ] 
(A.1) 

 

Where 𝛽 = 𝜇𝐶𝑜𝑥
𝑊

𝐿
 and 𝜇 is the mobility factor, 𝐶𝑜𝑥 is the gate oxide capacitor per 

unit area, W and L are the width and length of the MOS device. 

A 
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For 𝑉𝐷𝑆 ≪ 2(𝑉𝐺𝑆 − 𝑉𝑡ℎ), the MOS transistor operates in deep triode region and the 

drain current in is approximately equal to: 

 𝐼𝐷 = 𝛽(𝑉𝐺𝑆 − 𝑉𝑡ℎ)𝑉𝐷𝑆 (A.2) 

In this region, the 𝐼𝐷 changes linearly with the 𝑉𝐷𝑆 and the MOS transistor can be 

represented as a resistor from source to drain with resistance equal to: 

 
𝑅𝑜𝑛 =

1

𝛽(𝑉𝐺𝑆 − 𝑉𝑡ℎ)
 

(A.3) 

 

For 𝑉𝐷𝑆 > 𝑉𝐺𝑆 − 𝑉𝑡ℎ, the 𝐼𝐷 is almost constant and the MOS operates in saturation 

region, where the drain current is equal to: 

 
𝐼𝐷 =

1

2
𝛽(𝑉𝐺𝑆 − 𝑉𝑡ℎ)2 

(A.4) 

 

In this region the 𝐼𝐷 is almost independent of the 𝑉𝐷𝑆 of the MOS transistor and the 

input voltage is converted to output current. The figure of merit indicating this 

conversion is called transconductance and is equal to: 

 
𝑔𝑚 = [

𝜕𝐼𝐷

𝜕𝑉𝐺𝑆
]

𝑉𝐷𝑆,𝑐𝑜𝑛𝑠𝑡.

= 𝛽(𝑉𝐺𝑆 − 𝑉𝑡ℎ) 
(A.5) 

 

 𝑔𝑚 = √2𝛽𝐼𝐷 (A.6) 

 

Channel-length modulation is a second order effect in which the actual length between 

the source and gate depends on 𝑉𝐷𝑆, therefore in saturation the drain current is Equal 

to: 

 
𝐼𝐷 =

1

2
𝛽(𝑉𝐺𝑆 − 𝑉𝑡ℎ)2 (1 + 𝜆𝑉𝐷𝑆) 

(A.7) 

 

Where 𝜆 is the channel length modulation coefficient and characterise the changes in 

length for given changes in 𝑉𝐷𝑆, For increased L the 𝜆 becomes smaller. The 

transconductance changes to: 
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 𝑔𝑚 = 𝛽(𝑉𝐺𝑆 − 𝑉𝑡ℎ)(1 + 𝜆𝑉𝐷𝑆) (A.8) 

 

The output resistance in saturation instead of infinite is equal to: 

 
𝑟𝑜 =

1

𝜕𝐼𝐷

𝜕𝑉𝐷𝑆

=
1

1
2 𝛽(𝑉𝐺𝑆 − 𝑉𝑡ℎ)2𝜆

≈
1

𝜆𝐼𝐷
 

(A.9) 

 

When the gate-source voltage is less than the threshold voltages (𝑉𝐺𝑆 < 𝑉𝑡ℎ −

100𝑚𝑉) [103] the MOSFET operates in weak inversion (subthreshold) with some 

current still flowing from drain to source. In the saturation region of weak inversion 

the drain current is exponentially dependent of the of the 𝑉𝐺𝑆 [87] as shown in Equation 

A.10 and Figure A.1. Figure A.2 shown the triode and saturation region of a transistor 

operating in weak inversion. 
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n
A

)
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10
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Figure A.1 ID versus VGS of a MOS transistor. 
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Figure A.2 ID versus VDS of a MOS transistor. 

 

 
𝐼𝐷 = 𝐼𝐷0 ∙ 𝑒𝑥𝑝 (

𝑉𝐺 − 𝑉𝑠

𝑛𝑈𝑇
) 

(A.10) 

Where 𝑈𝑇 =
𝑘𝑇

𝑞
≅ 26𝑚𝑉, is the thermal voltage at room temperature, 𝑛 is a slope 

factor dependent on the process parameter and is calculated as 𝑛 =
𝐶𝑜𝑥+𝐶𝑑𝑒𝑝𝑙

𝐶𝑜𝑥
≅ 1.2 −

1.6, where 𝐶𝑜𝑥 is the gate oxide capacitor and 𝐶𝑑𝑒𝑝𝑙 is the depletion region capacitor. 

𝐼𝐷0 is the leakage current and is (drain current that flows in saturation when gate 

voltage is set to zero) [104] and is defined as: 

 
𝐼𝐷0 = 𝐼𝑠𝑝𝑒𝑐 ∙ 𝑒𝑥𝑝 (−

𝑉𝑡ℎ

𝑛𝑈𝑇
) , 𝑓𝑜𝑟 𝑉𝐷𝑆 > 100𝑚𝑉  

(A.11) 

 

Where 𝐼𝑠𝑝𝑒𝑐 is the specific current and is equal to 𝐼𝑠𝑝𝑒𝑐 = 2𝑛𝛽𝑈𝑇
2.  

The inversion coefficient 𝐼𝐶 can be used to define the different regions of operation in 

saturation of the transistor as:  

𝐼𝐶 < 0.1: 𝑤𝑒𝑎𝑘 𝑖𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 

0.1 < 𝐼𝐶 < 10: 𝑚𝑜𝑑𝑒𝑟𝑎𝑡𝑒 𝑖𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 

10 < 𝐼𝐶: 𝑠𝑡𝑟𝑜𝑛𝑔 𝑖𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 

Where 𝐼𝐶 =
𝐼𝐷

𝐼𝑠𝑝𝑒𝑐
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The transconductance in weak inversion is: 

 
𝑔𝑚 =

𝐼𝐷

𝑛 ∙ 𝑈𝑇
 

(A.12) 
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