Analog-Digital Beamforming for Tunable-Load MIMO by Mutual Coupling Exploitation
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Abstract—In this paper, we propose a joint analog-digital (AD) beamforming scheme that exploits the mutual coupling effect to further improve the performance of multi-user multiple-input single-output (MU-MISO) systems. We firstly propose a joint AD scheme by iteratively optimizing the beamforming vectors in the digital domain and the load impedances of each antenna element in the analog domain. We further propose a low-complexity decoupled AD scheme, where the mutual coupling exploitation can be efficiently applied upon existing beamformers. The practical implementation of the proposed schemes is also discussed. Numerical results show that the proposed schemes can achieve an improved performance compared to the case with fixed mutual coupling.

Index Terms—MU-MISO, mutual coupling, analog-digital beamforming, joint optimization.

I. INTRODUCTION

Transmit beamforming schemes can transfer the computational burden from the user side to the transmitter side, and therefore have received extensive research attention [1]. Due to the low computational complexity, closed-form linear beamforming schemes have become popular among all the beamforming schemes [1]-[3]. On the other hand, transmit beamforming schemes based on convex optimization have drawn increasing research attention due to the performance advantages and flexibility [4][5]. One popular form of the optimization known as signal-to-interference-plus-noise ratio (SINR) balancing targets at maximizing the minimum SINR subject to a total power consumption [4]. Another form is to minimize the total power consumption subject to a minimum SINR requirement [6]. These two problems are shown to be inverse problems, based on which semidefinite programming (SDP) and iterative designs have been proposed to efficiently solve the optimization problems.

Most existing beamforming schemes are based on the assumption of an ideal antenna array, where there is no spatial correlation or mutual coupling effect among antenna elements. Nevertheless, in a practical scenario where the antenna spacing is small, the spatial correlation and mutual coupling have a significant impact on the system performance. The effect of spatial correlation has been experimentally studied in [7]-[9], and the beamforming designs for the spatially correlated channels are proposed in [10][11]. The effect of mutual coupling has been investigated in [12]-[14], where it is shown that the mutual coupling usually degrades the detection performance of MIMO systems. In order to alleviate the performance loss, compensation techniques have been proposed [15]-[18], where in most cases the compensation of mutual coupling is realized by forming a compensation matrix. Apart from these compensation techniques, in [19]-[21] the mutual coupling is shown to be capable of improving the performance of single-user MIMO systems by exploiting the concept of constructive interference. Nevertheless, the exploitation of mutual coupling with transmit beamforming for multi-user transmission has not yet been studied.

In this paper, we propose a joint analog-digital (AD) beamforming scheme to exploit the mutual coupling effect to further improve the performance of MU-MISO systems. In the proposed scheme, each antenna element is equipped with a tunable load impedance (for example a varactor) so that the mutual coupling can be controlled. With the proposed iterative design, the beamforming vectors in the digital domain and the values of each tunable load in the analog domain are jointly optimized, leading to an improved performance. We further propose a low-complexity decoupled AD scheme, where the beamforming vectors in the digital domain are firstly obtained with existing schemes, based on which we optimize the values of each load impedance. Realistic constraints are considered for the optimization of the load impedances, and we further discuss the implementation of the proposed AD schemes in practice. It is shown in the numerical results that the proposed schemes with mutual coupling exploitation can achieve significant performance gains over conventional cases with fixed mutual coupling.

Notations: a, A, and \(\mathbf{A}\) denote scalar, vector and matrix, respectively. \(E\{\cdot\}\), \((\cdot)^H\), and \((\cdot)^{-1}\) denote expectation, conjugate transpose, and inverse of a matrix respectively. \(\|\cdot\|\) denotes the Frobenius norm, and \(\mathbf{I}\) is the identity matrix. We denote \(\mathbf{0}\) as a zero matrix or vector. \(C^{n \times n}\) represents an \(n \times n\) matrix in the complex set, and \(\text{diag}(\cdot)\) denotes the conversion of a vector into a diagonal matrix with the values on its main diagonal. \(\mathbb{R}\{(\cdot)\}\) and \(\mathbb{I}\{(\cdot)\}\) denote the real and imaginary part of a complex number, respectively.

II. SYSTEM MODEL

A. Downlink System Model

We consider an MU-MISO downlink system, where a base station (BS) with \(N_t\) antennas communicates with \(K\) single-antenna users simultaneously, and \(K \leq N_t\). Assuming a
transmit beamforming matrix $P \in \mathbb{C}^{N_t \times K}$, the received signal for the $k$-th user can be obtained as

$$y_k = h_k Ps + n_k,$$  \hspace{1cm} (1)

where $s = [s_1, ..., s_K]^T \in \mathbb{C}^{K \times 1}$ denotes the symbol vector, and $h_k \in \mathbb{C}^{1 \times N_t}$ is the channel vector for user $k$. $n_k$ represents the additive white Gaussian noise (AWGN) and each $n_k \sim \mathcal{CN}(0, \sigma^2)$, where $\sigma^2$ is the noise power. For simplicity we have assumed $\mathbb{E}\{ss^H\} = I$.

B. Channel Model with Correlation and Mutual Coupling

When the antenna spacing is small, the spatial correlation and mutual coupling effect cannot be ignored in modelling the channel. Therefore, in this paper we assume a geometric semi-correlated Rayleigh flat-fading channel, where the correlation and mutual coupling are considered at the BS side. Following [22]-[26], the channel vector $h_k$ is modelled as

$$h_k = g_k A_k Z.$$  \hspace{1cm} (2)

In (2), $g_k \in \mathbb{C}^{1 \times M}$ and $M$ denotes the number of directions of departure (DoDs), with each entry $g_k(i) \sim \mathcal{CN}(0, 1)$ that models the Rayleigh component of the channel. $A_k \in \mathbb{C}^{M \times N_t}$ contains $M$ steering vectors at the transmit side that model the spatial correlation. For a uniform linear array (ULA), as considered in this paper, $A_k$ is given by

$$A_k = [a^T(\varphi_{k,1}), ..., a^T(\varphi_{k,M})]^T,$$  \hspace{1cm} (3)

and each $a(\varphi_{k,m})$ can be expressed as

$$a(\varphi_{k,m}) = \left[1, e^{j2\pi d \sin \varphi_{k,m}}, ..., e^{j2\pi(N_t-1)d \sin \varphi_{k,m}} \right].$$  \hspace{1cm} (4)

In (4), $d$ denotes the antenna spacing normalized by the carrier wavelength, and $\varphi_{k,m}$ is the angle of departure (AoD) that follows the uniform distribution in $[-\varphi_0, \varphi_0]$ [22].

In (2), the mutual coupling effect is fully characterized by a mutual coupling matrix $Z \in \mathbb{C}^{N_t \times N_t}$. Based on [13][20][27], the mutual coupling matrix $Z$ with tunable loads can be expressed as

$$Z(z_L) = [z_A \cdot I + \text{diag}(z_L)] [\Gamma + \text{diag}(z_L)]^{-1},$$  \hspace{1cm} (5)

where $z_A$ is the antenna impedance, $z_L = [z_{L1}, ..., z_{LN_t}]^T \in \mathbb{C}^{N_t \times 1}$ denotes the tunable load vector that is to be optimized. $\Gamma$ represents the mutual impedance matrix, and is obtained as

$$\Gamma = \begin{bmatrix} z_A & z_{m_1} & z_{m_2} & \cdots & z_{m_{N_t-1}} \\ z_{m_1} & z_A & z_{m_1} & \cdots & \vdots \\ z_{m_2} & z_{m_1} & \ddots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \ddots & z_{m_1} \\ z_{m_{N_t-1}} & \cdots & z_{m_2} & z_{m_1} & z_A \end{bmatrix}.$$  \hspace{1cm} (6)

In (6), $z_{m_k}$ denotes the mutual impedance of two antenna elements with the distance of $kd$. In this paper, we assume a uniform dipole antenna array, and the calculation of $z_A$ and each $z_{m_k}$ can be obtained by the induced electromagnetic-field (EMF) method based on $d$ [13][20].

III. JOINT ANALOG-DIGITAL Beamforming Scheme

In this section, the proposed joint AD beamforming scheme is introduced, where the transmitter structure at the BS is shown in Fig. 1. With tunable loads on each antenna element, the mutual coupling effect can be controlled. We then jointly optimize the beamforming vectors and each load $z_{L_i}$ such that the resulting beamformers and load impedances are jointly optimal.

To exploit the mutual coupling, we firstly rewrite the channel vector $h_k$ as

$$h_k = d_k Z.$$  \hspace{1cm} (7)

where $d_k = g_k A_k$. Then, (1) can be transformed into

$$y_k = d_k ZPs + n_k,$$  \hspace{1cm} (8)

based on which we construct the proposed beamformers as

$$P = \frac{1}{f} \cdot Z^{-1} W.$$  \hspace{1cm} (9)

In (9), following the formulation of closed-form beamforming schemes $f = \|Z^{-1} W\|$ is the scaling factor that ensures the signal power remains unchanged after beamforming. With the proposed beamforming matrix $P$, the mutual coupling effect is fully eliminated in the channel, while its effect on $P$ and the system performance is fully characterized by the resulting scaling factor $f$. With $P$ given by (9), the received SINR for user $k$ can be expressed as

$$\gamma_k = \frac{|d_k w_k|^2}{\sum_{i \neq k} |d_k w_i|^2 + f^2 \sigma^2},$$  \hspace{1cm} (10)

where $W = [w_1, ..., w_K]$ and $f$ can then be regarded as a noise amplification factor. It can be observed in (10) that $\gamma_k$ is relevant to both $f$ and each $w_k$, and therefore we can maximize the minimum $\gamma_k$ by jointly optimize $w_k$ and each load impedance $z_{L_i}$, on condition that each load value $z_{L_i}$ is practically feasible. It has been shown in [28][29] that the real part of each tunable load $z_{L_i}$ should be non-negative in a practical antenna array to enable the antenna radiation, based on which we can construct the optimization problem as

$$P_1: \max_{z_{L_i}, W} \min_{k} \gamma_k$$  \hspace{1cm} (11)

s.t. $\Re(z_{L_i}) \geq 0, \forall i \in I$.
where $I = \{1, 2, \ldots, N_t\}$. The optimization problem $\mathcal{P}_1$ is not convex due to $f = \|Z^{-1}W\|$ in (10), and it is therefore difficult to directly solve it. Nevertheless, $\mathcal{P}_1$ can be transformed into a bi-convex problem, which means that it is convex with respect to $W$ when $Z$ is fixed and vice versa. Therefore, in the following we propose to alternately optimize $W$ and each $z_{L_i}$.

A. Solving $W$ when $z_L$ is fixed

When each $z_{L_i}$ is fixed, $\mathcal{P}_1$ is reduced to a digital SINR balancing problem, obtained as

$$\mathcal{P}_2: \max_W \min_k \gamma_k \quad \text{s.t.} \quad \|Z^{-1}W\|^2 = 1$$

(12)

In $\mathcal{P}_2$, for simplicity we have assumed $f = 1$ as we can always scale $W$ to satisfy this, while the optimization on $f$ is performed by optimizing $z_L$, in the analog domain. To solve $\mathcal{P}_2$, we firstly consider the following SINR balancing problem, which is expressed as

$$\mathcal{P}_3: \max_W \min_k \gamma_k \quad \text{s.t.} \quad \|Z^{-1}W\|^2 \leq 1$$

(13)

where we optimize $W$ while $Z$ is fixed. Based on the SINR expression in (10) and [4][5], it is easily observed that the power constraint on $\mathcal{P}_3$ is strictly active when the optimality is achieved, which means that $\mathcal{P}_3$ is indeed equivalent to $\mathcal{P}_2$. Therefore, in the following we propose to solve $\mathcal{P}_3$ instead. Compared to conventional SINR balancing problem, the only difference in $\mathcal{P}_3$ is that the power constraint is on $Z^{-1}W$ instead of $W$. Thanks to the fact that $Z^{-1}$ is considered as fixed, this problem can be efficiently solved by existing schemes for solving conventional SINR balancing problems [4][6], and therefore the details are omitted for brevity.

B. Solving $z_L$ when $W$ is fixed

It is observed from (10) that $f$ can be regarded as a noise amplification factor. Therefore, when $W$ is fixed, based on (10) $\mathcal{P}_1$ is equivalent to optimizing each $z_{L_i}$ such that the resulting $f$ is minimized, which leads to the following optimization problem

$$\mathcal{P}_4: \min_{z_L} \|Z^{-1}W\|^2 \quad \text{s.t.} \quad \Re(z_{L_i}) \geq 0, \forall i \in I$$

(14)

To solve $\mathcal{P}_4$, based on (5) we firstly obtain $Z^{-1}$ as

$$Z^{-1} = [\Gamma + \text{diag}(z_{L})][z_A \cdot I + \text{diag}(z_{L})]^{-1} = [\Gamma + \text{diag}(z_{L})] \text{diag}(z),$$

(15)

where

$$z = \left[ \frac{1}{z_1}, \ldots, \frac{1}{z_{N_t}} \right]^T$$

(16)

and each $z_i = z_A + z_{L_i}$. We further denote $\Theta = \text{diag} \left( [\theta_1, \ldots, \theta_{N_t}]^T \right)$ with each $\theta_i = \frac{z_{m_i}}{z_i}$, and $Z^{-1}$ can be decomposed into

$$Z^{-1} = B\Theta + I,$$

(17)

where $B$ is given by

$$B = \begin{bmatrix}
0 & \cdots & \frac{z_{m_2}}{z_{m_1}} & \cdots & \frac{z_{m_{N_t-1}}}{z_{m_1}} \\
1 & 0 & \cdots & \cdots & \frac{z_{m_2}}{z_{m_1}} \\
\vdots & \ddots & \ddots & \cdots & \vdots \\
\frac{z_{m_2}}{z_{m_1}} & \cdots & \cdots & \cdots & 1 \\
\frac{z_{m_{N_t-1}}}{z_{m_1}} & \cdots & \cdots & \cdots & \frac{z_{m_2}}{z_{m_1}} \\
\end{bmatrix}.$$  

(18)

With $\theta_i = \frac{z_{m_1}}{z_i}$, we can express each tunable load as

$$z_{L_i} = \frac{z_{m_1}}{\theta_i} - z_A,$$

(19)

and the constraint $\Re(z_{L_i}) \geq 0$ can be transformed into

$$\Re\left(\frac{z_{m_1}}{\theta_i}\right) \geq \Re(z_A) \Rightarrow \Re(\theta_i)\Re(z_{m_1}) + \Im(\theta_i)\Im(z_{m_1}) \geq ||\theta_i||^2\Re(z_A).$$

(20)

With (17) and (20), the optimization problem $\mathcal{P}_4$ can be finally expressed in a convex form as

$$\mathcal{P}_5: \min_{\Theta} \|B\Theta W + W\|^2 \quad \text{s.t.} \quad \Re(\theta_i)\Re(z_{m_1}) + \Im(\theta_i)\Im(z_{m_1}) \geq ||\theta_i||^2\Re(z_A), \forall i \in I$$

(21)

$\mathcal{P}_5$ is a least-squares problem and can be efficiently solved via convex optimization tools. The optimal loads can be obtained by (19) and the resulting optimal mutual coupling matrix is obtained as

$$Z^* = (B\Theta^* + I)^{-1}.$$  

(22)

Algorithm 1 Joint Iterative AD Beamforming for $\mathcal{P}_1$

Input: $d_k, z_{L_t}^0, N_{\text{max}}, \delta_{th}$
Output: $W^*, Z^*$

$n = 0$

$Z^0 = Z(z_{L_t}^0), W^0 = 0$

While $n \leq N_{\text{max}}$ and $\delta \geq \delta_{th}$ do

obtain $W^{(n+1)}$ by existing SINR balancing algorithms with $Z^{(n)}$ fixed

obtain $Z^{(n+1)}$ by solving $\mathcal{P}_4$ with $W^{(n+1)}$ fixed

$\delta = \|W^{(n+1)} - W^{(n)}\|

n = n + 1$

End while

$W^* = W^{(n)}, Z^* = (B\Theta^{(n)} + I)^{-1}$.

C. Joint Iterative Algorithm

Based on the above, the optimality can be achieved by iteratively optimizing $W$ and $z_L$ until convergence or a maximum number of iterations is reached. We then summarize the above iterative design in Algorithm 1, where we denote $z_{L_t}^0$ as the initial load vector and $N_{\text{max}}$ as the maximum iteration number. $\delta$ denotes the convergence accuracy and $\delta_{th}$ is the accuracy threshold.
**Convergence:** In Algorithm 1, firstly the two sub-problems have the same objective function in $P_1$, then we have observed that the obtained $W^{(n)}_d$ by $P_3$ and $Z^{(n)}$ by $P_5$ are optimally solved within each iteration. Therefore, Algorithm 1 is guaranteed to converge [30][31], and we have $f^* = 1$ when the optimality is reached.

**IV. Decoupled Analog-Digital Beamforming Scheme**

Due to the iterative design, the proposed joint AD scheme is of high computational complexity. To alleviate the computational burden in practice, in this section we propose a low-complexity decoupled AD scheme, where the optimization of the digital beamformers is firstly conducted, followed by the optimization of the load vector $z_{L}$. Furthermore, with the decoupled approach, closed-form beamformers such as ZF can be combined with the mutual coupling exploitation, which greatly reduces the complexity. To be specific, for the decoupled approach we still construct the beamforming matrix as in (9), and we denote $W_{d}$ as the digital beamformers. We firstly obtain $W_{d}$, based on which we minimize $f$ by optimizing each $z_{L}$. The decoupled SINR balancing beamforming scheme is then summarized in Algorithm 2 below.

**Algorithm 2** Decoupled AD Beamforming Scheme for $P_1$

```
input : D
output : $W_d^*$, $Z^*$
Obtain $W_d^*$ by $P_3$ with $Z = I$
Obtain $Z^*$ by $P_5$ with the obtained $W_d^*$
```

For the case of closed-form beamforming schemes such as ZF, $W_d^*$ is directly substituted with the closed-form expressions. Then, the optimization of the load impedances follows a similar step to $P_4$ and $P_5$ of Section III. B and can be efficiently solved.

**V. Practical Implementation Aspects**

It is easy to observe from Section III and IV that similar to conventional beamforming schemes, the proposed AD schemes require the knowledge of each $d_k$ to perform the optimization. We further note that in the presence of mutual coupling, we can only obtain $h_k$ with channel estimation techniques at the BS. To extract $d_k$ from $h_k$, we can firstly set each load impedance to a reference value (for example $z_{L_i}^0 = 50\Omega$, $\forall i \in I$) and perform channel estimation, where we denote the reference load vector and mutual coupling matrix as $z_{0}^0$ and $Z_{0}$, respectively. Then, with $\Gamma$ typically known at the BS, $Z_{0}$ can be obtained and based on (7) we can then obtain $d_k = h_k z_{0}^{k-1}$, and the proposed schemes can be applied.

On the other hand, the proposed scheme requires the adaptation of each tunable load dependent on the variations of the channels. It has been shown in [32] that advanced semiconductor technologies such as ferroelectric-based varactors can support a very fast tuning speed. An adaptive matching network can then be employed with an automated impedance tuning unit with ferroelectric-based varactors to facilitate the proposed scheme. Moreover, the application of adaptive impedance tuning has already been employed in the electronically steerable parasitic antenna radiators (ESPARs) and has been verified by experiments [33].

**VI. Numerical Results**

We present the numerical results based on the Monte Carlo simulations in this section. For the channel modelling, the number of DoDs is $M = 50$, $\theta_0 = \pi/8$ and the antenna spacing is assumed $d = 0.25$ (which is equivalent to $\lambda/4$). The initial value of each tunable load is $z_{L_i}^0 = 50\Omega$, $\forall i \in I$. We compare SINR balancing beamforming with closed-form ZF beamforming, and for clarity we denote ‘SB AD Joint’, ‘SB AD Decoupled’ and ‘SB with MC’ as the SINR balancing beamforming with the proposed joint AD scheme, decoupled AD scheme, and conventional fixed mutual coupling. For ZF, only the decoupled approach can be applied.

![Fig. 2: Convergence of the joint AD scheme, $N_t = K = 4$, $N_{max} = 6, \delta_{th} = 10^{-2}$](image)

![Fig. 3: BER comparison, $N_t = K = 4$, $N_{max} = 6, \delta_{th} = 10^{-2}$, QPSK](image)

In Fig. 2 the convergence of the joint AD scheme is shown, where we plot the values of both $f$ and $\delta$ with respect to the iteration number $n$. It can be observed that the proposed AD scheme is convergent within $n = 4$ iterations, and $f^* = 1$ when the convergence is reached.

In Fig. 3 we compare the bit error rate (BER) performance of the proposed AD scheme, where QPSK modulation is applied. It can be observed that for both ZF and SINR balancing, the proposed AD scheme can achieve an improved performance over the conventional case with fixed mutual coupling. The joint AD scheme is shown to achieve the best BER performance.

The sum rate for each beamforming scheme is compared in Fig. 4, where the sum rate is obtained based on the received SINR in (10). It is shown that both the joint and decoupled scheme offer a higher rate performance compared to conventional digital beamforming.
In this paper, we investigate the mutual coupling for MU-MISO, where we show that the mutual coupling effect can be beneficial by judiciously selecting the load values of each antenna element. A joint AD beamforming scheme and a low-complexity decoupled AD scheme are then proposed to exploit the mutual coupling. Numerical results show that compared to conventional cases where the mutual coupling effect is detrimental, with the proposed schemes the mutual coupling can improve the system performance.
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