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Abstract

Traditional ways to study urban social behavior, e.g. surveys, are costly and do not

scale. Recently, some studies have been showing new ways of obtaining data through

location-based social networks (LBSNs), such as Foursquare, which could revolution-

ize the study of urban social behavior. We use Foursquare check-ins to represent user

preferences regarding eating and drinking habits. Considering datasets differing in

terms of volume of data and observation window size, our results indicate that spatio-

temporal eating and drinking habits of users voluntarily expressed in LBSNs has the

potential to explain cultural habits of the users. From this, we propose a methodology

to identify cultural boundaries and similarities across populations at different scales,

e.g., countries, cities, or neighborhoods. This methodology is extensively evaluated in

several aspects. For instance, by proposing some variations of it disregarding some of

the considered dimensions, as well as analyzing the results using datasets from differ-

ent periods and window of observation. The results indicate that our proposed method-

ology is a promising approach for automatic cultural habits separation, which could

enable new urban services.
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1. Introduction

The analysis of cultural differences among people and regions is usually performed

using surveys based on questionnaires filled during face-to-face interviews [1], such as

the Eurobarometer dataset [2]. Through these questionnaires, individual preferences,

such as the taste for coffee and fast food, can be mapped into multidimensional vectors5

representing (and characterizing) each interviewee. From these vectors, it is possible,

for instance, to quantify how similar or different two individuals are.

Although survey data are broadly used in the analysis of cultures, there are some se-

vere constraints in its use, which are well known to researchers. First, surveys are costly

and do not scale up. That is, it is hard to obtain data of millions, or even thousands of10

people. Second, they provide static information, i.e., they reflect the preferences of

users at a specific point in time.

Recently some studies have revealed a new way of collecting data via location-

based social networks (LBSNs) that could revolutionize the study of urban social be-

havior [3, 4, 5, 6]. Specifically, in this present study, we propose the use of publicly15

available data from Foursquare to map the individual preferences of users. This is inter-

esting because a check-in on an LBSN expresses the preference of a user for a certain

kind of place. In addition, LBSNs are accessible almost everywhere and by anyone,

helping to solve the scalability issue and allowing data in various regions of the world

to be collected, despite some possible limitation, as discussed on Section 7.20

The study of the influence of cultural differences in human behavior is a challeng-

ing topic. Culture is a concept so complex and interesting that no single definition

can capture it. Among the various aspects that define the culture of a society include

its arts, religious beliefs, literature, and manners. Moreover, as Counihan [7], and

Cochrane and Bal [8] pointed out, eating and drinking habits are also fundamental el-25

ements in a culture and may significantly mark social differences, boundaries, bonds,

and contradictions. Since eating and drinking habits have such importance for a cul-

ture, we here address the topic of investigating and analyzing life and idiosyncrasies of

different societies through them.

The identification of cultural boundaries could enable new/smarter urban services30
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and applications. Since culture is an important aspect for economic reasons [6], our

methodology is valuable for companies that have businesses in one country and want

to verify the compatibility of preferences across different markets. Another application

that could rely on our methodology is a place recommendation system, which is useful

for visitors and residents of a city. Foursquare estimates that only 10% to 15% of35

searches on Foursquare are for specific places [9]. Much more often users are searching

within broader categories, such as “sushi” [9]. Based on this information, systems like

Foursquare and other location-based search engines, as the one proposed in [10], could

benefit from the introduction of new criteria and mechanisms in their recommendation

systems that consider cultural differences between areas. For instance, a person who40

enjoyed a specific area of Tokyo could receive a recommendation of a similar area

when visiting Chicago.

Based on this, the contributions of this work can be summarized as follows:

• We study properties of user’s food and drink preferences worldwide, understand-

ing how they change according to the time of day and geographic locations. For45

that, we use two Foursquare datasets differing in terms of volume of data and

observation window, one of them covers a worldwide event: 2014 FIFA World

Cup. We observe that the properties extracted from these different datasets are

very similar to each other.

• We propose a new methodology for identifying cultural boundaries and simi-50

larities between societies, considering food and drink preferences. For this, we

use Foursquare check-ins to represent a user’s preferences regarding what he/she

eats and drinks locally, for example, in a particular city. This proposed method-

ology can be used to identify similar cultures in regions of different sizes, such

as countries, cities, or even regions inside cities;55

• We perform an extensive evaluation of our proposed methodology in several as-

pects. First, using different Foursquare datasets in our methodology, we verify

that the results of cultural separation are similar. We compare our results using

a cultural map of the world based on the World Values Surveys (WVS), which
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uses data from traditional surveys, and the similarities are striking. Then, we60

check the impact of observation window size on the results. In this analysis, big

changes in the results were not observed exploring an observation window larger

than one week. Finally, we evaluate two additional variations in our proposed

approach for identifying cultural boundaries and similarities. The results of cul-

tural separation obtained using these variations are inferior compared to those65

obtained by the original approach.

The rest of the work is organized as follows. Section 2 presents the related work.

Section 3 describes our datasets and the core of our methodology for extracting cul-

tural preferences from LBSNs. Section 4 investigates the cultural similarities between

individuals and shows that food and drink check-ins outperform check-ins given in all70

types of places in this case. Section 5 investigates spatio-temporal properties of users’

food and drink preferences considering different datasets. Using this knowledge, Sec-

tion 5.3 proposes a methodology to identify similar areas around the planet according

to their cultural aspects. Section 5.3 compares the results with survey data and also

studies the impact of observation window size in the results. Section 6 proposes and75

evaluates two variations of our approach to identify culturally similar areas. Section

7 presents a final discussion and possible limitations of our results. Finally, Section 8

concludes the work.

2. Related Work

2.1. Social Media, The City, and Urban User Behavior80

Several studies have focused on the spatial properties of data shared in location-

based services such as Foursquare [11, 12, 13]. However, those prior efforts aimed

mostly at investigating user mobility patterns or social network properties and their

implications.

More recently, researchers have started looking at user activity as another data85

source that can be leveraged for studying social interactions. For example, Kershaw

et al. [14] looked into the use of social media to monitor the rate of alcohol con-

sumption. Venerandi et al. [15] proposed to use user-generated content to mine ur-
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ban deprivation, data that otherwise is costly to be obtained. Cranshaw et al. [4] pre-

sented a model to extract distinct regions of a city according to current collective ac-90

tivity patterns. Similarly, Noulas et al. [5] proposed an approach to classify areas of

a city by using all venues’ categories of Foursquare. Besides these studies, we can

also cite many other studies that present new insights about city dynamics such as,

for example, their key characteristics and the behavior of their citizens. Zambaldi

et al. [16] studied how to automatically identify appealing city pictures. Silva et95

al. [17] explored the transitions of users in the city as a way to differentiate them.

There are several other topics of study in this direction, which includes event detec-

tion/study [18, 19, 20, 21, 22, 23, 24, 25, 26], gender studies [27, 28, 29, 30, 31], and

food and dietary patterns [32, 33, 34, 35, 36, 37, 38, 39].

Particularly related to the latter topic, Wagner et al. [32] showed that dietary pat-100

terns observed in an online recipes system reflect well-known habits of the studies

countries, a similar study is performed by West et al [39]. Abbar et al. [34] proposed a

method to extract nutritional information in Twitter messages. Mejova et al. [36] used

the Instagram to identify obesity patterns. Sharma and De Choudhury [38] and De

Choudhury et al. [37] also used Instagram posts, but to understand food choices and105

nutritional characteristics. In this present study, we also explore user food, and also

drink, consumption shared in social media. However, instead of studying linguistic

characteristics around it, we study the potential of considering it as a way to perform

cross-cultural studies (i.e., the study of cultural differences).

2.2. Social Media and Culture110

Specifically about cultural differences studies based on social media, some recent

work have shown how the use of Web systems vary across countries. For example,

Hochman et al. [40] investigated color preferences in pictures shared through Insta-

gram, showing considerable differences in the preferences across countries with dis-

tinct cultures. Garcia-Gavilanes et al. [6] and Poblete et al. [41] studied variations of115

Twitter usage across countries. In particular, Garcia-Gavilanes et al. showed that the

culture of a country is associated with the way people use Twitter. In a more recent

study, Garcia-Gavilanes et al. [42] perform a study of international Twitter commu-
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nication which combines cultural information with geographic, economic, and social

features. Large-scale microposts of Twitter are also studied by Gonalves et al. [43]. The120

authors showed that the considered data is able to reproduce the geospatial adoption of

languages for a wide range of resolution scale, being able, for instance, to identify

cultural diversity. Reinecke et al. [44] analyzed the use o Doodle1 around the world

and found that culture influences how we schedule events online. Laufer et al. [45]

used data from Wikipedia to show particularities in the description of and the interest125

in different food cultures, and also propose an approach to mine cultural relations in

this direction. State et al. [46] considered email and Twitter communications to re-

visit Samuel Huntingtons theory of changing international alignments [47]. Park et al.

[48] explore tweets to study cross-cultural differences in people’s use of emoticons as

nonverbal cues.130

We also have previously performed a study about cultural differences. Differing

from all mentioned studies, in [3] we proposed a new methodology for identifying cul-

tural boundaries and similarities across populations, considering eating and drinking

patterns (e.g., what kind of food/drink people prefer as well as when they often have

their meals). We evaluated this methodology considering a dataset spanning one week135

of data. The present study greatly builds upon our previous work [3] in three direc-

tions. First, we use a new dataset, larger and referring to more recent period, to study

spatio-temporal properties of food and drink preferences, observing that the properties

between the older and the newer dataset are very similar. We also extensively validate

our proposed methodology using this new dataset. We show, for example, that the re-140

sults of cultural habits agree between the considered datasets. Besides that, we evaluate

two additional variations in the proposed approach to the study of cultural differences.

The results indicate that these variations are inferior to the original approach. Finally,

we evaluate the impact of observation window size in results.

It is worth mentioning that related studies of cultural differences considering so-145

cial media do not constitute a new research area. Indeed, this type of study has been

carried out by researchers working in the social sciences, particularly in cultural an-

1http://doodle.com.
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thropology and psychology [49]. Despite globalization and many other technological

revolutions [50], group formation might lead to the emergence of cultural boundaries

that exist for millennia across populations [51]. Axelrod [52] proposed a model to ex-150

plain the formation and persistence of these cultural boundaries, which are basically a

consequence of two key phenomena: social influence [53] and homophily [54]. Ho-

mophily dictates that only culturally similar individuals are likely to interact and social

influence makes individuals more similar as they interact. In a long run, these two

phenomena lead to very culturally distinct groups of individuals, delimited by the so-155

called cultural boundaries.

World Values Surveys (WVS)2 is a global research project that explores peoples

beliefs and values, what social and political impact they have, and how they change

over time. It is performed by a group social scientists worldwide who, since 1981, have

conducted representative national surveys in several countries in different continents.160

Using data from the WVS, Ronald Inglehart and Christian Welzel asserts that there are

two major dimensions of cross cultural variation in the world: Traditional values versus

Secular-rational values and Survival values versus Self-expression values [55].

Traditional values emphasize the importance of religion, parent-child ties, defer-

ence to authority and traditional family values. Secular-rational values have the oppo-165

site preferences to the traditional values. Survival values place emphasis on economic

and physical security. Self-expression values give high priority to environmental pro-

tection, growing tolerance of foreigners, gays and lesbians and gender equality, and

rising demands for participation in decision-making in economic and political life. Us-

ing the dimensions traditional versus secular-rational values and survival versus self-170

expression values, Inglehart and Welzel produce a cultural map of the world. In that

map, countries can be divided into nine clusters: the English-speaking, Latin Amer-

ica, Catholic Europe, Protestant Europe, African, Islamic, South Asian, Orthodox and

Confucian ones [55].

2http://www.worldvaluessurvey.org.
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3. Extracting Cultural Preferences175

In this section, we present our dataset and our methodology for extracting cultural

preferences from LBSNs.

3.1. Mapping User Preferences

In order to overcome the aforementioned constraints regarding the acquisition of

data to the analysis of cultural differences, we propose the use of publicly available180

data from LBSNs to map individual preferences. LBSNs can be accessed everywhere

by anyone who has an Internet connection, solving the scalability problem and allowing

data from (potentially) the entire world to be collected [56]. Moreover, these systems

are dynamic, being able to capture the behavioral changes of their users when they

occur, which solves the second mentioned constraint. However, data from such systems185

can be used if and only if they meet the requirements:

• [R1] It is possible to associate a user to its location;

• [R2] It is possible to extract a finite set of preferences from the data that is gen-

erated by the system;

• [R3] It is possible to map users’ actions in the system into the preferences defined190

in [R2].

Considering that these requirements are met, a dataset containing individual activi-

ties of N users of an LBSN can be used to map preferences as follows. First, associate

each user ni with a location li, which may be a country, a city or even a region within

a city. Then, define a set of m individual preferences (or features) f1, f2, . . . , fm that195

can be extracted from the dataset, which may represent the taste for the most var-

ied things, such as Japanese food or a certain football team. Finally, the activities

of each individual ni should be mapped into an m-dimensional vector of preferences

Fi = (f1i , f2i , . . . , fmi) that characterizes the person’s tastes, the same type of vector

that is usually created from survey data [1].200

Since the preference vector Fi is generated from self-reported temporal data of an

individual ni, we may populate and modify it in various ways. For instance, we can
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use a binary representation, where fki = {0|1} represents whether user ni has or not

preference fk (e.g., whether a person likes/dislikes a certain type of food), respectively.

Alternatively, we may consider the intensity at which a user likes a feature, inferred205

from the number of times the corresponding preference is reported in the person’s data,

i.e., fki = [0;∞). In this paper, we adopt a binary representation because we believe

this is a good approximation. The evaluation of other approaches is out of the scope of

this present study. Finally, one can group individuals by their geographic regions and

sum up their preference vectors to characterize their regions. We adopt this approach210

in Section 5 to build preference vectors for regions (instead of individuals).

3.2. Data Description

In this work, the datasets used to infer user preferences were collected from one of

the currently most popular Location Based Social Networks, namely Foursquare. We

collect these data from Twitter3, since Foursquare check-ins are not publicly available.215

To that end, we use the Twitter Streaming API4, obtaining all public Foursquare check-

ins returned by this API. Further details about this process can be found in [57]. We

collect data representing two periods of time, resulting in two datasets: dataset 1 (D1)

and dataset 2 (D2). For each dataset tweets containing check-ins are gathered, each

one providing a URL to the Foursquare website where information about the venue, in220

particular, its geographic location and category, was acquired.

In our datasets, each check-in consists of the latitude, longitude, identifier, and cat-

egory of the venue as well as the time when the check-in was done. The current version

of the Foursquare API groups venues into ten categories: Arts & Entertainment; Col-

lege & University; Professional & Other Places; Residences; Outdoors & Recreation;225

Shops & Services; Nightlife Spots; Food; Travel & Transport; and Event. Each cate-

gory, in turn, has subcategories. Table 1 presents all categories and some example of

subcategories.

Since we are primarily interested in food and drink habits, we manually group

3http://www.twitter.com.
4https://dev.twitter.com/streaming/overview.
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Table 1: Foursquare categories.

Name Subcategories examples

Arts & Entertainment Comedy Club, Movie Theater, Casino

College & University College Lab, Fraternity House, Student Center

Residences Home, Residential Building, Trailer Park

Professional & Other Places Factory, Laboratory, Art Studio

Outdoors & Recreation Baseball Field, Surf Spot, Park

Nightlife Spots Bar, Rock Club, Nightclub, Strip Club

Shop & Service Shoe Store, Nail Salon, Bike Shop

Food Chinese Restaurant, Bakery, Pizza Place

Travel & Transport Airport, Hotel, Pier

Event Christmas Market, Festival, Parade
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Figure 1: Number of data from Drink, Fast Food and Slow Food classes of D2 throughout the days.

relevant subcategories of the Food and Nightlife Spots categories into three classes:230

Drink, Fast Food, and Slow Food places. We exclude some subcategories that are not

related to these three classes (e.g. Rock Club and Concert Hall) and moving some

subcategories (e.g. Coffee Shop and Tea Room) from the Food category to the Drink

class. Besides that, we also disregard the category Restaurant, because it is a sort of

meta category that could fit in any of the two classes of food. The Drink class has 21235

subcategories (e.g., brewery, karaoke bar, and pub), whereas the Fast Food class has 27

subcategories (e.g., bakery, burger joint, and wings joint) and the Slow Food class has

53 subcategories, including Chinese restaurant, Steakhouse, and Greek restaurant.

After this manual classification process, Table 2 summarizes the resulting data, as

well as other information about the datasets. As we can see, D1 spans a single week240

of April 2012. The other dataset, D2, spans a much longer period of a more recent

year: 2014. Having this two datasets is particularly interesting because it allows us to

study our methodology to capture cultural dynamics in different observation windows.
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Table 2: Information about our datasets.

Dataset 1 Dataset 2 Dataset 3

Period

One week May 2012 Apr/24/2014 to Jun/18/2014 May/8-14 and Jun/5-18 (2014)

Number of check-ins

Drink 279,650 1,170,084 540,587

Fast Food 410,592 2,234,502 1,053,530

Slow Food 394,042 1,265,473 586,308

Number of unique users

Drink 162,891 426,377 269,505

Fast Food 230,846 596,873 415,327

Slow Food 231,651 458,661 294,437

Number of unique venues

Drink 106,152 192,800 125,545

Fast Food 193,541 361,364 231,787

Slow Food 198,565 362,846 227,678

Figure 1 shows the number of data from Drink, Fast Food and Slow Food classes of D2

throughout the days. In this figure, stars represent days that our collection faced some245

issues, possibly not capturing all shared data on that day. For this reason, we decided

to create a new dataset, dataset D3, which is a subset of D2 containing only weeks

without days with collection issues that are: weeks 3, 7, and 8. It is also interesting to

have this dataset because it covers partially a worldwide event: 2014 FIFA World Cup

(week 8).250

In order to study the similarity of our three datasets, we correlate the number of

check-ins given in each of their subcategories (for Drink, Fast Food, and Slow Food

classes), using Spearman correlation. Table 3 summarizes the results. As we can see,

datasets D2 and D3 are very correlated to each other. The correlation of D2 and D3 with

D1 are also very high for the Drink and Slow Food classes, and the correlation with the255

Fast Food class is fairly high. Despite the suggestion that D2 reflects correctly users’

behavior, in the rest of the paper, we disregard D2 in most analysis, in order to prevent

any misleading results. We use D2 only in a specific analysis related to observation

windows size, shown in Section 5.6, where the incompleteness of this dataset is an

interesting feature in the evaluation.260
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Table 3: Spearman rank correlation of the number of check-ins given in each subcategory for datasets D1,

D2, and D3.

Drink class

Datasets used ρ (p-value)

D2, D3 0.99 (0)

D3, D1 0.94 (5.4e-07)

Fast Food class

Datasets used ρ (p-value)

D2, D3 0.99 (0)

D3, D1 0.8 (1.2e-05)

Slow Food class

Datasets used ρ (p-value)

D2, D3 0.99 (0)

D3, D1 0.96 (0)

To provide an idea of the size of the user population LBSNs can reach, consider the

World Values Survey5 project. That study is perhaps the most comprehensive investiga-

tion of political and sociocultural change worldwide, which was conducted from 1981

to 2008 in 87 societies, with about 256,000 interviews. Observe that D1 (the smallest

dataset) has a population of users of the same order of magnitude of the number of265

interviews performed in that project in almost three decades.

3.3. Mapping Foursquare Data into User Preferences

Several characteristics of human beings are not directly observable, such as per-

sonality traits. Thus, we rely on face-to-face interactions or online signals to discover

the presence of those hidden qualities [58]. In this direction, an LBSN check-in can270

be considered as a signal because it is a perceivable feature/action that expresses the

preference of a user for a certain type of place. With that in mind, we use Foursquare

check-ins to represent user preferences regarding food and drink places. Specifically,

we use the three main classes defined in Section 3.2, namely, Drink, Fast Food, and

Slow Food.275

5http://www.worldvaluessurvey.org.
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Table 4: The two most popular subcategories of places for all classes for D1 and D3.

Drink

Rank position Subcategory # of check-ins in D1 # of check-ins in D3

1 Coffee Shop 86,310 182,123

2 Bar 81,124 151,337

Fast Food

Rank position Subcategory # of check-ins in D1 # of check-ins in D3

1 Café 91,303 473,512

2 Fast Food Restaurant 56,648 108,851

Slow Food

Rank position Subcategory # of check-ins in D1 # of check-ins in D3

1 American Restaurant 47,373 48,071

2 Mexican Restaurant 28,712 -

2 Seafood Restaurant - 47,777

Studying the popularity of different places according to people’s preferences world-

wide, we note that Coffee Shop and Bar are the two most popular subcategories of

Drink places for D1 and D3. Table 4 summarizes these information for all classes. The

two most popular Fast Food subcategories are Café6 and Fast Food Restaurant for D1

and D3.280

Finally, American Restaurant is the most popular subcategory for D1 and D3. The

second most popular subcategory in Slow Food class for D1 is and Mexican Restaurant,

and for D3 is Seafood Restaurant. Mexican Restaurant is still also very popular in

D3 (among the top positions). This small change in the popularity might be related

to a season that is only covered by the new dataset: summer. Figures 2a, 2b, and285

2c show the number of check-ins at each subcategory of the Drink, Fast Food, and

Slow Food classes, respectively, so we can have a general idea about the popularity of

user preferences for different food and drink related places. These figures show the

popularity of different places according to people’s preferences worldwide.

In these datasets, a user is represented by a vector of m =101 features correspond-290

6Like in many European countries, this term is referred to a restaurant primarily serving coffee as well as

pastries.
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Figure 2: Number of check-ins at all subcategories of the three analyzed classes for D1 and D3. The names

of some places are abbreviated but the semantics of the names is preserved.

ing to the 101 subcategories that comprise the three classes we have defined. A feature

fi ∈ F = {f1, f2, . . . , f101} is equal to 1 if a user made at least one check-in at fi, and

0 otherwise. In this way, a feature vector represents the positive and negative prefer-

ences of a user for fast food, slow food, and drink subcategories. With that, a finite set

of preferences is extracted (requirement [R2], see definition in Section 3.1) and users’295

actions are mapped into this set (requirement [R3]). To associate a user with a location

(requirement [R1]), we analyzed the GPS coordinates of all check-ins performed by

the user. If all check-ins performed are from the same country, according to the free

reverse geocoding API offered by Yahoo7, we assume that the user taken into consid-

eration is from that country. Otherwise, we do not consider the user in our analysis. In300

this way, we minimize the wrong association of a user with a country. Following this

procedure, approximately 1% of the users were disregarded from our analysis.

7http://developer.yahoo.com.
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4. Cultural Analysis of Individuals

In this section, we use the map of preferences presented in Section 3.3 to analyze

the individual preferences of users, showing, among other results, that food and drink305

preferences are good indicators of cultural similarities.
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Figure 3: Characterization of similarity networks. (a) % of users in the 2 largest component of G1
s . (b) % of

users in the 2 largest component of G2
s

(a) Largest component of G1
s (b) largest component of G2

s

Figure 4: [Better in color] Similarity network for the 0.65-network. Node colors: Africa (Pink), Asia (Red),

Central and South America (Yellow), Europe (Blue), North America (Green), Oceania (Grey).

In order to assess the cultural similarities among users, we construct a similarity

network Gs = (Vs, Es), where s is a similarity threshold used to build the network,

vertices Vs represent the set of users, and an edge (vi, vj) exists in Es if users vi and
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vj have a similarity value above s. The similarity value si,j between two users vi and310

vj is the Jaccard index (JI) between their preference vectors8 multiplied by 100. In

this way, si,j varies from 0 to 100 and measures the percentage of preferences shared

by the users vi and vj . For example, considering a similarity threshold s = 65 (or

65%-network9), there is an edge between vertices v1 and v2 if the corresponding users

have, at least, 65% of preferences in common. We have built two similarities networks,315

G1

s and G2

s , taking into account dataset D1. The network G1

s considers only food and

drink preferences, i.e., only check-ins at food and drink places. On the other hand, G2

s

consider all preferences, i.e., all Foursquare subcategories, 435 in our dataset, including

food and drink venues. To build both networks we consider only users who performed

at least 7 check-ins in the dataset (i.e., at least one check-in per day on average). In320

total, 28,038 users were considered in G1

s and 194,902 in G2

s. Moreover, isolated nodes

were disregarded. We here consider the following values of s ∈ {65, 70, 75, 80, 85,

90, 95, 100}. Note that G1

s and G2

s are undirected unweighted and symmetric graphs.

We first analyze relevant properties of G1

s and G2

s . Figures 3a and 3b show the per-

centage of vertices (i.e., users) in the two largest components of the network G1

s and325

G2

s, respectively, for various values of s. These figures show that the largest compo-

nent of the 65%-network practically contains all nodes, reason why we present results

starting from this network. The percentage of users in the largest component slowly

decreases as the similarity threshold increases, until s reaches 85. For larger values of

s, the number of users in the largest component drops sharply, becoming comparable330

to the size of the second largest component. This is explained by observing networks

built using large values for s, such as the 100%-network, where every component is

composed of very similar users. Since users with very similar preferences are rare, the

largest components tend not to have very large differences in size.

Next, we visualize the 0.65-network for the largest components of G1

s and G2

s in335

Figures 4a and 4b, respectively. In these figures, the color of a node indicates that a

user is from a specific region of the world: Africa (Pink), Asia (Red), Central and South

8The Jaccard index of sets A and B is computed as A∩B
A∪B

.
9Network created with a threshold s is referred to as s-network.

16



America (Yellow), Europe (Blue), North America (Green), Oceania (Grey). This fig-

ure suggests that vertices with the same color are grouped together more in the network

G1

s than G2

s . This indicates that in G1

s there is a significantly larger number of edges340

between users from geographic areas close to each than in G2

s. Observe in the Fig-

ure 4a the clearer separation between Western and Eastern countries and the centrality

of Europe, representing the cultural separation among those regions, a fact that is not

clearly observed in Figure 4b.

In order to further investigate this insight, we calculate the assortativity of these345

networks shown in Figure 4. Assortativity measures the similarity of connections in

the network with respect to a given attribute and varies from −1 to +1 [59]. In an

assortative network (with positive assortativity), vertices with similar values of the

given attribute (e.g., same country) tend to connect with (be similar to) each other,

whereas in a disassortative network (with negative assortativity), the opposite happens.350

We calculated the assortativity analysis with respect to the geographic attributes: i-

Western-Eastern parts of the world (i.e., west-east hemispheres); ii-Continent; iii-and

Country. The assortativity analysis for the networks formed considering s = 0.65

are 0.31 and 0.12 for the attribute Country, 0.48 and 0.14 for Continent, and 0.38

and 0.19 for Western/Eastern division, for G1

s and G2

s , respectively. The results imply355

that all these similarity networks are assortative. However, the assortativity values of

the geographic attributes for G1

s are higher compared to those obtained for G2

s. This

suggests that a similarity network considering only food and drink preferences might

provide better insights in the study of cultural differences. For this reason, in this

study, we dedicate our efforts to investigate only features extracted from food and drink360

check-ins.

5. Extraction of Cultural Signatures

Given the results discussed in Section 4, we hypothesize that it is possible to define

cultural signatures of different areas around the planet. In this section, we show how

to extract features from Foursquare data that are able to describe regions from their365

cultural elements. In particular, we investigate two properties of food and drink pref-
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erences: their geographic (Section 5.1) and temporal (Section 5.2) aspects. All these

analyses were performed considering all datasets studied in this work. However, in

order to increase readability of the study, we are not presenting all results. We show

only results for dataset D3 because it represents a period without interruption in the370

data collection process.

5.1. Spatial Correlations

Here our goal is to define a set of features that are able to characterize the cultural

preferences of a given geographic area on the planet, such as a country, a city or a

neighborhood. Thus, for a given delimited area a (e.g., the city of Chicago), we sum up375

the values of the features in the preference vectors of the users who checked in at venues

of that area. In other words, we count the number of check-ins Ca = ca
1
, ca

2
, . . . , ca

101

performed in venues of each of the 101 subcategories s1, s2, . . . , s101 of the Fast Food,

Slow Food and Drink classes (Section 3.2) that are located within the perimeter of area

a. Next, we represent each area a by a vector of 101 features F a = fa
1
, fa

2
, . . . , fa

101
,380

where each feature fa
i is equal to cai /max(Ca). That is, we normalize the number

of check-ins at each subcategory by the maximum number of check-ins performed

in a single subcategory in the area a (max(Ca)). Thus, each area a is represented

by a feature vector F a containing values from 0 to 1, indicating the preferences of

people who visited that area, i.e., the profile of preferences for that area. From now on,385

we use F a
drink, F a

sfood and F a
ffood to refer, respectively, to the subset of features that

correspond to subcategories belonging to the Drink, Slow Food and Fast Food classes

in the area a.

In order to verify if two areas a and b are culturally similar, we compute the cosine

similarity between the two feature vectors F a and F b of those areas. We compute the390

similarity considering all features (F a and F b) as well as a subset of them (e.g., F a
drink

and F b
drink). In particular, Figure 5 shows the similarity of preferences between 16

different popular countries for the Drink, Fast Food, and Slow classes; the darker the

color, the stronger the similarity. The same similarity computed for city level areas (27

cities around the world) are shown in Figure 6.395

The results considering dataset D1 and D3 for all classes and countries or cities are
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(c) Slow Food (D3)

Figure 5: Similarity of preferences between countries considering dataset D3.

very similar10. Analyzing the results for the Drink class for dataset D3 (Figure 5a),

we find countries with very strong similarities, such as Argentina and Chile, as well

as countries with low similarities, such as Brazil and Indonesia. Moreover, although

regions close geographically tend to have stronger similarities, this is not always the400

case. For example, the similarity between Argentina and France is stronger than the

similarity between England and France, which are geographically closer. The similar-

ity of Argentina and France is slightly stronger when considering data from dataset D3

compared with D1. This particular example helps to illustrate that some small changes

may, not surprisingly, happen because a larger dataset might enable a clearer image of405

the analyzed users’ preferences. For example, some activities may be more common

during the summer, period that is only covered by the new dataset.

10The results for D2 are also very similar.
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Similarly, Figure 611 shows that cities in the same country tend to have very similar

drinking habits in most cases, but there are exceptions. Manaus (Brazil), for example,

has weak similarity with other cities in Brazil. We conjecture that this result might be410

associated with the fact that this city is located in the North region of Brazil, which is

known for having a strong cultural diversity compared to other parts of the country.

Turning our attention to food practices, we observe in Figures 5b and 6b a strong

similarity of fast food habits between several localities at both country and city levels.

This is not observed in the same intensity for the Slow Food class (Figures 5c and 6c).415

The explanation might be related to the diffusion of fast food places worldwide [60].

The Slow Food class presents the highest distinction, or smaller similarity, across

most of the countries and cities. This is expected since Slow Food venues usually are

representative of the local cuisine. Note, for instance, that cities from Brazil and USA

have highly similar drinking and fast food habits, but almost no similarity in slow food420

habits.

Finally, we turn our attention to the cultural habits within city boundaries. It is

known that, in many cities, there is a strong cultural diversity across different neighbor-

hoods [4], reflecting distinct activities typically performed in these areas. To analyze

these local cultures, we focus on three populous cities, namely London, New York, and425

Tokyo. We divide each city’s geographic area using a grid structure. Next, we select

the most popular cells in the grid of each city, according to the number of check-ins,

and label them with a number, as shown in Figure 7. We then compute the similarity

between the selected cells. Note that we here assume a grid with regular (rectangular)

cells to show the potential of the proposed analysis. However, our approach can be430

applied to any other segmentation of the city areas (e.g., by city districts).

Figure 8 shows the similarities for pairs of cells within the same city and from

different cities for dataset D3. Note that, for the Drink class (Figures 8a), different

areas within the same city tend to have very strong similarities. There are also areas

from different cities with strong similarities (e.g., areas NY-7 and TKO-1). For Fast435

Food places (Figures 8b ), the similarities between areas within the same city are much

11The ratio of check-ins per inhabitant is similar among all the cities taken into consideration.
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(c) Slow Food (D3)

Figure 6: Correlation of preferences between cities considering dataset D3.

(a) NY (b) Tokyo (c) London

Figure 7: [Better in color] Areas of cities taken into consideration: London/England; New York/USA; and

Tokyo/Japan.

stronger for Tokyo, although the similarities between New York and London areas are

fairly moderate. In contrast, there are areas very distinct in terms of cosine similarity.

Finally, for the Slow Food class, Tokyo areas, once again, are very strongly simi-

lar among themselves. In comparison with the Fast Food class, there is a more clear440
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Figure 8: Correlation of preferences between regions considering dataset D3.

distinction (weaker similarity) between London and New York areas as well as among

distinct areas in London. This last observation is probably due to a specific characteris-

tic of London, that has neighborhoods with a strong presence of a cuisine of a particular

region of the globe. Observe also that two specific areas of New York, namely NY-7

and NY-8, are particularly not similar with the others from this city. This is probably445

related to the location of Chinatown in those areas (mainly NY-7). Indeed, this particu-

lar area (NY-7) has a strong similarity with a particular area of London, LND-5, where

Chinatown/London is located.

All messages discussed in this section are valid for D1 and D3. Some small differ-

ences in the cosine similarity calculated between certain areas were observed, however,450

these differences are not significant for the vast majority of cases, i.e., the results are

very similar.
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Figure 9: # of check-ins throughout the hours of the day in different countries during weekdays. Results for

dataset D3.

5.2. Temporal Analysis

We now turn our attention to the temporal and circadian aspects of cultural habits.

The time instants when check-ins are performed in food and drink places may also455

provide valuable insights into the cultural aspects of a particular region. For example,

in a particular area, one may like to drink beer during the weekends but not during the

weekdays.

To that end, we first count the number of check-ins per hour during the whole week

covered by our dataset in venues of each class (Drink, Fast Food, and Slow Food)460

for different regions. Next, we group days into weekdays (Monday to Friday12) and

weekends (Saturday and Sunday), summing up the check-ins performed on the same

hour of the day in each group and for each region. We then normalize this number by

the maximum value found in any hour for the specific region, so that we can compare

the patterns obtained in different regions. For illustration purposes, we show the results465

for three countries (Brazil, USA, and England) and for three American cities (Chicago,

Las Vegas, and New York). Results for each class are shown separately for weekdays

(Figure 9 for countries and Figure 10 for cities) and weekends (Figure 11 for countries

and Figure 12 for cities).

12One could argue that Friday evening is part of the weekend. We evaluated the impact in the time

series considering this possibility and we did not observe significant changes. In addition, we also evaluated

the impact on the results provided by our methodology for cultural boundaries identification, explained in

Section 5.3, and we did not observe alterations.
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Figure 10: # of check-ins throughout the hours of the day in different American cities during weekdays.

Results for dataset D3.

As observed for users’ preferences of type of places discussed above, the temporal470

correlation when users perform eating and drinking activities, in all datasets and in all

cases studied, are very similar.

Discussing first weekday patterns, Figure 9 shows that American and English peo-

ple have similar peaks of activities, despite differences in their preferences for different

categories of places, as previously shown (Figure 5). In contrast, Brazilians tend to475

have significantly different temporal patterns, particularly in terms of activities in Slow

Food places (Figure 9c): whereas Americans and English people tend to have their

main meal at dinner time, Brazilians have it at lunch time. Observe also that Brazilians

have their meals later, compared to Americans and English people.

Concerning the times when people go to drink venues, it is possible to note similar-480

ities among most of the cities from the same country, but also some different patterns.

For example, most of the analyzed cities from USA exhibit a weekday pattern similar

to New York and Chicago, shown in Figures 10a, with two distinct peaks around break-

fast, lunch, and happy hour time (around 6 p.m.). This behavior is consistent with the

general pattern observed for the country, shown in Figure 9a. However, Las Vegas is485

one exception, since there is an intense activity during the dawn, besides many other

peaks of activities throughout the day that do not occur in other cities. Despite a more

smooth curve pattern compared to the result using D1, the pattern for this city still very

distinct from other cities.

Turning our attention to eating habits on weekdays, Figure 10 shows that most490

cities in the United States present activity patterns very similar to the general pattern
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Figure 11: # of check-ins throughout the hours of the day in different countries during weekends.
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Figure 12: # of check-ins throughout the hours of the day in different American cities during weekends.

identified for the country, both in terms of Slow and Fast Food places. Note that Las

Vegas in this aspect, differently from drink habits, follows the general pattern of the

country, as we can see in Figure 10c. This result is not observed using D1, where Las

Vegas presents distinct trends. This suggests that cities with inherent idiosyncrasies,495

such as Las Vegas, might need a larger time observation window to minimize the impact

outlier behavior in the results.

We also note relevant similarities and differences in eating habits of people from

cities in different countries. For instance, comparing Figure 10c with similar graphs

produced for different Brazilian cities, we find that the curves for Slow Food places are500

quite different, reflecting distinct habits for each country, as discussed previously. This

was also observed for photo sharing pattern [61].

The curves for weekends have very distinct peaks of activities from those of week-

days, both at the country and city levels. Again, this is the case for all studied datasets.

For instance, as shown in Figure 11a, English people have a very distinct drinking pat-505

tern from Americans on weekends. The pattern representing Slow Food activities is
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the only one that is more similar to the pattern observed for weekdays. This could

be explained because such places (often restaurants) have well-defined opening hours,

serving meals around lunch and dinner times only, which coincide with the times of

check-in peaks (Figures 11c, 11d, 12c, and 12d). For this reason, two clear peaks are510

expected to represent those classical periods. The curve representing Brazil, in this

case, presents a bigger number of activity around dinner times compared to weekdays.

This pattern could be explained by the fact that during weekends Brazilians tend to go

more in restaurants at dinner time.

Specifically about the pattern observed at city level during weekends, we note that515

there is no clear (dominant) temporal check-in pattern for Fast Food places, as observed

for weekdays when considering different cities of a country (Figure 12b). However, we

do note that most activities happen after noon, which was expected. In contrast, there

is a dominant pattern for check-ins at Slow Food places during weekends (Figures 12c

and 12d), and it is similar to the one observed on weekdays. This result could be also520

explained by the classical periods of restaurants mentioned previously.

5.3. Discussion

We analyzed temporal and spatial patterns of check-ins at different types of places

for datasets that span different periods of time, and the results are very similar for all

of them.525

In addition to this analysis, we also compute Shannon’s entropy [62] of preferences

for each venue subcategory among all considered areas. The goal is to analyze whether

the check-ins at specific subcategories are more concentrated at specific areas (low

entropy) or not (high entropy).

We compute the entropy for subcategories of each class (Drink, Fast Food and530

Slow Food) at country and city levels. Appendix A presents the results for all the

subcategories of the Drink, Fast Food, and Slow Food classes, respectively. For all

cases, the minimum entropy value is 0 and the maximum one is 4.76 for cities and 4

for countries. Sake bar is one example with low entropy, the value is 1.14 and 1.63 for

countries and cities, respectively. This indicates that this subcategory is popular in very535

few countries and cities. Surely Japan contributes considerably to this result.
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Looking at fast food related places, one of the highest entropy was found for the

cafe subcategory (3.96 for countries and 4.62 for cities). This is not a surprise because

it is a type of place very common worldwide. Considering the Slow Food class, some of

the high entropy values reflect the widespread popularization of various cuisines. For540

example, a check-in at an Italian restaurant does not necessarily mean that it represents

a behavior of an Italian since it is a very international type of restaurant, confirmed

by the high entropy, almost reaching the maximum value for countries and for cities.

Note, however, that if the check-in at an Italian restaurant is made at lunch time it could

be more likely to represent a Brazilian behavior than American, since Brazilians have545

their main meal at lunch time, as presented in Section 5.2. Time plays an important

role in this case.

All these observations increase our confidence that spatio-temporal similarities of

check-ins are good cultural signatures of regions, as used in the technique described in

the next section.550

sectionIdentifying Cultural Boundaries

5.4. Clustering Geographical Areas

In this section, we use the cultural signatures of areas described above to identify

similar areas around the planet according to their cultural aspects, delineating their

so-called “cultural boundaries”. To that end, we first represent each area a by a high555

dimensional preference vector composed of 808 features, namely the normalized num-

ber of check-ins at each of the 101 subcategories in four13 disjoint periods of the day (0

a.m. to 5:59 a.m. (dawn), 6 a.m. to 11:59 a.m. (morning), 12 a.m. to 5:59 p.m. (after-

noon), and 6 p.m. to 11:59 p.m. (night)), on weekdays and on the weekends. We then

apply the Principal Component Analysis (PCA) [63, 64] technique to these vectors to560

13We tested the results for countries considering 2 divisions (0 a.m. to 11:59 a.m. and 12 a.m. to 11:59

p.m.) and 8 divisions (periods of 3 hours starting from 0 a.m.). The results with 2 divisions were inferior

related to the one obtained with 4 divisions. The results considering 8 divisions was the same as considering

4 divisions, so we considered 4 divisions because it leads to fewer dimensions. Note that other periods could

be considered, but their evaluation is left for future work.
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Figure 13: Clustering results for countries considering dataset D3.

obtain their principal components14. PCA simplify the description of the original pref-

erences in terms of the differences and similarities between them [63, 64]. Besides,

the principal components enable visualizing the clustering results in the dimensions

that explain most of the variation in the data (first and second principal components).

Finally, we use the k-means algorithm, a widely used clustering technique, to group565

areas in the space defined by these principal components. We perform this analysis for

areas defined at the country, city and neighborhood levels.

The score values for the first two principal components generated by the PCA for

countries, cities, and regions are used in Figures 13, 14, and 15, respectively. Each

color/symbol in those figures indicates a cluster obtained by k-means, which used the570

p first principal components that explain 100% of the variation in the data (p=15 for

countries, p=26 for cities, and p=22 for regions).

14Alternative methods could be applied to reduce the dimensionality of these vectors. A comparison of

these methods is out of the scope of the present work.
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Figure 14: Clustering results for cities considering dataset D3.
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Figure 15: Clustering results for regions considering dataset D3.
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The k value in the k-means varied according to the characteristics of the considered

areas. For countries, we set k=7 (same number of clusters used in [55]), result shown

in Figure 13a. Following the same logic, we set k=4 for cities (Figure 14a), since we575

considered cities from 4 different continents/countries, and k=3 for regions inside a city

(Figure 15a), because we considered 3 cities. Besides those values of k we computed

the clusters for k = 2 and k = 10 for all considered areas, in order to evaluate the

clustering result (figures labeled with “b” and “c” of Figures 13, 14, and 15). The

parameters k = 2 and k = 10 are used to study relaxed and tight clusters, respectively.580

The evaluation of other strategies for cluster formation is possible, however, this is out

of scope of the present study. We used the cosine similarity to compute the similarity

between locations.

To help in the analysis of these results, we propose a cluster similarity score ci,j

that represents how similar one set of clusters (i) is from another set of clusters (j).585

This score can be used, for instance, to evaluate how good is the matching between the

clusters obtained using our new dataset with the old one. The result of c is a value up

to 1. The closer to 1 the more similar are the compared clusters. Appendix B presents

more details about how the score is calculated.

Table 5 shows the cluster similarity score between clusters found with D3 and D1590

(cD3,D1). The score is generated for countries, cities, and regions and for all k values

considered. Analyzing first the clustering results for country level, the clusters for

k = 7 and k = 2 are the same in all datasets (cD3,D1 = 1). For k = 10 we note a few

differences, for example, the dissolution of the cluster formed by Turkey and Russia,

to form a new cluster containing Indonesia and Turkey, and another one containing595

only Russia (this happened using D3). In general, these new clusters agree slightly

more with our ground-truth than the result using D1, as we discuss in the next section

(Section 5.5).

Besides that, it is possible to observe in Figure 13 that countries with close geo-

graphic proximity are not necessarily associated with the same cluster. For example,600

Australia and Indonesia are not likely to be in the same cluster. Although they are ge-

ographically neighboring countries, they are culturally very distinct. It is worth men-

tioning that if we had considered two disjoint periods of the day, instead of four, the
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Table 5: Cluster similarity score between clusters found with D3 and D1. The score is generated for coun-

tries, cities, and regions and for all k values considered.

Countries

Number of clusters (k) cD3,D1

k = 7 1

k = 2 1

k = 10 0.78

Cities

Number of clusters (k) cD3,D1

k = 4 0.9

k = 2 1

k = 10 0.77

Regions

Number of clusters (k) cD3,D1

k = 3 1

k = 2 1

k = 10 0.59

similarity score for D3 and k = 7 is c = 0.25. Whereas considering eight disjoint

periods, in the same scenario, c = 1.0.605

We now turn our attention to the clustering results for large cities. We observe

using dataset D1 that cities are well clustered by the geographic regions where they

are located: Asia, Brazil, Europe, and the USA. The European cluster, in this case,

is formed by Paris, London, Moscow, and Istanbul. Figure 14a shows the clusters

considering k = 4 for dataset D3. Considering this value of k the cluster similarity610

score with D1 is: cD3,D1 = 0.9. This outcome is due to very small changes in Asia

and Europe clusters found using D1. Asia cluster was divided in two: one composed of

Jakarta, Kuala Lumpur, Singapore, Surabaya and Bandung (cluster named Asia-1), and

the other one composed by Tokyo, Osaka, Manila, and Bangkok (cluster named Asia-

2). Europe cluster was also divided. London and Paris were associated with American615

cluster, while Istanbul was grouped with Asia-1 and Moscow with Asia-2. This result

might represent more precisely cultural similarities between those cities. Istanbul was

grouped with other cities, as itself, with a strong influence of Islam, which might impact

in the cultural habits of the inhabitants. Eating and drinking practices of inhabitants of
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London and Paris might be more similar to the Americans compared to other studied620

cities, a fact that helps to explain their grouping. Moscow is a particular city in Europe,

and among other cities, it might be more similar to the group Asia-2. This suggests that

a larger time window might offer better precision in cultural boundaries identification

in some cases.

Considering k = 2, as we can see in Figure 14b, the results are exactly the same for625

all datasets (cD3,D1 = 1). For k = 10, the cluster similarity score is: cD3,D1 = 0.77.

This result is also due small differences in the results. In the cluster found using D1 not

all Brazilian and American cities were clustered together. This fact does not happen

when using dataset D3 (see Figure 14c), where all cities from the United States were

grouped together in one separated cluster. Besides that, the cluster found with D1630

composed by Manila, Singapore, and Kuala Lumpur and the cluster formed by Istanbul

and Moscow also suffered changes. According to the results with dataset D3, Istanbul

is now a cluster by itself, and Manila and Moscow form another cluster. One thing that

might help to explain this result is that the Christianity is the largest religion in both

cities, which, as discussed before, might strongly influence cultural habits. The other635

clusters were unchanged.

Turning our attention to regions inside London, NY, and Tokyo, we observe in

Figure 15a, which show results for k = 3, that all regions in the same city are grouped

together, and this result is the same for all datasets. The clusters for k = 2 (Figure 15b),

are also the same considering all studied datasets. Analyzing the results for k = 10,640

we can see a few changes in the clusters containing regions of New York and London,

regions of Tokyo clusters remained the same for all datasets. One interesting results

using D3 is that NY7 (where most part of Chinatown is located) represents a group by

itself, instead of being grouped with NY8, as observed using D1. Chinatown in New

York is very distinct from the other areas studied in that city.645

In this analysis, we only see considerable changes when grouping a large number

of clusters, i.e., k = 10. For these cases, we have an indication that a dataset with a

larger observation window might offer a better cultural boundaries identification.

32



−2 −1 0 1 2
−1.5

−1

−0.5

0

0.5

1

1.5

2

Survival Values                                 Self Expression Values
T

ra
d
it
io

n
a
l 
V

a
lu

e
s
  
  
  
  
  
  
S

e
c
u
la

r−
R

a
ti
o
n
a
l 
V

a
lu

e
s

 

 Latin America

Islamic

South Asia

Orthodox

Confucian

Catholic Europe

English Speaking

Japan

S.Korea

Russia

Indonesia Singapore

Turkey Chile

Malaysia
Argentina

Brazil

Mexico

USA

France
Australia

England

Spain

Figure 16: The cultural map of the World given by the World Values Survey [55].

5.5. Comparing with Survey Data

Similarly to us, Ronald Inglehart and Christian Welzel proposed a cultural map of650

the world based on the World Values Survey (WVS) data [55]. This map is shown in

Figure 16 and contains only the countries we analyze in this study. The x-axis repre-

sents the dimension survival values versus self-expression values, and the y-axis rep-

resents the dimension traditional values versus secular-rational values, both explained

in Section 2. Moreover, it offers a division of the world into clusters, similarly to what655

we have done in the previous section.

Comparing Figure 16 with Figure 13a, (figure with the same number of clusters of

Figure 16), observe that the similarities are striking, with only two major differences.

First, the “Islamic” cluster dissolved, with Turkey joining Russia and Indonesia joining

Malaysia and Singapore. Second, USA and Mexico left the “English Speaking” and660

the “Latin America” clusters, respectively, and paired up to form a new one. Note,

nevertheless, that these differences might not be surprising as these new boundaries.

We further investigate the differences between boundaries given by the WVS study

and by our approach. In order to do so we first rank for a given country, all the other

countries according to their cosine similarity towards it. We compute the similarity665

using the dimensions produced by the WVS data [55] and the dimensions computed

by our approach. Then, we compute the Spearman’s rank correlation coefficient ρ

between these two ranks to see, for instance, if the most similar (and distinct) countries

to England using the WVS data are ranked similarly when we use our approach.

Table 6 shows these results. We highlight in bold all the coefficients that are sta-670
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Table 6: The Spearman’s rank correlation coefficient ρ (and its respective p-value) between the rank of

similar countries generated from WVS and by our approach.

Country Dataset D3

- ρ p-value

Argentina 0.56 0.027

Australia 0.26 0.33

Brazil 0.52 0.04

Chile 0.09 0.74

England 0.77 0.0009

France 0.73 0.002

Indonesia 0.61 0.015

Japan 0.34 0.2

Korea 0.69 0.004

Malaysia -0.19 0.48

Mexico 0.46 0.47

Russia 0.83 0.07

Singapore 0.24 0.0001

Spain 0.8 0.0003

Turkey 0.08 0.75

USA 0.64 0.009

tistically significant, i.e., with a p-value < 0.05. Observe that the correlation ρ is

significant and positive for several countries. Considering also the strong similarity of

clusters found using our approach compared with clusters using WVS, these results

suggest that our approach, which is based solely on a small amount of participatory

data, has a potential to reproduce/complement cultural studies performed using sur-675

veys, such as the one relying on the WVS, which is based on 4 years of survey data.

We would also like to point out possible reasons for the differences between our

cultural map and the WVS map, as well as for the negative correlation seen in Table

6. First, the traits of each dataset are significantly different. While the WVS looked at

several cultural dimensions, from religion to politics, from economics to lifestyle, we680

looked only at food and drink preferences. Second, the WVS data has a distance of 4 to

9 years to our data. During this time, significant cultural changes may have happened,

given that the world is getting more connected every day.
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Third, the most significant differences are related to multi-ethnic, multicultural,

and multilingual countries, such as Malaysia. In these countries, it is probably hard685

to find culturally homogeneous samples of individuals, which might be the cause of

the discrepancies seen between our results and those described in [55]. Fourth, this is,

perhaps, also related to the fact that social media data might be biased towards a certain

type of individuals, as discussed in Section 7, and in certain countries, this bias might

be more evident. More data might help reduce this possible bias.690

5.6. Impact of observation window size

We observe that the results obtained for D1 and D3 are very similar. With that, a

natural question that emerges is: what is the impact of observation window size in the

results?

Remember that D1 has one full week, D3 has three full weeks, which is a subset695

of D2, and D2 has eight weeks, but some of them probably do not represent all data

that could be collected. In order to answer the posed question, we now investigate

the impact in the results considering each week of D2 individually. This particular

window size was chosen to agree with the size of D1. Figure 17 shows the cluster

similarity score of clusters obtained using each individual week of dataset D2 (1 to700

8) with clusters using D3, for countries (Figure 17a), cities (Figure 17b), and regions

(Figure 17c). The results refer to all values of k considered in this work.

We found c = 1, in all figures, for most clusters identified for all values of k, except

k = 10. Another thing in common in all results is the very low value of c for week 6.

This is expected because this particular week has almost no data (6 days without data,705

representing a very short observation window).

Considering k = 4 we have two cases for cities that c 6= 1 (besides using week 6):

using week 1 and 7. For both cases c = 0.7 and the clusters are equal (c = 1) to those

using D1. This suggests that cultural differences observed using D1 are representative.

Due to this short time window of observation, variations in the behavior of people under710

any atypical situation, e.g., bad weather condition, are more susceptible to be captured.

This might be the case for all these mentioned weeks. For regions considering k = 3

the similarity score is c = 1 for all weeks, except week 6 (expected) and week 7
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Figure 17: Cluster similarity score of the clusters obtained for each individual week of D2 (1 to 8) with the

clusters for D3.

(c = .95).

Analyzing particularly the results for k = 10 for countries and cities, we observe715

that most clusters for all weeks are similar to each other, explaining the similar values

of c, around 0.7 (for countries) and 0.9 (for cities). This value is considerably high,

indicating that all clusters are similar with clusters found using D3.

Turning our attention to clusters found for regions considering k = 10, similarity

scores lower than 1 were also observed, however, with a slightly bigger variation than720

for countries and cities. This result might be explained by the fact that regions, due its

much smaller size, tend to be more susceptible to variation in the behavior of people

that came to visit them, fact that might be attenuated using a dataset spanning larger

time window. Another possible explanation might be due to the fact that k = 10, for

our analysis, might represent too many clusters which could lead to arbitrary groupings725

in some cases.
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Based on the analysis performed, we do not observe big changes using an obser-

vation window larger than one week. Recall that in this analysis we are comparing

results from isolated weeks with those composed of three weeks. However, according

to some insights discussed, we have an indication that exploring a dataset with a bigger730

observation window could enable more accurate results. It is also important to note

that using a dataset spanning considerably less than one week, i.e. a small observation

window to capture the routine of users, such as week 6, the results tend to degrade

considerably. One week of data seems to be enough to capture at least the strongest

cultural differences and, perhaps, exploring a dataset bigger (e.g., spanning a year or735

several years) the results may better capture cultural nuances and minimize the impact

of atypical situations and any other type of bias in the data.

6. Variants of Cultural Boundary Inference Methodology

In this section, our goal is to assess whether the clustering methodology we are

following, proposed here, is satisfactory. For that, we analyze two variations in the740

original approach.

6.1. Description of the Analysis

We disregard the time dimension in our evaluation, to propose two additional anal-

ysis (AA) for cultural boundaries identification.

• AA1: in this analysis, the vector of preferences considers only the types of745

venues (i.e., subcategories of places) presented in each city. For example, a city

could be described by the subcategories [Bar, P izzaP lace, AmericanRestaurant]

and another one by [SushiP lace, SakeBar]. AA1 do not consider the popular-

ity of subcategories, i.e. number of check-ins performed by the users;

• AA2: in this analysis, the vector of preferences considers the types of venues,750

as well as their popularity, i.e. we consider the normalized number of performed

check-ins at each of the 101 subcategories.
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With AA1 we try to answer the question: does the existence of certain types of

venues in an area a are enough to explain cultural differences? AA2 help us to comple-

ment the former question, answering: is the popularity of those venues useful/essential755

in this task?

The rest of the methodology remains the same as we presented in Section 5.3. In

sum, we now represent each area a by a preference vector as described in AA1 and

AA2, disregarding the time dimension. We then apply the PCA technique to these

vectors to obtain their principal components. Finally, we use the k-means algorithm760

to group areas in the space defined by these principal components. We perform this

analysis for areas defined at the country, city and neighborhood levels. For this analysis,

we consider only D3.

6.2. Evaluating AA1

First, we study the results obtained for AA1. The clusters found for countries765

considering k = 7, k = 2, and k = 10 do not agree with our ground-truth nor with

common sense. There is always a cluster with the maximum number possible according

to k. In other words, since we have 16 countries, when we set k = 7 we have a cluster

of 10 countries and other 6 clusters containing one each. Those clusters are practically

randomly selected just to satisfy the chosen k, resulting in clusters very different from770

WVS ones. In fact, the cluster similarity score between the clusters found considering

k = 7 and the clusters found by WVS is: caa1,wvs = 0.18.

Since we tend to have many data representing one country, the unsatisfactory result

for this approach is expected because it is very likely that we find all types of places (in

our preference vector) for all countries. For this reason, the distances from each vector775

of preferences tend to be zero, making the quality of clustering very low.

We also calculated the cluster similarity score between all results obtained consid-

ering AA1 with the original methodology using dataset D3, generating then caa1,D3, as

shown in Table 7. The score is obtained for all types of areas and k values considered.

As we can see, the results for countries, to all values of k, obtained with AA1 are also780

very distinct from those obtained with the original methodology.

Figures 18a and 18b show the clustering results for cities (k = 4) and regions
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Table 7: Cluster similarity score between the clusters found using the original methodology (considering

dataset D3) and those using AA1. The score is generated for all types of areas and k values considered.

Countries

Number of clusters (k) caa1,D3

k = 7 0.18

k = 2 0.5

k = 10 0.31

Cities

Number of clusters (k) caa1,D3

k = 4 0.39

k = 2 0.57

k = 10 0.32

Regions

Number of clusters (k) caa1,D3

k = 3 0.39

k = 2 0.56

k = 10 0.34

(k = 3), respectively. As we can see, the results are much inferior compared to those

obtained with the original approach. For instance, in Figure 18a we have a cluster

composed by Moscow, Surabaya, Paris, and Osaka, cities very culturally distinct. If785

we study the results for cities in Table 7, we can see that the results obtained with

AA1 are very distinct for those obtained by the original approach, which, as discussed

previously, agrees more with WVS.

Studying the clusters for regions, the quality of the results are also not satisfactory.

For example, looking at Figure 18b, we see that NY8 and NY5 represent two individual790

clusters and the rest of the areas form another one. This type of unsatisfactory results

happens also for other values of k.

With that, we have enough evidence that AA1 do not capture appropriately cultural

differences. Besides, this approach is likely to reduce quality when increasing the

number of data for the considered areas, because it tends to make all the distances795

between vectors of preferences of areas very close to zero, as observed for countries.
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Figure 18: Clustering results for cities and regions obtained for AA1, considering dataset D3.

6.3. Evaluating AA2

We now turn our attention to the results obtained for AA2. Figures 19, 20, and 21

show the results for countries, cities, and regions, respectively. Some results are omit-

ted because they are identical to those found using the original methodology. Studying800

results for countries, we observe they agree more with those found by Ronald Inglehart

and Christian Welzel using WVS data than those obtained using AA1. However, they

are less precise than results obtained using the original methodology. For example,

inspecting 19a, we find results not very similar with those using WVS data. The clus-

ter Turkey and Australia, for instance, is not identified using WVS data. The cluster805

similarity score between the clusters found considering k = 7 and the clusters found

by WVS is: caa2,wvs = 0.35.

To further study this case, Table 8 shows values of c between the clusters found

using the original methodology and those using AA2. As we can see, the scores for

countries do not agree considerably with the original methodology for k = 7 and810

k = 10. This is not the case for cities and regions, cases where results with AA2 are

much more similar with those obtained using the original methodology. Despite that,

a very high similarity is not always obtained. Besides, using the original methodology

we are more likely to get results that are expected according to common sense. For

instance, using AA2 for k = 4 (Figure 20a), London was grouped with Bangkok,815

Tokyo, Manila, Moscow, and Osaka, fact not observed using the original methodology.

In addition, the original methodology tends to cluster regions inside the same city more
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(c) k = 10

Figure 19: Clustering results for countries obtained for AA2, considering dataset D3.
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Figure 20: Clustering results for cities obtained for AA2, considering dataset D3.

than with AA2 (see results for k = 10 in Figures 15c and 21). Not necessarily neighbor

regions are more similar, for example, the case of Chinatown shown in Figures 8c and

8d, however, in most of the cases this might happen (especially in the way we divided820

regions: using a grid). This is another indication the original methodology separates

better culturally distinct areas.
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Table 8: Cluster similarity score between the clusters found using the original methodology (considering

dataset D3) and those using AA2. The score is generated for all types of areas and k values considered.

Countries

Number of clusters (k) cna2,D3

k = 7 0.4

k = 2 0.92

k = 10 0.59

Cities

Number of clusters (k) cna2,D3

k = 4 0.95

k = 2 0.96

k = 10 1

Regions

Number of clusters (k) cna2,D3

k = 3 1

k = 2 1

k = 10 0.88
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Figure 21: Clustering results for regions obtained for AA2 for k = 10, considering dataset D3.

6.4. Further Possibilities

It is important to emphasize that the comparison performed here with the original

methodology and the approaches AA1 and AA2 was regarding cultural boundaries825

identification. However, we have to keep in mind that dimension reduction, in the

same direction used in the approaches AA1 and AA2, could be useful to obtain other

types of information about the considered areas.

In order to let more clear the usefulness of dimension reduction, when we analyze a
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Figure 22: Clustering results for regions obtained with the original approach for dataset D1 (k = 3), consid-

ering only the drink class.

subset of features, for example, drinking habits during weekends in all regions of Lon-830

don, NY, and Tokyo, result shown in Figure 22, we find that some regions of London

and NY are clustered together. This is corroborated by the results shown in Section 5:

for certain categories, there are regions from different cities that are very similar and,

thus, end up clustered together.

One might also create groups of subcategories according to a certain semantic of835

interest. For instance, aggregating all subcategories related to Bar, e.g. Sake Bar,

Pub, Karaoke Bar, among others. Despite the probable cost of losing implicit cultural

aspects in this step, this aggregation could still be useful to find similar areas.

All these possibilities are examples that could be useful in an application to suggest

areas for users, for instance, to perform drinking activities.840

7. Final Discussion and Limitations

In our analysis, we observe that using an observation window, perhaps, not enough

to capture the routine of users, such as week 6 of dataset D2, which do not capture

routines performed during weekdays and weekends, the results of cultural separation

were not satisfactory. According to our analysis, using at least one week of data, from845

Monday to Sunday, the results do not change significantly for different scenarios and

datasets (covering different years). This might mean that one week of data is enough

to capture strong cultural differences between the analyzed places. However, this does

not mean that more data does not provide a more precise result. Probably, exploring
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a bigger dataset, e.g., spanning several months, may help to attenuate changes in the850

behavior due to atypical situations, such as weather conditions, which may induce users

to leave their routines.

Particularly related to this aspect, our study might have some limitations. The

results observed might be representative only of the period analyzed because we study

different datasets around the same time of the year, May-June, despite some years855

of difference in the collection. Further investigation considering a dataset covering a

different period of the year is important to be performed in a future study.

Our study might also face other possible limitation, for instance, regarding data

collection. It may reflect the behavior of a fraction of consumers. Our collection was

based on data shared by users of Foursquare on Twitter. Therefore, there could be860

biases relating to the fact that the users of such application are not necessarily repre-

sentative of all population of a particular region. They are likely to be young, owners

of smartphones, and urban dwellers. Consequently, urban areas with older and poorer

populations might provide fewer data and be underrepresented in whatever analysis is

made. Besides, users may not share data concerning all of their destinations, consid-865

ering the info will be made public on Twitter. Thus, our dataset might offer a partial

view of users preferences and habits, which needs to be taken with care.

In addition, our methodology assumes that the data shared by users are correct.

Twitter is powerful a tool that opens opportunities for new forms of spam [65, 66]. Data

quality, one of the challenges discussed in [57], under this circumstances becomes even870

more serious, because the production of false data might be possible. So far we are not

aware of any significant production of false data in the systems we analyze, however

this could potentially compromise the methodology. Exploring a dataset spanning a

bigger observation window might help to minimize these problems in case they happen.

In spite of all that, our study provides solid aggregate information that, as shown,875

can capture important cultural habits of users.
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8. Conclusions

Considering datasets from Foursquare differing in terms of volume of data and

observation window size, we identify particular individual preferences, such as the

taste for a certain type of food or drink, as well as temporal habits, such as the time880

and day of the week when an individual goes to a restaurant or a bar. This enabled

the proposition of a new methodology to identify cultural boundaries and similarities

across populations at different scales using LBSN data. We extensively evaluated our

proposed methodology from different aspects, for instance, disregarding some of the

considered dimensions, as well as analyzing the results using datasets from different885

periods and observation window. The results indicate that our proposed methodology is

a promising approach to capture cultural boundaries and similarities across populations

in a faster and cheaper way than traditional methods. From this, our study could enable

several new urban services and applications.
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Appendix A. Further Information on Entropy Results1045

This section presents the complementary results for the entropy evaluation performed on Section 5.3.

Tables A.9, A.10, and A.11 show the entropy for all the subcategories of the Drink, Fast Food, and Slow

Food classes, respectively.

Table A.9: Entropy results for subcategories of the Drink class. The minimum entropy is 0 and the maximum

is 4.76 for cities and 4 for countries.

Country (max = 4) Cities (max = 4.76)

Bar 3.74 4.54

Beer Garden 3.73 4.24

Brewery 3.59 3.97

Cocktail Bar 3.60 3.92

Coffee Shop 3.87 4.45

Distillery 3.03 2.75

Dive Bar 3.20 3.67

Gay Bar 3.64 3.75

Hookah Bar 3.31 3.79

Hotel Bar 3.79 4.04

Juice Bar 3.46 4.18

Karaoke Bar 3.16 3.68

Piano Bar 3.13 3.45

Pub 3.50 4.19

Sake Bar 1.14 1.63

Speakeasy 3.56 2.81

Sports Bar 3.31 3.85

Tea Room 3.45 3.46

Whisky Bar 3.77 4.14

Wine Bar 3.68 4.31

Winery 3.30 4.01
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Table A.10: Entropy results for subcategories of the Fast Food class. The minimum entropy is 0 and the

maximum is 4.76 for cities and 4 for countries.

Countries (max = 4) Cities (max = 4.76)

Bagel Shop 2.96 3.92

Bakery 3.56 4.29

Breakfast 3.61 4.04

Burger 3.66 4.35

Burrito 2.28 2.91

Cafe 3.96 4.62

Cupcake 3.67 4.25

Delis 0.00 0.00

Dessert 3.72 4.54

Donut 3.20 3.86

Fast Food 3.77 4.59

Fish & Chips 2.77 2.95

Food Court 2.92 3.96

FoodTru 3.07 4.07

FriedChi 3.47 4.04

HotDog 2.29 3.63

IceCream 3.47 4.30

Mac& Cheese 3.13 3.08

Pizza 3.48 4.37

Ramen 2.29 3.28

Salad 3.18 3.65

Sandwich 3.20 4.17

Snack 3.67 4.02

Soup 2.81 3.14

Taco 1.18 3.07

Tapas 1.84 3.30

Wings 1.82 2.91
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Table A.11: Entropy results for subcategories of the Slow Food class. The minimum entropy is 0 and the

maximum is 4.76 for cities and 4 for countries.
Countries (max = 4) Cities (max = 4.76)

African 3.39 3.51

American 3.45 3.94

Arepa 3.06 3.09

Argentinian 1.39 2.95

Asian 3.26 3.92

Australian 1.07 2.93

BBQ Joint 3.65 4.37

Brazilian 1.05 3.04

Cajun or Creole 2.16 2.80

Caribbean 2.53 3.02

Chinese 3.36 4.21

Cuban 3.07 1.77

Dim Sum 2.62 3.55

Diner 3.55 4.31

Dumpling 2.21 3.61

Eastern European 2.03 2.56

Ethiopian 2.62 2.73

Falafel 3.15 3.44

Filipino 2.48 0.37

Food 3.45 4.06

French 2.69 3.57

Gastropub 2.66 3.77

German 3.04 4.03

Gluten-free 3.21 2.58

Greek 2.44 3.34

Indian 2.66 3.29

Indonesian 1.10 1.80

Italian 3.57 4.41

Japanese 3.32 4.23

Korean 1.96 3.80

Latin American 1.76 3.10

Malaysian 1.68 1.66

Mediterranean 2.92 3.69

Mexican 2.77 3.54

Middle Eastern 2.47 3.21

Molecular 2.96 3.27

Mongolian 1.92 1.86

Moroccan 2.65 2.61

New American 3.10 3.06

Paella 1.89 2.67

Peruvian 1.42 2.05

Portuguese 1.09 1.83

Scandinavian 2.86 3.03

Seafood 3.42 4.08

South American 1.50 2.86

Southern 2.71 2.73

Spanish 1.70 3.59

Steakhouse 3.71 4.56

Sushi 3.30 4.35

Swiss 2.39 3.27

Thai 2.31 3.23

Vegetarian or Vegan 3.51 4.19

Vietnamese 2.23 3.31
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Appendix B. Similarity Score

Algorithm 1 shows the steps to calculate the similarity score c. This algorithm analyzes all pairs of1050

clusters that we want to compare. For each pair, it calculates the number of similar elements (hit) between

clusters, and the number of different elements (miss). The algorithm uses this values to calculate a discount

factor. The discount factor is used to penalize bad clustering, i.e, clusters with a low value of “hit” and

high value of “miss”. The result of c is a value up to 1. The closer to 1 the more similar are the compared

clusters. The following examples consider two hypothetical set of clusters, Clusters1 and Clusters2, to help1055

us to understand the algorithm.

Algorithm 1: Steps to calculate the cluster similarity score c.

1 listMaxs = []

2 foreach c1 in clusterSet1 do

3 max = 0

4 discount = 0

5 foreach c2 in clusterSet2 do

6 hit = c1 ∩ c2

7 if hit == 0 then

8 continue

9 end

10 miss = lenght(c2) − hit

11 if miss 6= 0 then

12 discount = miss/hit

13 end

14 calc = hit−discount

15 if calc > max then

16 max = calc

17 end

18 end

19 listMaxs.append(max)

20 end

21 c = sum(listMaxs)/numTotalElementsClusters

1. Clusters1: (x, y, z), (a, b, c, d), (e, f). Clusters2: (x, y, d), (a, b, c, z), (e, f). Result: c1,2 =

0.68. Explanation: (2 − 1/2) + (3 − 1/3) + (2 − 0) (sum of maximum intersection with its

respective discount factor) divided by 9 (number of total elements);

2. Clusters1: (x, y, z), (a, b, c, d), (e, f). Clusters2: (x, y, d, a, b, c, z), (e), (f). Result: c1,2 =1060

0.47. Explanation: [(4− 3/4) + (1 − 1/1) + 1(1/1)]/9;

3. Clusters1: (x, y, z), (a, b, c, d), (e, f). Clusters2: (x, y, z), (a, b, c, d), (e, f). Result: c1,2 = 1.

This case shows a perfect match. Explanation: [(3− 0) + (4− 0) + (3− 0)]/9.
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