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ABSTRACT: Natural gas hydrates occur widely on the ocean-bed and in permafrost
regions, and have potential as an untapped energy resource. Their formation and growth,
however, poses major problems for the energy sector due to their tendency to block oil and
gas pipelines, whereas their melting is viewed as a potential contributor to climate change.
Although recent advances have been made in understanding bulk methane hydrate
formation, the effect of impurity particles, which are always present under conditions relevant
to industry and the environment, remains an open question. Here we present results from
neutron scattering experiments and molecular dynamics simulations that show that the formation of methane hydrate is
insensitive to the addition of a wide range of impurity particles. Our analysis shows that this is due to the different chemical
natures of methane and water, with methane generally excluded from the volume surrounding the nanoparticles. This has
important consequences for our understanding of the mechanism of hydrate nucleation and the design of new inhibitor
molecules.

1. INTRODUCTION

The clathrate hydrates of natural gases are crystalline
compounds in which gas molecules are encaged in a host
framework of water molecules. These materials form under
high pressure and low temperature, and occur naturally on the
ocean bed and in permafrost.1 It is estimated that the total
amount of hydrated gas on Earth exceeds conventional gas
reserves by at least an order of magnitude.2 This makes natural
gas hydrates not only a potential untapped energy resource but
also a historic and contemporary source of greenhouse gases3

(methane is 21 times more powerful a greenhouse gas than
carbon dioxide). Natural gas hydrates also pose a severe
problem in oil and gas pipelines: if the mixed phases of water
and natural gas are allowed to cool, hydrates may form and
block the line, causing production to stall.1 The consequences
of this are becoming more severe as extraction from deeper oil
and gas reserves becomes more commonplace. Chemicals for
inhibiting hydrate nucleation and growth exist. However, they
have generally been found on a trial-and-error basis, and it
remains unclear how they work at the molecular scale.
Nonetheless, improved understanding of the molecular level
processes that govern gas hydrate formation is essential for the
systematic design of future inhibitor technologies.4,5 More
broadly, hydrate formation is an archetypal example of a
nucleation process involving two chemical components; better

understanding of this process could therefore be relevant to
improving insight into nucleation in general.
The industrial and environmental importance of gas hydrates

has motivated many studies into the mechanisms by which they
form.6−35 In particular, methane hydrate is one of the most
commonly studied natural gas hydrates owing both to its
natural abundance and importance in “lean” gas lines.
Moreover, the fact that methane is one of the simplest
hydrophobes makes it an appealing model system to under-
stand gas hydrate formation more generally. Historically, two
main molecular mechanisms for hydrate nucleation have been
proposed: (i) the “labile cluster hypothesis” (LCH), that
describes the nucleation process as the formation of isolated
hydrate cages, which then agglomerate to form a critical hydrate
nucleus;36,37 and (ii) the “local structure hypothesis” (LSH), in
which the guest molecules first arrange themselves in a
structure similar to the hydrate phase, followed by a
rearrangement of water around the locally ordered guest
molecules.38 Simulation studies of homogeneous methane
hydrate nucleation have suggested a mechanism somewhere
between the LCH and LSH.9,10 Similarly, neutron scattering
and 13C magic angle spinning NMR experiments7,39 have found
that long-lived hydration shells around dissolved methane
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molecules are dynamical rather than rigid clathrate-like
structures, and that water structure only changes substantially
once the hydrate has formed. Although open questions remain,
these previous experimental and simulation studies exemplify
the recent progress made in our understanding of hydrate
formation in “pure” (i.e., gas + water) systems. For a more
detailed overview of current opinion on the underlying
mechanisms of hydrate formation, we refer the reader to the
recent review article by Warrier et al.5

Here we focus exclusively on methane hydrate, specifically
with the aim to understand the effect of dissolved solid impurity
particles on its formation mechanism. This is motivated, in part,
by the previous work of Knott et al., who investigated the
homogeneous nucleation of methane hydrate with computer
simulation.33 Using the “seeding technique” to determine the
relevant parameters in the classical nucleation theory (CNT)
rate expression, Knott et al. computed a nucleation rate on the
order of 10−111 nuclei cm−3 s−1. As the conditions under
consideration were 273 K and 900 atm, and at reasonable
supersaturations of dissolved methane, it was concluded that
methane hydrate must form, not homogeneously, but via a
heterogeneous nucleation mechanism. Aside from seafloor
sediment, permafrost, pipelines, and high-pressure lab equip-
ment, it was speculated that mineral surfaces could act as
catalysts for methane hydrate formation. A systematic study of
the effect of solid particles on the formation of methane hydrate
will help shed light onto the mechanism by which this
important process occurs.
In this article, we use neutron scattering in conjunction with

hydrogen−deuterium isotopic labeling experiments to inves-
tigate methane hydrate formation in the presence of a wide
variety of solid nanoparticles. Much to our surprise, we find that
the kinetics of formation of methane hydrate is insensitive to
the addition of these impurities. We also present results of
molecular dynamics (MD) simulations to probe the molecular
mechanisms by which methane hydrate forms in the presence
of solid surfaces, and find that nucleation happens away from
the solid/liquid interface in all cases studied. Our results
suggest that, with regard to designing improved inhibitors, it
may be advantageous to focus on understanding the mechanism
of methane hydrate formation either in the bulk, or at the gas/
liquid interface.
The remainder of the article is organized as follows. In

section 2, we describe the experimental and simulation
methods. We then present results first from the neutron
scattering experiments, and then from the MD simulations in
section 3. These results are then discussed in section 3.3, and
conclusions are presented in section 4.

2. METHODS
2.1. Time-Resolved Neutron Scattering Experiments. Meth-

ane dissolution and hydrate formation have been studied simulta-
neously by exploiting time-resolved neutron diffraction in conjunction
with H/D isotopic labeling. Experiments were conducted on the
NIMROD40 and SANDALS41 time-of-flight neutron diffractometers at
the ISIS pulsed neutron source, STFC Rutherford Appleton
Laboratory (Didcot, UK). These instruments are optimized for studies
of liquids and amorphous materials containing a high proportion of
hydrogen (1H), and they provide continuous access to a momentum
transfer range 0.02 < Q < 50 Å−1.
The hydrate samples were prepared in situ on the beamline in a

cylindrical geometry null scattering titanium/zirconium alloy pressure
cell, of the type originally developed by Buchanan et al.6 This cell has
height 40 mm, inner diameter 15 mm and wall thickness 3 mm. The

bottom of this cell has a dead-volume that contains a 10 mm steel ball
bearing, and the entire cell system can be inverted with a frequency of
ca. 0.5 Hz in the neutron beam to allow mixing of the sample and the
pressurizing methane gas (see Figure S1). Temperature was controlled
to within ±0.05 °C via a circulating water−glycol heat bath. For each
experiment the sealed/evacuated sample cell was first loaded with 8.3
cm3 of liquid (D2O or D2O + clay/silica) via a bleed-in pipe at the cell
base. Pressurized methane (CH4) was then introduced over the liquid
using a pressurized gas hand pump. Standard working conditions were
180 bar methane and 278 K. At this working pressure, sI methane
hydrate is stable below 293 K.6 Methane pressure was maintained
during the experiment by top-up from the hand-pump.

To ensure thorough and reproducible mixing of the methane gas
and solution, we employed two agitation regimes, referred to as
“standard” and “short”. Both of these agitation regimes are shown
schematically in Figure S1. The first stage in both regimes was
“preproduction”, which consisted of 15 min data collection, followed
by 15 min shaking, then another 15 min data collection, before cooling
over a 30 min interval from 298 to 278 K. In the standard regime, we
then performed the following: ‘stage 0’, 15 min data collection; ‘stage
1’, 1 shake (2 s) then 15 min data collection; ‘stage 2’, 10 shakes (20 s)
then 15 min data collection; ‘stage 3’, 100 shakes (200 s) then 15 min
data collection; and ‘stage 4’, 450 shakes (900 s) then 15 min data
collection. We specify our time origin (t = 0) immediately after stage 0.
We define the “standard agitation time”, ta,st ≈ 80 min, as the time
immediately after stage 4. Data were then collected in 15 min intervals.
All results in the main paper are obtained with this standard agitation
regime. The short regime is used for further control experiments and is
presented in the Supporting Information (S.I.), where further
experimental details can also be found.

The samples studied are summarized in Table 1. The clays we used
are in the 2:1 family, for which the end members are talc and

pyrophyllite (uncharged, hydrophobic) and mica (highly charged,
hydrophilic). To ensure dispersion of the clays, we typically prepared
them in sodium substituted form, with the exception of the high
charge vermiculite which was prepared with propylammonium.

All measurements were made in heavy water D2O as this provides a
strong coherent signal and avoids the high background resulting from

Table 1. Clay and Silica Nanoparticle Samples Studied by
Neutron Scattering (wt % shown in parentheses)a

Sample Morphology C.I. σsurf ζ d

Vermiculite Eucatex
clay (0.5)

Plates (0.92, −) C3H7NH3
+ −0.21 − −

Laponite B clay
(0.5)

Discs (0.92, 25) Na+ −0.12 − 40

Laponite B clay
(2.0)

Discs (0.92, 25) Na+ −0.12 − 25

Laponite RD clay
(0.5)

Discs (0.92, 25) Na+ −0.12 −42.3 40

Laponite RD clay
(2.0)

Discs (0.92, 25) Na+ −0.12 −42.3 25

Smectite SWy-2
clay (0.5)

Plates (0.92, −) Na+ −0.10 −37.0 −

Silica nanospheres
(0.5)

Spheres (−, 20) H3O
+ − −45.3 80

Silica nanospheres
(0.5)

Spheres (−, 80) H3O
+ − −33.7 310

Silica nanospheres
(0.1)

Spheres (−, 80) H3O
+ − −33.7 540

Silica nanospheres
(0.02)

Spheres (−, 80) H3O
+ − −33.7 920

aAll nanoparticles were dissolved in D2O, and the control had no
added nanoparticles. Information on the morphology (thickness,
diameter (nm) shown in parentheses), counterion (C.I.), surface
charge (σsurf, in C m−2), ζ-potential (ζ, in mV) and average particle
separation (d, in nm) is also given, where available. See the S.I. for
further details and results from additional control measurements.
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incoherent scattering from H2O. Physically, all of the systems are low-
viscosity liquids, with the exception of 2 wt % Laponite B which is a
strong gel former, and 2 wt % Laponite RD which forms a thixotropic
gel over ca. 6 h. In the case 2 wt % Laponite B we conducted agitation
over ca. 4 h in total, with data collection of approximately an hour after
each step.
2.2. Molecular Dynamics Simulations. Methane hydrate

formation was investigated with coarse grained and all-atom models
at a variety of surfaces. Specifically, with the coarse grained model we
studied the (111) surface of a face centered cubic (fcc) crystal that
interacted with the water by a Lennard-Jones potential, and a graphene
sheet. A variety of interaction strengths between the surface atoms and
the water molecules was used, giving rise to monomer adsorption
energies to the surface in the range 0.80−20.11 kcal/mol. For each
surface hydrophilicity, a 100 ns isothermal−isobaric simulation was
performed at 250 K and 900 atm, which resulted in a phase separated
mixture of methane and water. Five initial configurations were selected
from the second half of this trajectory, and the velocities were
randomized according to the Maxwell−Boltzmann distribution for a
temperature of 250 K, and the target temperature of the thermostat
was decreased at a rate of 0.1 K/ns. The equations of motion were
integrated until nucleation was observed, which took on the order of
100 ns. We note that although these conditions result in a high driving
force for nucleation, similar protocols have been used previously to
successfully investigate heterogeneous ice nucleation.42−46 This
suggests that if the surfaces were to act as catalysts for methane
hydrate formation, then this would be observed with the simulation
techniques used in this study. Water was modeled using the mW
model.47 Methane-methane and methane-water interactions were
described by the potential outlined by Jacobson and Molinero,48 but
using the reparametrization given by Knott et al.,33 which improves the
solubility of methane at higher pressures. All simulations involving
mW used the LAMMPS simulation package,49 and consisted of 6846
water and 1154 methane molecules.
Recent simulation studies have shown that both of these surfaces

promote ice nucleation.42−46,50,51 As others have suggested that ice
may facilitate hydrate formation by directly affecting the structure of
the interfacial water,24−26 and the fact that the hydrate/liquid and ice/
liquid interfaces have been found to exhibit similar surface free
energies,33 it is interesting to explore hydrate formation in the
presence of these surfaces. In the case of the fcc surface, ice nucleation
was enhanced by promoting epitaxial growth of the crystal, and given
that hexagonal rings of water are a common motif in gas hydrates,
there exists a possibility of a similar mechanism in the current context.
On the other hand, the graphene surface promotes ice nucleation by
inducing layers in the water density normal to the surface, and
provides an alternative mechanism to facilitate methane hydrate
formation other than epitaxial growth.
For studies with the all-atom models, we have investigated methane

hydrate formation in the presence of the clay mineral, kaolinite. The
system, consisting of 2944 water and 512 methane molecules, was
prepared by melting a hydrate crystal at 425 K and 400 bar (394.8
atm) for 20 ns, resulting in a phase separated system with the methane
at the silicate terminated face, and a planar interface separating the
methane and water. Initial configurations were then drawn from this
trajectory, with the velocities randomized with a target temperature of
245 K. Dynamics were then propagated using the GROMACS 4.5.5
simulation package52 at a target pressure of 500 bar. Further details
regarding both the coarse-grained and all-atom simulations are given in
the SI.

3. RESULTS
3.1. Neutron Scattering: Insensitivity of Methane

Hydrate Formation to the Presence of Impurity
Particles. We have used in situ time-resolved neutron
scattering to measure the uptake of protiated methane (CH4)
into deuterated water (D2O) solutions, and have then followed
the subsequent formation of the crystalline methane hydrate sI
structure of composition CH4:D2O ≈ 1.0:5.75. In addition to

the control CH4−D2O system, we have studied these processes
in the presence of a variety of dissolved clay and silica
nanoparticles (both natural and synthetic, see Table 1), as
examples of impurity particles that one might expect to find
under natural and industrial conditions. A broad range of
particles was considered with different surface structures and
hydrophilicities, with a view to exploring generic factors that are
postulated to be relevant in heterogeneous nucleation.
For each run, the function that is extracted from the neutron

scattering data is known as the differential scattering cross
section (DCS), measured in barn steradian−1 atom−1 (b sr−1

atom−1). Of the isotopes in our systems, hydrogen 1H has by
far the largest total neutron scattering cross section (see Table
S1). The overall level of the DCS can therefore be used to
extract the absolute concentration of methane in the samples,
and we estimate the ratio of water to methane molecules to be
approximately 20:1. Moreover, hydrogen 1H has the only
negative scattering length of the species in our samples. This
contrast means that the (110), (200), (210) and (211) sI
hydrate Bragg peaks are intense in our diffraction patterns,
allowing us to monitor, in real time, the growth of the
crystalline phase. This is illustrated in Figure 1.
In Figure 1a, we show the effects of agitation on the sample

containing 0.5 wt % Laponite RD solids. We note that, as
expected, the DCS scattering level increases rapidly on agitation
as methane is dissolved in the solution, but thereafter rises very
slowly over a time scale of hours. Comparing samples in Figure
1b, we see that the total scattering level of the DCS, which
reports directly on the dissolved methane concentration, is
generally decreased in the presence of 0.5 wt % solid additives.
This suggests that, for the methane, there is a (partially)
excluded volume around the solid particles, and certainly no
strong adsorption of methane around the solid surfaces. This
conclusion is supported by results obtained with higher wt %
Laponite samples, where hydrate formation is severely inhibited
(see Figure S4). It should be noted that the presence of
nanobubbles of methane gas can be ruled out, due to the lack of
small-angle scattering from our solutions.
Analysis of the Bragg peaks allows us to obtain a direct

measure of the amount of hydrate crystal in the sample as
function of time, in a way that cannot be obtained by
monitoring, for example, the methane pressure. Figure 1a
already suggests that, while some hydrate forms during the
initial stages of agitation, the crystal growth to equilibrium after
agitation takes several hours. This is in direct contrast to the
uptake of methane, which is relatively constant after agitation
(Figure 2b inset, and Figure S5). In this paper, we are
interested primarily in the relative kinetics of methane hydrate
formation with and without solid additives. To this end, we
have normalized our Bragg peak intensities in two different
ways. If we denote the total area of the Bragg peaks at time t as
ABragg(t), then the first of these approaches normalizes by
ABragg(ta,st), where ta,st ≈ 80 min is the time at the final agitation
step. This is shown in Figure 2a. This normalization
accentuates the underlying kinetics of crystal growth. In the
second approach, shown in Figure 2 (b), ABragg(t) is normalized
by ΔLs(ta,st) ≡ Ls(ta,st)−Ls(0), the scattering level increase at
the final agitation step (see Figure S2). This normalization
scheme has the advantage of removing the effect of random
variations in the methane uptake, which can be up to 10% when
we compare repeats of the same sample (as we have done with
the control system of CH4 in pure D2O). From Figure 2a, we
see that there is no significant difference between the
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underlying kinetics of hydrate formation in the control sample
or any of the systems with solid additives, while Figure 2b
shows that the amount of hydrate formed per unit of dissolved
methane is greatest in the control sample without additives.
These are key results from our neutron scattering experiments,
which are uniquely provided by our combination of isotopic
labeling and in situ total scattering. These experimental data
therefore suggest that the presence of the particulate matter
investigated here has little effect on the formation of methane
hydrate. This is a somewhat striking result, especially when one
considers that the presence of such particles generally enhances
ice formation by orders of magnitude.53,54

With our experimental protocol, however, we cannot
preclude the formation of methane hydrate at interfaces other
than those presented by the mineral particles, such as the
surface of the pressure cell or the gas/liquid interface. To test

whether the surface chemistry of the pressure cylinder
intrinsically lends itself to enhancing nucleation (e.g., by
promoting particular structures in the liquid), we also
conducted further control experiments using the “short”
agitation regime and in the presence of Laponite RD, Fe
powder, graphene oxide, and C12E6 surfactant. None of these
impurities had a significant positive impact on the rate or
quantity of hydrate formation (see Figure S5). This suggests
that if formation is occurring at the surface of the pressure
cylinder, then this is likely due to an enhanced methane
concentration, which is also likely the case at the gas/liquid
interface.

3.2. Molecular Level Mechanism of Hydrate For-
mation from Molecular Dynamics Simulations. To

Figure 1. Methane hydrate formation as studied by neutron diffraction
from CH4 + D2O solutions at 180 bar and 278 K. All results obtained
with the “standard” agitation regime. (a) The effects of agitation time
for a sample containing 0.5 wt % Laponite RD clay, showing the
increase of the DCS level (Eq. S2) and evolution of the sI methane
hydrate Bragg peaks. It is clear that the overall scattering level increases
as methane is dissolved into the D2O. (b) The effects of different solid
additives (0.5 wt %) as seen in the DCS at time ta,st. Note that the
scattering level is highest for the control sample of CH4 + D2O
without added solids. The SiO2 sample consists of 20 nm spheres.

Figure 2. Time evolution of ABragg(t), the total area of the (110),
(200), (210) and (211) Bragg peaks. The shaded blue regions show
the time over which standard agitation was performed. (a) ABragg(t)/
ABragg(ta,st). There is no significant difference between the control and
any of the samples in terms of hydrate formation kinetics. (b)
ABragg(t)/ΔLs(ta,st), where ΔLs(ta,st) is the scattering level increase at
ta,st (proportional to the amount of dissolved methane). The quantity
of hydrate formed per unit of dissolved methane is either similar to, or
less than, the control sample. Inset: Time evolution of ABragg(t)/
ABragg(tf,st) and ΔLs(t)/ΔLs(tf,st) for the control sample, where tf,st =
410 min. This shows that the uptake of methane into solution
completes on a much quicker time scale than the evolution of sI
hydrate.
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provide insight into these experimental results, we have also
performed a series of MD simulations. We begin by discussing

results from our simulations of an all-atom representation of a
water/methane/kaolinite system. In total, we performed ten

Figure 3. Snapshot of hydrate nucleation in the presence of kaolinite. Methane carbon atoms are shown by gray spheres, “hydrate-like” oxygen atoms
are depicted by blue bonds (for clarity, other water molecules are not shown). Oxygen atoms of the kaolinite are shown in red, hydrogen in white,
aluminum in pink and silicon in yellow. Nucleation is observed away from the kaolinite surface. The snapshots shown in panels a and b were initiated
from different configurations.

Figure 4. Methane hydrate formation in the presence of solid surfaces occurs away from the surface, as seen in snapshots from MD simulations.
Results for a range of water surface interaction strengths are shown, measured by the adsorption energy of a single water molecule to the surface. The
adsorption energies are (in kcal/mol): (a) 0.82; (b) 8.01; (c) 15.46; and (d) 20.11. The large light-gray spheres show the surface atoms, the small
dark-gray spheres show methane molecules and bonds between “hydrate-like” water molecules are shown by red lines. (For clarity, the remaining
water molecules are not shown.) Regardless of the hydrophilicity, nucleation is always observed away from the fcc surface. The blue lines show the
boundary of the periodic simulation cell: the area of the surface was approximately 6.1 × 5.7 nm2 and the distance normal to the surface was allowed
to fluctuate to maintain constant pressure (approximately 7 nm). In panel e, we show time-resolved snapshots (time indicated in top right corner of
each panel) of the nucleation event shown in panel b. Hydrate cages are colored: violet, 512; green, 51262; black, 51263; and orange 51264.
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simulations, starting from configurations in which the methane/
water interface was planar. In eight of these, this fluctuating
planar interface was stable on the microsecond time scale, and
hydrate nucleation was not observed. In two of the simulations,
however, a spontaneous fluctuation resulted in the formation of
a cylindrical nanobubble, which led to an increase in dissolved
methane concentration due to Laplace pressure effects.13 In
Figure 3, we present snapshots from the two successful
nucleation events. By using the CHILL+ algorithm, an
algorithm based on local bond order parameters, to identify
“clathrate-like” water molecules,55 we can clearly see that
nucleation is occurring away from either kaolinite surface in
both instances. (Hydroxyl oxygen atoms belonging to the
kaolinite were also included in the CHILL+ analysis.) The
results from the simulations with the kaolinite surface are
consistent with our experimental finding that the addition of
mineral particles has little effect on the formation of methane
hydrate. However, the cost of a model that attempts to capture
the atomistic details of a surface similar to those probed
experimentally is computationally demanding, making it
difficult to go beyond the qualitative insight obtained from
the snapshots presented in Figure 3.
To go further, we have also investigated methane hydrate

formation with a coarse grained description of water and
methane in the presence of two types of model surface: the
(111) surface of a fcc crystal; and a graphene sheet. While with
these types of models we are not directly attempting to describe
nucleation on any particular surface, by altering the interaction
strength of the surface with the water molecules, and by using
two distinctly different types of surface, we are able to
investigate both the effect of surface hydrophilicity and surface
structure on hydrate nucleation. This allows us to gain general
insight into the role of surface hydrophilicity in the nucleation
of methane hydrate, as a complement to the neutron scattering
experiments and the atomistic simulations that probe the
formation of methane hydrate in the presence of specific
surfaces.
Whereas the fcc and graphene surfaces facilitate ice formation

by distinctly different mechanisms,42−46,50,51 in the case of
methane hydrate, however, no qualitative differences between
the two surfaces is observed. We therefore limit ourselves here
to discussion of results from the fcc surface, and provide the
results from the graphene surface in the S.I. (Figures S8 and
S9). In Figure 4, we show representative snapshots of
nucleation events in the presence of the fcc surface with four
different hydrophilicities (results from a further two hydro-
philicities are presented in Figures S6 and S7). In each
snapshot, we are showing bonds between water molecules that
are classed as “hydrate-like” according to the CHILL+
algorithm.55 Although our liquid film is relatively thin (ca. 7
nm), it can be clearly seen that in all cases, the mechanism of
hydrate formation is the same, and that nucleation occurs away
from the solid surface. Moreover, the nucleation mechanism
appears to follow that reported in previous simulation studies of
homogeneous nucleation.9,10 This is exemplified by Figure 4e,
which shows time-resolved snaphots of one of the nucleation
events. Here we can see the initial formation of face-sharing 512

cages, followed by the subsequent formation of larger cages.
Overall, from both the all-atom and coarse grained simulations,
we see that the presence of solid surfaces has little effect on the
molecular mechanism by which methane hydrate forms.
3.3. Discussion. The fact that in both our experiments and

simulations the introduction of impurity particles has little

effect on methane hydrate formation is, at face value, surprising.
The explanation we provide, however, is straightforward and is
due to the different chemical natures of methane and water.
Previous simulation studies9,10,13 have shown that for hydrate
nucleation to proceed, the dissolved methane molecules need
to aggregate as solvent-separated pairs, requiring the water and
the methane to be mixed. Whereas water molecules are polar
and are able to form relatively strong hydrogen bonds, methane
molecules are nonpolar and interact primarily through much
weaker dispersion interactions. The different chemical natures
of methane and water therefore make it unlikely that the surface
of a dissolved particle will simultaneously display a strong
affinity for both species so as to promote their mixing at the
microscopic level. Such behavior is displayed in Figure 5, which

shows the density at 250 K and 900 atm of both water and
methane above the fcc surfaces shown in Figure 4. At the most
hydrophobic surface, Figure 5a, the methane is in contact with
the surface, with negligible water content within 0.5 nm. As the
surface hydrophilicity increases, Figure 5b−d, we find that the
situation is reversed, with methane generally excluded from the
surface. (The small peak in the methane density near the
surface shown in Figure 5b corresponds to an average of fewer
than five methane molecules within our approximately 6.1 × 5.7
nm2 surface simulation cell.) The shaded gray areas in Figure 5
span the range of approximate heights above the surface at
which nucleation was observed (details given in the S.I.), and
clearly show that nucleation is always observed at distances h >
1 nm from the surface. Despite the fact that nucleation does not
occur at the surface, we show in Table S2 that some surface-
dependence is observed for the temperature at which

Figure 5. Surfaces either prefer water or methane but not both, as
illustrated by the densities of water ρW(h) (blue) and methane ρM(h)
(red) vs distance h from the fcc surfaces shown in Figure 4. The
adsorption energy of a single water molecule to the surface is (in kcal/
mol): (a) 0.82; (b) 8.01; (c) 15.46; and (d) 20.11. At the most
hydrophobic surface (a), methane forms a contact layer with little
water found close to the surface. At the more hydrophilic surfaces (b−
d), the situation is reversed. The shaded gray areas span the range of h
at which nucleation was observed: in all cases, h > 1 nm, i.e.,
nucleation directly at the solid surface is not observed.
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nucleation occurs. Though this might be interpreted as
evidence of the surfaces promoting nucleation, inspection of
Figure 5 (see also Figures S7 and S9, and Table S2) shows that
this dependence is correlated with an increase in the
concentration of dissolved methane. Due to finite size effects
on the water−methane interfacial curvature,13 it is possible such
dependence disappears in the thermodynamic limit. It does
suggest a possibility, however, that although the surfaces do not
faciliate methane hydrate formation directly, they may do so
indirectly, if they have a significant effect on the uptake of
methane into solution. This is consistent with recent
experimental results, which show that confinement effects
within cavities of activated carbon can also alter local methane
concentration and promote hydrate formation.32

As discussed in the section 1, a motivation for this work was
the finding from a previous simulation study that the
homogeneous nucleation rate of methane gas hydrate under
realistic conditions was effectively zero.33 Cha et al.22 had
previously reported that bentonite significantly enhanced
hydrate formation (although for a gas mixture rather than
pure methane), as well as raising the dissociation temperatures
and pressures compared to the pure water and gas system. On
the other hand, Uchida et al.56 found that for low water
content, bentonite substantially decreased the dissociation
temperature of the hydrate, and for higher water contents,
either had no effect or slightly increased the dissociation
temperature of the hydrate by at most 0.5 K. The results
presented in this study suggest that mineral impurity particles
are not the most likely source of heterogeneous nucleation
sites. Although our simulations use a high driving force,
previous experience with ice nucleation42−46 suggests that we
would still expect to see an effect of the surfaces if they were to
promote nucleation. Our neutron scattering experiments also
indicate that particulate matter has little effect on methane
hydrate formation, and our test experiments suggest that if it is
facilitated by the container wall, then this is likely due to an
enhanced concentration of methane at the interface. This
appears to be supported by X-ray tomographic microscopy
images57 of the early stages of methane hydrate formation in
the ocean, which showed methane hydrate formation at the
surfaces of gas bubbles, where dissolved gas concentrations are
likely to be high. Similarly, Chaouachi et al.58 used X-ray
tomographic microscopy to image xenon gas hydrate formation
in quartz and glass bead matrices. In samples with no history of
gas hydrate formation, the crystals were seen to form at the
gas/liquid interface. On the other hand, in samples prepared by
melting gas hydrate, such that the resulting fluid was gas
enriched, formation was observed in the bulk. Interestingly, a
liquid film of several micrometers was observed between the
solid surfaces and the resulting crystal. It was also observed that
for hydrophobic quartz, a layer of gas instead separated the
hydrate from the surface, suggesting that the hydrate crystal,
which is generally considered “hydrophilic”, prefers to form a
low energy interface with the gas instead of quartz.

4. CONCLUSIONS
Using both neutron scattering experiments and MD
simulations, we have found that methane hydrate formation is
insensitive to the addition of impurity particles. In all of our
MD simulations, both atomistic and coarse grained, we always
observe nucleation occurring away from the surface. We
attribute this observation to the different chemical natures of
methane and water making it unlikely that the surface of a

dissolved particle will simultaneously display a strong affinity
for both species so as to promote their mixing at the
microscopic level. Although experimentally we cannot preclude
the formation of methane hydrate on the surface of the pressure
cylinder, our test experiments suggest that if this is the case,
then this is likely due to an enhanced methane concentration,
rather than the surface chemistry of the cylinder intrinsically
promoting methane hydrate formation. It is also likely that
methane hydrate is forming close to the gas/liquid interface,
where dissolved methane concentrations are likely to be higher.
In this study, we have investigated the effect of impurity

particles only on the formation of methane hydrate. In the case
that other gas molecules are present, one may not necessarily
expect to observe the same behavior as we have seen here, even
though the nucleation mechanisms for larger or more miscible
guest molecules share many similarities with that of small guest
molecules like methane.59 For more hydrophilic or water-
soluble guest molecules (e.g., THF or CO2), impurity particles
may indeed promote hydrate formation in a similar fashion to
heterogeneous ice nucleation.28−31,60 We finish with a com-
ment regarding hydrate inhibition. One mechanism by which
kinetic inhibitors function is to bind to surfaces of the hydrate
crystal.4 If methane hydrate formation is occurring away from
the mineral surfaces, then one possible way to improve the
performance of such inhibitors is to weaken their affinity for
adsorption to the surfaces of dissolved solid particles.
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