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1 Introduction

We investigate one-dimensional model of motion for a barotropic compressible fluid.
The model is described in the Lagrangian mass coordinates (x, t) by the system of
equations

vt + p(ξ−1)x = µ(Tv)xx,

ξt − vx = 0,
(1)

where v-the velocity and ξ-the specific volume (ξ−1(x, t) = %(x, t)- the density) are
unknown functions; µ is a positive constant viscosity coefficient and p = p(%) = p(ξ−1)
describes the pressure of fluid as a function of density.
By conservation of total mass and after normalising the total initial mass to 1 the free
boundaries become fixed (x ∈ [0, 1]) in terms of Lagrangian coordinates [1] and our
system may by supplied with the Neumann boundary condition given as follows

µ(Tv)x − p(ξ−1)
∣∣∣
x=0

= µ(Tv)x − p(ξ−1)
∣∣∣
x=1

= −P, (2)
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where P stands for the constant external pressure.
We assume constitutive equation as for isentropic processes

p(%) = a%γ with constants γ > 3 and a > 0, (3)

additionally we introduce a function G(%) = a
γ−1%

γ−1.
The initial conditions are v(x, 0) = v0(x), ξ(x, 0) = ξ0(x), and they satisfy∫ 1

0
v0(x)dx = 0, 0 < ξ0− ≤ ξ0(x) ≤ ξ0+ <∞, ξ0(0) = ξ0(1), (4)

for some positive constants ξ0−, ξ0+.

From the physical point of view the assumption γ > 3 is not satisfactory, since for
most gases the heat capacity ratio is about 7

5
. On the other hand, it allows for simpli-

fication while we show the upper bound on a density for approximative system. This
is just a technical assumption often used for the sake of simplicity and transparency
of the proof [11] and there are some well known techniques extending the results for
γ > 1 for the similar type of equations [7], [9]. It seems that for our model the case
1 < γ ≤ 3 can also be studied, as far as strong convergence and local existence results
are concerned, and we shall come back to this problem in a future publication.

On the r.h.s. of first equation of system (1) we find a pseudo-differential operator
acting on the velocity function v, being a modification of the standard Laplacian. Its
definition is based on the properties of space of weak solutions to (1)+(2) which is the
Neumann-boundary problem. We immerse a space of weak solutions in L2(0, 1) - the
closure of linear combinations of smooth functions that form a standard base for the
Neumann-boundary problem:

wk(x) =
cos(πkx)

‖ cos(πk ·)‖L2(0,1)

k = 0, 1, . . . .

Thus, we may describe any function f ∈ L2(0, 1) as f(x) =
∑∞

k=0 fkwk(x). Staying
within above notation we define an operator

T : L2(0, 1)→ L2(0, 1), Tf(x) =
∞∑

k=R+1

fkwk(x),

where we assume that R is a positive fixed natural number.
The operator T is thus a projector which omits first R modes of the function. This
feature causes that the dissipation of energy appears (see Lemma 4) only for high
fluctuations and does not involve low modes (lower than R).
If the system exhibits only low modes, the right hand side of the first equation in (1)
disappears, thus the equations have features of the Euler’s system for compressible
inviscid flow; for modes grater than R we have Navier-Stokes type equations with the
dissipation of energy proportional to a degenerate viscosity coefficient µ > 0.
For one-dimensional Navier-Stokes system with external force it has been proved (see
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[14],[10]) that the global solutions exist, and that any solution tends to the stationary
solution [8]. Similar results exist for system with density-dependent viscosity [3]. There
are also some attempts developing this theory for descriptions of heat-conducting gases
undergoing dynamic combustion [6] or/and including radiative and self-gravitation
effects [4]. These models arise from astrophysical hydrodynamics and are usable to
describe how the matter behaves inside a viscous gaseous star [13], [5]. Our system
may be treated as a simple mathematical model of a single layer of star’s atmosphere
bounded by an external pressure P , if the star is spherically symmetrical and the radius
is suitable large to justify passing over the influence of curvature.
The objective of this paper is to show an existence of regular solutions to the problem
(1)+(2). To obtain a global in time existence we need first a local in time existence
and then some information about solutions uniformly in time. Local existence for the
Navier-Stokes equations in a general three-space dimensional case has been recognized
alike for the homogenous Dirichlet problem [7] as well as for the Neumann condition
given on a free boundary [12]. Nevertheless, the method presented here is an application
of other technique, introduced by Kazhikhov (see [14]), after noticing that on the level
of the Galerkin approximations the first equation of (1) may be stated as follows

vt + p(ξ−1)x = µvxx − µ((1−T)v)xx, (5)

where (1 − T)vxx is an analytic function, since R is a fixed positive number, and its
norm is controlled by the norm of v due to the energy equality, thus it may be treated
as given one as an external force f . This approach causes that all the constants that
appear throughout the paper are highly dependent on R, but we are not interested in
knowing the precise expression for this dependence as we assumed R to be a constant,
positive parameter of the system.
To find the regular solutions to the problem (1), we should validate its well posedness
in the classical sense. To avoid such difficulties we will work with weak solutions to
(1)+(2), although the final regularity allows us to call them regular.

Definition (Weak solutions). We say a pair of functions

v ∈ W 2,1
2 ((0, 1)× (0, T )) and ξ ∈ L∞(0, T ;H1(0, 1))

is a weak solution to the problem (1)+(2) provided:
1. for each ϕ ∈ C1(0, T ;H1(0, 1)),

∫ 1

0
ϕ(x, t)dx = 0, the equalities

(vt, ϕ)− (p(ξ−1)− P, ϕx) + µ(Tvx, ϕx) = 0
ξt − vx = 0

(6)

are fulfilled in the sense of distributions on time interval [0,T] and
2. v(x, 0) = v0, ξ(x, 0) = ξ0.

This definition, as the only in this paper, will be simply referred to as "the Defini-
tion" in the further part, and the system (6) as "the weak formulation".
We require from v regularity, which is not optimal to the weak formulation, however
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such high smoothness will be necessary to show uniqueness of the solution defined
above.
The local existence of solutions is provided due to theorem

Theorem A (Local in time existence). Assuming (3), (4), R is a fixed positive
number and that v0, ξ0 ∈ H1(0, 1), there exists T0 > 0 such that there exists unique so-
lution to the problem (1)+(2) in the sense of Definition on time interval [0, T ], T < T0.
Moreover, ξ is strictly positive on time interval [0, T ].

The proof is based on the Galerkin approximations and an additional energy esti-
mate that enables to control the norm of nonlinear term.

Our principal result reads as follows

Theorem B (Global in time existence). Assuming (3), (4), µ � 1, R is a
fixed positive number and that v0, ξ0 ∈ H1(0, 1), there exists global in time solution to
problem (1)+(2) such that

v ∈ W 2,1
2(loc)((0, 1)× (0,∞)), ξ ∈ L∞(0,∞;H1(0, 1)),

and 0 < ξ− ≤ ξ(x, t) ≤ ξ+ <∞,
for all (x, t) ∈ (0, 1)× [0,∞), where ξ−, ξ+ are strictly positive constants.

The main difficulty in proof of Theorem B is to show uniformly boundedness of the
density %(x, t) ≥ ξ−. The idea comes from P. B. Mucha [2] and requires an assump-
tion of smallness of viscosity coefficient µ, which is the most interesting case from the
physical point of view. For a sake of Neumann-boundary condition we have a global
existence without assumption of smallness of initial data. In case of Dirichlet boundary
condition, smallness of data is required, but it depends only on γ [10].
In the following section we investigate behaviour of solution to (1) on the boundary in
classical sense, to introduce a suitable form of approximate solutions in the Galerkin
method.
Section 3 is devoted to the proof of Theorem A. We start with energy equality and
estimate, from which we obtain a sufficient information to pass to weak limit and jus-
tify the local existence of solutions. However, to show uniqueness, there is a need to
improve regularity of v.
In Section 4, we present the proof of Theorem B. Global in time estimates for v, G(ξ−1)
and the upper bound on ξ enable to justify that ξ belongs to L∞(0,∞;H1(0, 1)) and,
as a consequence, separation of ξ from zero, globally in time.
Notations:

∂f

∂a
= ∂af = fa, (f, g) =

1∫
0

f · gdx,

‖f‖W 2,1
2 ((0,1)×(0,T )) =

2∑
k=0

‖∂kxf‖L2((0,1)×(0,T )) +
1∑

k=0

‖∂kt f‖L2((0,1)×(0,T )).
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2 An estimate of the solution on the boundary
The first equation of (1) together with boundary and initial conditions lead to a con-
clusion that

∫ 1

0
v(x, t)dx = 0, thus it is reasonable to look for function v(x, t) of the

structure

v(x, t) =
∞∑
k=1

λk(t)ωk(x), (7)

where the λk(t) are at least of class C1(0,∞).

Lemma 1. Assume (4). Then for all t ≥ 0 there exists a C1(0, t) function ξ∗(t) being
a unique solution to (2), i.e.

ξ(0, t) = ξ(1, t) = ξ∗(t).

Moreover
0 < ξ̄− ≤ ξ∗(t) ≤ ξ̄+ <∞,

where ξ̄− and ξ̄+ are independent of t.

Proof. According to definition of the operator T and to the structure of function v we
get ((1−T)v)x

∣∣
(b,t)

= 0, for b ∈ {0, 1}. Therefore, one can reduce (2) to an ODE

µξt =
a

ξγ
− P (8)

subject to the initial condition ξ(x, 0) = ξ0(x). From the classical theory, there exists
a unique solution with continuous first time derivative that may be extended to the
whole half line.
Since ξ0(0) = ξ0(1), we see that we have ξ(0, t) = ξ(1, t), for all t ∈ [0,∞). Thus the
function ξ∗(t) is a unique solution of (8) with the initial condition ξ∗(0) = ξ0(0).
Note, that for t→∞

lim
t→∞

ξ∗(t) =
( a
P

) 1
γ
.

Indeed, as we may construct the appropriate Lyapunov function for the equation (8)
V (ξ) ∈ C1(Q), where Q = {ξ : |

(
a
P

) 1
γ − ξ| ≤ |

(
a
P

) 1
γ − ξ0|},

V (ξ) =

(
a

ξγ
− P

)2

.

Now, since ∇V · ξt < 0 for ξ ∈ Q\{
(
a
P

) 1
γ } we get, by the Lyapunov Stability Theorem,

that
(
a
P

) 1
γ is an asymptotically stable fixed point of (8). And thus the limit in question

exists. Moreover, there are exactly three possibilities for ξ∗(t) to be bounded depending
on the sign of its time derivative given by (8)

• if ξ0 <
(
a
P

) 1
γ , then ξ∗(t) is increasing and 0 < ξ0 ≤ ξ∗(t) ≤

(
a
P

) 1
γ <∞,
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• if ξ0 =
(
a
P

) 1
γ then ξ∗(t) is constant,

• if ξ0 >
(
a
P

) 1
γ , then ξ∗(t) is decreasing and 0 <

(
a
P

) 1
γ ≤ ξ∗(t) ≤ ξ0 <∞.

�

Define function θ(x, t) as an extension of ξ∗(t) to the whole region [0, 1] × [0,∞) by
constancy along each straight line x = C:

θ(x, t) = θ(t) := ξ∗(t). (9)

3 Proof of Theorem A

In order to prove Theorem A we first construct a finite-dimensional approximation of
solutions to (1), and then pass to the limit. This is called Galerkin’s method.

3.1 Galerkin approximations

Define the spaces:

W = {ϕ ∈ C1(0, T ;H1(0, 1)) :

1∫
0

ϕ(x)dx = 0} =

= {ϕ ∈ C1(0, T ;H1(0, 1)) : ϕ =
∞∑
k=1

αk(t)wk},

WN = {ϕ ∈ C1(0, T ;H1(0, 1)) : ϕ =
N∑
k=1

αNk (t)wk},

WN,x = {ϕ ∈ C1(0, T ;H1(0, 1)) : ϕ =
N∑
k=1

αNk (t)wk,x}

For fixed integer N , we shall look for the functions vN , ξN of the form:

vN(x, t) = θt(t)

(
x− 1

2

)
N

+
N∑
k=1

αNk (t)wk(x) ξN(x, t) = θ(t)· 1N,x +
N∑
k=1

βNk (t)wk,x,

(10)
where ϕN , ϕN,x denote a projection of function ϕ on WN , WN,x, respectively, such
that for all k = 1, . . . N the coefficients αNk (t), βNk (t) satisfy

αNk (0) = (v0 − (x− 1

2
)Nθt(0), wk), βNk (0) =

1

(kπ)2
(ξ0 − θ(0)· 1N,x, wk,x), (11)
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βNk (t) = βNk (0) +

t∫
0

αNk (s)ds, (12)

and
(vN,t, wk)− (

a

ξγN
− P,wk,x) + µ(TvN,x, wk,x) = 0 (13)

in the sense of distributions on time interval [0, T ].

Theorem 2 (Construction of approximate solutions). For N sufficiently large there
exists the unique pair of functions vN , ξN of the form (10) satisfying (11), (12) and
(13) in the sense of distributions on time interval [0, T ].

For the proof see Appendix A.
In consequence, the pair of functions vN , ξN fulfils weak formulation in sense of the
Definition for each ϕ ∈ WN .

Remark 3. The assumption ξ0 > 0 is equivalent to initial density %0(x) = ξ−10 greater
than 0 for all x ∈ (0, 1). Therefore the classical solution of second equation of (1)
satisfies

ξ(x, t) > 0 ∀(x, t) ∈ (0, 1)× (0, T ).

Indeed, as ξt = − %t
%2
, thus %t

%
= −%vx, and hence

ξ−1(x, t) = %(x, t) = %0(x) exp{−
t∫

0

%vxdt} > 0.

This property may be transcribed into ξN(x, t) (forN sufficiently large) by an analogous
argument, since we observe that for N sufficiently large ξN(x, 0) > 0.

3.2 Energy estimates

To obtain local existence of weak solutions we need uniform estimates.

Lemma 4 (The energy equality). Let vN , ξN satisfy weak formulation in the sense of
the Definition for each ϕ ∈ WN , then

1∫
0

(
1

2
v2N(x, T ) +G(ξ−1N )(x, T )

)
dx+ PV (T ) + µ

T∫
0

1∫
0

|TvN,x|2dxdt =

=

1∫
0

(
1

2
v2N,0 +G(ξ−1N,0)

)
dx+ PV (0)

holds for any T < T0.
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Proof. Putting ϕ = vN ∈ WN into the Definition, we get

(vN,t, vN)− (
a

ξγN
− P, vN,x) + µ(TvN,x, vN,x) = 0. (14)

Since T is the projector, we have

µ

1∫
0

TvN,xvN,xdx =

1∫
0

|TvN,x|2dx,

also by the definition of function G(· )

−
1∫

0

p(ξ−1N )vN,xdx = −
1∫

0

p(ξ−1N )ξN,tdx =
d

dt

1∫
0

G(ξ−1N )dx,

P

1∫
0

ξN,tdx = P
d

dt

1∫
0

ξdx =
d

dt
PV (t),

where V (t) is the volume of fluid in the Eulerian coordinates. After these transforma-
tions we obtain an equation

d

dt

1∫
0

(
1

2
v2N +G(ξ−1N ))dx+

d

dt
PV (t) + µ

1∫
0

|TvN,x|2dx = 0, (15)

integrating from 0 to T we get the thesis.

�

Later on we will need another form of (15) which is a consequence of formula (5)

d

dt

1∫
0

(
1

2
v2N +G(ξ−1N ))dx+

d

dt
PV (t) + µ

1∫
0

(vN,x)
2dx = −

1∫
0

fNvNdx, (16)

where we denote fN = µ(1−T)vN,xx = µ
∑R

k=1 α
N
k (t)wk,xx(x).

Remark 5. Above lemma yields an estimate on the norm of vN in L∞(0, T ;L2(0, 1)),
which in turn implies a suitable estimate on ‖fN‖L∞(0,T ;L2(0,1)).

Lemma 6 (The energy estimate). There exists a constant C, depending on a, P, µ, γ
and T , such that for any T < T0 holds

sup
t∈[0,T ]

‖ξN(t)‖H1(0,1) + ‖vN‖L2(0,T ;H1(0,1)) ≤ C.
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Proof. This time we take as a test function ξN,x(x, t) ∈ WN

(vN,t, ξN,x)− (
a

ξγN
− P, ξN,xx) + µ(TvN,x, ξN,xx) = 0.

Note, that transforming respective elements of this equation we get
1∫

0

vN,tξN,xdx =
d

dt

1∫
0

vNξN,xdx−
1∫

0

vNξN,txdx =
d

dt

1∫
0

vNξN,xdx+

1∫
0

v2N,xdx,

−
1∫

0

(
a

ξγN
− P )ξN,xxdx+µ

1∫
0

TvN,xξN,xxdx =

=

1∫
0

(
a

ξγN

)
x

ξN,xdx− µ
1∫

0

ξN,xtξN,xdx+ µ

1∫
0

(1−T)vN,xxξN,xdx

= −γ
1∫

0

a

ξγ+1
N

ξ2N,xdx−
µ

2

d

dt

1∫
0

ξ2N,xdx+

1∫
0

fNξN,xdx,

altogether leads to equality

d

dt

1∫
0

(µ
2
ξ2N,x − vNξN,x

)
dx + γa

1∫
0

ξ2N,x

ξγ+1
N

dx =

1∫
0

v2N,xdx +

1∫
0

fNξN,xdx. (17)

Now we multiply (16) by the constant B = 4
µ
, and then add to equation (17), to find

d

dt

 1∫
0

(
µ

2
ξ2N,x +

B

2
v2N − vNξN,x +BG(ξ−1N )

)
dx+BPV (t)

+

+γa

1∫
0

ξ2N,x

ξγ+1
N

dx+ (Bµ− 1)

1∫
0

v2N,xdx

=

1∫
0

(fNξN,x −BfNvN)dx. (18)

Employing to the r.h.s. of above equation Hölder’s and Cauchy’s inequalities and
taking into account that 4

µ

∫ 1

0
G(ξ−1N ) > 0, 4

µ
PV (t) > 0 we get

d

dt

 1∫
0

(
µ

2
ξ2N,x +

2

µ
v2N − vNξN,x +

4

µ
G(ξ−1N )

)
dx+

4

µ
PV (t)

+γa

1∫
0

ξ2N,x

ξγ+1
N

dx+3

1∫
0

v2N,xdx

≤ 5

µ
‖fN‖2L2(0,1) +

1∫
0

(
µ

2
ξ2N,x +

2

µ
v2N − vNξN,x +

4

µ
G(ξ−1N )

)
dx+

4

µ
PV (t). (19)
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Denote:

η(t) :=

1∫
0

(
µ

2
ξ2N,x +

2

µ
v2N − vNξN,x +

4

µ
G(ξ−1N )

)
dx+

4

µ
PV (t),

χ(t) :=
5

µ
‖fN‖2L2(0,1).

Using again Cauchy’s inequality we deduce

η(t) ≥
1∫

0

(
µ

4
ξ2N,x +

1

µ
v2N +

4

µ
G(ξ−1N )

)
dx+

4

µ
PV (t) ≥ 0.

Hence, according to our denotations, inequality (19) reads

η′(t) ≤ η(t) + χ(t).

Using the Gronwall inequality we get the following estimates:

sup
t∈[0,T ]

‖ξN(t)‖2H1(0,1) ≤
4

µ
eT
(
η(0) +

5

µ
‖fN‖2L2(0,T ;L2(0,1))

)
,

sup
t∈[0,T ]

‖vN(t)‖2L2(0,1) ≤ µeT
(
η(0) +

5

µ
‖fN‖2L2(0,T ;L2(0,1))

)
,

sup
0<t<T

V (t) ≤ µ

4P
eT
(
η(0) +

5

µ
‖fN‖2L2(0,T ;L2(0,1))

)
,

and

sup
t∈[0,T ]

4

µ

1∫
0

G(ξ−1N )(x, t)dx = sup
t∈[0,T ]

4a

µ(γ − 1)

1∫
0

ξ1−γN (x, t)dx =

= sup
t∈[0,T ]

4a

µ(γ − 1)
‖ξ

1−γ
2

N (t)‖2L2(0,1) ≤ eT
(
η(0) +

5

µ
‖fN‖2L2(0,T ;L2(0,1))

)
. (20)

Moreover, integrating (19) with respect to t in the interval [0, T ] we obtain

‖vN,x‖2L2(0,T ;L2(0,1))
= ‖ξN,t‖2L2(0,T ;L2(0,1))

≤ T eT + 1

2

(
η(0) +

5

µ
‖fN‖2L2(0,T ;L2(0,1))

)
,

and

γa

T∫
0

1∫
0

(ξN,x)
2

ξγ+1
N

(x, t)dxdt =
4γa

(1− γ)2

T∫
0

1∫
0

[(
ξ

1−γ
2

N

)
x

]2
(x, t)dxdt =

=
4γa

(1− γ)2
‖ξ

1−γ
2

N ‖2L2(0,T ;H1(0,1)) ≤ (T eT + 1)

(
η(0) +

5

µ
‖fN‖2L2(0,T ;L2(0,1))

)
.
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Remark 7. From the energy equality fN is bounded in L∞(0, T ;L2(0, 1)), in particular

‖fN‖2L∞(0,T ;L2(0,1))
< C,

where C is a constant, that depends on P, a, µ, γ and initial data, but it does not
depend on T .

With this remark we complete the proof of the energy estimate.
�

Till now we have proved the following inclusions:

ξN ∈ L∞(0, T ;H1(0, 1)), ξ
1−γ
2

N ∈ L∞(0, T ;L2(0, 1)), vN ∈ L∞(0, T ;L2(0, 1)), (21)

ξN,t ∈ L2(0, T ;L2(0, 1)), ξ
1−γ
2

N ∈ L2(0, T ;H1(0, 1)), vN ∈ L2(0, T ;H1(0, 1)).(22)

At the beginning of this subsection we substantiated that for N sufficiently large,
ξN(x, t) > 0, now we will prove that it is indeed separated from zero.
Lemma 8. There exists a positive constant K, such that for N sufficiently large

ξN(x, t) ≥ K > 0 for (x, t) ∈ [0, 1]× [0, T ].

Proof. Let α > 0, then supt∈[0,T ]
∫ 1

0

∣∣(ξ−αN )x∣∣ = supt∈[0,T ]
∫ 1

0
|ξN |−(α+1) |ξN,x|. Employing

the Cauchy-Schwarz inequality we obtain that for any t ∈ [0, T ]

1∫
0

|ξN |−(α+1) |ξN,x| ≤ sup
0<t<T

‖ξN,x‖L2(0,1)

 1∫
0

|ξN |−2(α+1)


1
2

.

From (21) we deduce that ξ−(α+1)
N ∈ L∞(0, T ;L2(0, 1)), iff −2(α + 1) = 1 − γ, and

γ > 3. Observe, that by the Theorem 2, ξN(x, t) are continuous positive functions,
moreover

ξ−αN ∈ L∞(0, T ;W 1
1 (0, 1)) ⊂ L∞(0, T ;C0[0, 1]).

The norm ‖ξ−αN ‖L∞(0,T ;C0[0,1]) ≤ M for some constant M and α > 0, therefore we have
that

0 <
1

M
≤ ess inf

t∈(0,T )
‖ξ−αN (t, x)‖−1C0[0,1]

and recalling that every ξN(x, t) is positive and continuous we obtain the existence of
a positive constant K, such that

ξN(x, t) ≥ K > 0.

Let us underline that K depends on M and is highly depending on T .
�

Now we shall estimate the norm of pressure

‖p(ξ−1N )‖L2(0,T ;H1(0,1)) ≤ CPa‖
(
ξ−γN
)
x
‖L2(0,T ;L2(0,1))

≤ CPaK
−γ+1

2 ‖
(
ξ

1−γ
2

N

)
x
‖L2(0,T ;L2(0,1)) ≤ CPaK

−γ+1
2 ‖ξ

1−γ
2

N ‖L2(0,T ;H1(0,1)),

where CP is a constant from the Poincare inequality. According to (22) we arrive at

p(ξ−1N ) ∈ L2(0, T ;H1(0, 1)). (23)
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3.3 Existence

The estimates from the previous subsection imply

sup
t∈[0,T ]

(‖vN(t)‖L2(0,1)+‖ξN(t)‖H1(0,1))+‖vN‖L2(0,T ;H1(0,1))+‖p(ξ−1N )‖L2(0,T ;H1(0,1)) ≤ C

for some constant C depending on µ, P , γ, a, initial data and T . As a result we may
estimate ‖vN,t‖L2(0,T ;H−1(0,1)), where H−1(0, 1) = W ∗.
Now we pass to limits as N →∞ to obtain a weak solution to our problem in the sense
of Definition.

Theorem 9. There exists a weak solution to (1)+(2).

Proof. Since the sequence {vN}∞N=1 is bounded in L2(0, T ;H1(0, 1)), and {vN,t}∞N=1 is
bounded in L2(0, T ;H−1(0, 1)), there exists a subsequence {vNl}∞l=1 ⊂ {vN}∞N=1, s. t.

vNl ⇀ v ∈ L2(0, T ;H1(0, 1)),
vNl,t ⇀ vt ∈ L2(0, T ;H−1(0, 1)).

With the same manner we conclude that

ξNlk ⇀
∗ ξ ∈ L∞(0, T ;H1(0, 1)),(

ξNlk − θ· 1Nlk ,x
)
⇀∗ ξ∗ ∈ L∞(0, T ;H1

0 (0, 1)),

for some function ξ∗ and some subsequence
{
ξNlk

}∞
k=1
⊂ {ξNl}

∞
l=1. Starting from here

we will be calling this subsequence ξN , vN .
By virtue of (21) and (22) we see that ξN ∈ H1((0, 1)× (0, T )), hence, by the Rellich-
Kondrachov Compactness Theorem, we obtain strong convergence of a subsequence
{ξNl}

∞
l=1 ⊂ {ξN}

∞
N=1

ξNl → ξ ∈ L2((0, 1)× (0, T )).

Next, observe that since p(ξ−1N ) is bounded in L2(0, T ;H1(0, 1)) there exists a weakly
convergent subsequence

{
ξNlk

}∞
k=1
⊂ {ξNl}

∞
l=1 to some function in L2(0, T ;H1(0, 1))

p
(
ξ−1Nlk

)
⇀ p (ξ−1) ∈ L2(0, T ;H1(0, 1)).

Lemma 10. Providing p(ξ−1) is a continuous function of ξ and that with an accuracy
to subsequence

ξNl → ξ strongly in L2((0, 1)× (0, T )),

p
(
ξ−1Nlk

)
⇀ p (ξ−1) weakly in L2(0, T ;H1(0, 1)),

then p(ξ−1) = p(ξ−1) holds a.e. in (0, 1)× [0, T ].
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The Proof of this Lemma follows easily from Egoroff’s Theorem.
Similarly, since

{
ξ

1−γ
2

N

}∞
N=1

is bounded in L∞(0, T ;L2(0, 1)), we may choose such sub-

sequence
{
ξ

1−γ
2

Nl

}∞
l=1
⊂
{
ξ

1−γ
2

N

}∞
N=1

that

ξ
1−γ
2

Nl
⇀∗ ξ

1−γ
2 ∈ L∞(0, T ;L2(0, 1))

and by the same argument prove ξ
1−γ
2 = ξ

1−γ
2 a.e. in (0, 1)× [0, T ].

Repeating the procedure from proof of Lemma 8 for ξ(x, t) we validate

ξ(x, t) ≥ C > 0 for (x, t) ∈ (0, 1)× [0, T ].

Next, by the definition of the operator T we know that fN are analytic functions. More-
over the energy estimate implies that ‖fN‖L2(0,T ;H1(0,1)) ≤ C(R)‖vN‖L2(0,T ;H1(0,1)) ≤ C,
thus at least for some subsequence

fNl ⇀
∗ f weakly∗ in L∞(0,T; L2(0, 1)).

Since (1−T) is a linear, compact operator we have that f = µ[(1−T)v]xx = f .
According to our previous remarks, it is possible to pass to limits in the weak formu-
lation, and by the density argument, equality

(vt, ϕ)− (p(ξ−1)− P, ϕx) + µ(vx, ϕx) + (f, ϕ) = 0

holds for each ϕ ∈ W in the sense of distributions on time interval [0, T ], moreover

vx(x, t) = ξt(x, t) on (0, 1)× [0, T ]. (24)

In order to prove v(x, 0) = v0(x), it suffices to choose for a test function such ϕ ∈ W
that ϕ(x, T ) = 0 and pass to weak limits recalling vNl(x, 0) → v0(x) in L2(0, 1). The
equation (24) enables to show a proper initial condition for ξ(x, t).
To complete the proof of existence of weak solutions there is a need to improve regu-
larity of v.

Lemma 11.
v ∈ W 2,1

2 ((0, 1)× (0, T )).

Proof. Multiply equation (13) by αNk,t and sum over k = 1, . . . , N , to find

(vN,t, ṽN,t)− (p(ξ−1N )− P, ṽN,tx) + µ(TvN,x, ṽN,tx) = 0,

where ṽN(x, t) =
∑N

k=1 α
N
k (t)wk(x).

Let u(x, t) = − θt(t)
2

+ xθt(t), ut(x, t) ∈ WN , thus it satisfies

(vN,t, ut)− (p(ξ−1N )− P, utx) + µ(TvN,x, utx) = 0.

Adding these two equalities and using the formula (5) we get

1∫
0

(vN,t)
2dx− µ

1∫
0

ṽN,xx(ṽt + ut)dx = −
1∫

0

p
(
ξ−1N
)
x
vN,t − µ

1∫
0

(1−T)vN,xxvN,t, (25)
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since vN(x, t) = u(x, t) + ṽ(x, t), in particular vN,xx = ṽN,xx. Now employ Caychy’s
inequality and integrate by parts to find

‖vN,t‖2L2(0,1)

3
+
µ

2

d

dt

1∫
0

(ṽN,x)
2dx+ µ

1∫
0

ṽN,xutx

≤ 3

4
‖p
(
ξ−1N
)
x
‖2L2(0,1)

+
3µ2

4
‖(1−T)vN,xx‖2L2(0,1)

.

Note, ‖ṽN,x‖L2(0,T ;L2(0,1)) ≤ ‖vN‖L2(0,T ;H1(0,1)) and utx = θtt ∈ L2(0, T ;L2(0, 1)), there-
fore integrating with respect to t in the interval [0, T ] we conclude

vN,t ∈ L2(0, T ;L2(0, 1)).

Finally, by (25) and Cauchy-Schwarz inequality, we get that also

vN,xx ∈ L2(0, T ;L2(0, 1)).

As N approaches infinity we obtain required smoothness of v and the proof of existence
is complete.

�

3.4 Uniqueness

Theorem 12. The weak solution to (1)+(2) is unique.

Proof. Assume there are two weak solutions (v1, ξ1) and (v2, ξ2) of the system (1) in
sense of the Definition.
Denote ω = v1 − v2, ψ = ξ1 − ξ2 and subtract the weak formulations for the pairs
(v1, ξ1) and (v2, ξ2) with v1 and v2 as a test functions, respectively, then we get

(ωt, ω) + (
(
p(ξ−11 )− p(ξ−12 )

)
x
, ω) = (µ(Tω)xx, ω).

Employing formula h(ξ1)−h(ξ2) = (ξ1− ξ2)
∫ 1

0
h′(sξ1 + (1− s)ξ2)ds, for h(ξ) = p(ξ−1),

integrating by parts and replacing ωx by ψt, we arrive at

d

dt

1∫
0

ω2

2
− ψ2

2

1∫
0

h′(sξ1 + (1− s)ξ2)ds

 dx =

= −
1∫

0

ψ2

2

1∫
0

h′′(sξ1 + (1− s)ξ2)dsξtdx− µ
1∫

0

(Tωx)
2dx

≤ C(t)‖ξt(t)‖L∞(0,1)

1∫
0

ψ2

2
dx,
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where C(t) = ‖
∫ 1

0
h′′(sξ1 + (1 − s)ξ2)ds(t)‖L∞(0,1), supt∈[0,T ]C(t) < ∞. Due to result

from previous subsection ξt ∈ L2(0, T ;H1(0, 1)) ⊂ L1(0, T ;L∞(0, 1)).
Since h(ξ) = a

ξγ
is monotonically decreasing function, its derivative is negative, thus

ω2

2
− ψ2

2

1∫
0

h′(sξ1 + (1− s)ξ2)ds ≥ 0.

Let φ(t) = C(t)‖ξt(t)‖L∞(0,1), note φ ∈ L1(0, T ), then by Gronwall’s inequality and the
initial conditions ω(x, 0) = 0, ψ(x, 0) = 0

1∫
0

ω2

2
− ψ2

2

1∫
0

h′(sξ1 + (1− s)ξ2)ds

 dx ≤ 0,

therefore ψ(x, t) = ω(x, t) ≡ 0 a.e.

�

4 Proof of Theorem B
To obtain a global in time existence in case when the local existence has been already
proved we only have to show uniform in time estimates for solutions of (1).

Lemma 13. For a solution of (1) + (2) we have

1∫
0

(
1

2
v2(x, t) +G(ξ−1)(x, t)

)
dx+ PV (t) + µ

t∫
0

1∫
0

|Tvx|2dxds =

=

1∫
0

(
1

2
v20 +G(ξ−10 )

)
dx+ PV (0).

Proof. Multiplying the first equation of (1) by v, integrating over [0, 1] and repeating
the proof of Lemma 4 we arrive at

d

dt

1∫
0

(
1

2
v2 +G(ξ−1)

)
dx+

d

dt
PV (t) + µ

1∫
0

|Tvx|2dx = 0, (26)

integrating over [0, t] we get thesis.

�

As a result:

v ∈ L∞(0,∞;L2(0, 1)), Tvx ∈ L2(0,∞;L2(0, 1)), (27)
G(ξ−1) ∈ L∞(0,∞;L1(0, 1)), V (t) ∈ L∞(0,∞). (28)

Now we will show that for ξ holds ξ ∈ L∞(0,∞;H1(0, 1)).
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Lemma 14 (The upper bound on ξ). If P
µ
is sufficiently large, then

ξ(x, t) ≤ max

{
ξmin, sup

x∈(0,1)
(ξ0 +

1

µ
U(x, 0)) +

1

µ
MU − t

P

4µ

}
for t ∈ [0, Tmax) and a constant ξmin, where Tmax is the maximal time of existence of
solution in sense of the Definition.

Proof. Define a function U(x, t) =
∫ x
0
v(s, t)ds. Since

∫ 1

0
v(x, t)dx = 0, we have

U(0, t) = U(1, t) = 0, and consequently

(vt, ϕ) = (Uxt, ϕ) = −(Ut, ϕx).

Therefore we may rewrite the weak formulation in the form(
(ξ − 1

µ
U)t, ϕx

)
=

(
1

µ
(p(ξ−1)− P ) + (1−T)ξt, ϕx

)
. (29)

Note, that by (27), U ∈ L∞(0,∞;H1
0 (0, 1)) ⊂ L∞((0,∞)× (0, 1)), moreover by prop-

erties of the operator T, we see that (1 − T)vx ∈ L∞((0,∞) × (0, 1)). In particular,
the following bounds are true

‖U‖L∞((0,∞)×(0,1)) ≤MU , ‖(1−T)ξt‖L∞((0,∞)×(0,1)) ≤ C.

The constant C is independent of µ, thus we choose µ sufficiently small to keep

−P
µ

+ (1−T)ξt ≤
−P
2µ

.

Let F (ξ) = a
ξγ

and ξmin be a minimal positive constant which satisfies F (ξmin) < P
4
,

since F (ξ) is a continuous decreasing function it can be done for any case, and for such
ξmin holds

1

µ
p(ξ−1min)− P

µ
+ (1−T)ξt ≤

−P
4µ

.

Next, define a set N =
{

(x, t) : ξ(x, t)− 1
µ
U(x, t) ≥ ξmin − 1

µ
MU

}
.

By this definition, remembering that F (ξ) is decreasing, we see that

ξ|N ≥ ξmin.

Since we require only that ϕ ∈ W , i.e.
∫ 1

0
ϕ(x, t) = 0, hence there is no restriction on

ϕx which appears in (29). Choosing ϕ such that supp ϕx ⊂ N , we obtain a point wise
inequality:

∂

∂t

(
ξ − 1

µ
U

) ∣∣∣
N
≤ −P

4µ
. (30)

Then there are two possibilities:
1. If supx∈(0,1)(ξ0(x)− 1

µ
U(x, 0)) ≤ ξmin − 1

µ
MU , then if there was

sup
(x,t)∈(0,1)×(0,Tmax)

(ξ(x, t)− 1

µ
U(x, t)) > ξmin −

1

µ
MU , (31)
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it would exist a point (x0, t0) s.t. ξ(x0, t0)− 1
µ
U(x0, t0) = ξmin− 1

µ
MU , since the function

ξ(x, t)− 1
µ
U(x, t) is continuous for (x, t) ∈ (0, 1)× (0, Tmax). But, by virtue of (30) the

function ξ(x, t)− 1
µ
U(x, t) is monotonically decreasing in (x0, t0)

∂

∂t

(
ξ(x0, t0)−

1

µ
U(x0, t0)

)
≤ −P

4µ
,

and this is a contradiction to (31). Thus, the following condition is fulfilled

sup
(x,t)∈(0,1)×(0,Tmax)

(ξ(x, t)− 1

µ
U(x, t)) ≤ ξmin −

1

µ
MU

and since U(x, t) ∈ L∞((0, 1) × (0,∞)) the function ξ(x, t) is bounded for all (x, t) ∈
(0, 1)× (0,∞).
2. If supx∈(0,1)(ξ0(x) − 1

µ
U(x, 0)) > ξmin − 1

µ
MU , then, by the continuity and mono-

tonicity of function ξ(x, t)− 1
µ
U(x, t) for (x, t) ∈ N (see the condition (30)) there exists

Tmin s. t. for t ∈ [0, Tmin] the function ξ(x, t)− 1
µ
U(x, t) decreases monotically until it

reaches the value ξmin − 1
µ
MU . We may compute Tmin from the condition (30)

Tmin =
4µ

P

(
sup
x∈(0,1)

(ξ0 −
1

µ
U(x, 0))− ξmin +

1

µ
MU

)
.

Thus for t ∈ [0, Tmin] we have

ξ(x, t) ≤ sup
x∈(0,1)

(ξ0 −
1

µ
U(x, 0)) +

1

µ
MU − t

P

4µ
.

and for t ∈ (Tmin,∞) the bound from previous case remains valid.
Combining these two case we complete the proof.

�

Recapitulating, here exists a constant ξ+ s. t. ξ(x, t) ≤ ξ+ for all (x, t) ∈ (0, 1)×[0,∞).

Lemma 15. For µ ≤ aγ

ξγ+1
+

there exists a constant K depending on P, a, γ and the
initial data, such that

sup
t∈[0,∞)

‖ξ‖H1(0,1) ≤ K.

Proof. Multiplying the first equation of (1) by ξx, integrating over x ∈ [0, 1] and rear-
ranging it the same way we did proving Lemma 6, we find

d

dt

1∫
0

(µ
2
ξ2x − vξx

)
dx + γa

1∫
0

ξ2x
ξγ+1

dx =

1∫
0

v2xdx +

1∫
0

fξxdx − θt

1∫
0

vxdx, (32)

where f(x, t) = µ(1−T)vxx ∈ L∞(0,∞;L2(0, 1)) and the presence of the last term is
a result of integrating vtξx over x ∈ [0, 1] by parts.
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Now we multiply equation (26) by 4
µ

and add to (32), then recalling the formula
µ
∫ 1

0
|Tvx|2dx = µ

∫ 1

0
|vx|2dx+

∫ 1

0
fvdx, we get

d

dt

 1∫
0

(
µ

2
ξ2x +

2

µ
v2 − vξx +

4

µ
G(ξ−1)

)
dx+

4

µ
PV (t)

+γa

1∫
0

ξ2x
ξγ+1

dx+3

1∫
0

v2xdx =

=

1∫
0

(fξx −
4

µ
fv)dx− θt

1∫
0

vxdx. (33)

It follows from the previous lemma that

1∫
0

(ξx)
2

ξγ+1
dx ≥ 1

ξγ+1
+

1∫
0

ξ2x.

Since µ < γa

ξγ+1
+

by the Poincare’s (with a constant CP ) and Cauchy’s (ab ≤ εa2 + b2

4ε
)

inequalities we obtain

d

dt

 1∫
0

(
µ

2
ξ2x +

2

µ
v2 − vξx +

4

µ
G(ξ−1)

)
dx+

4

µ
PV (t)

+

1∫
0

(
µ

2
ξ2x +

2

µ
v2 − vξx

)
dx

≤
1∫

0

(fξx −
4

µ
fv)dx+

1

4
|θt|2 −

2

C2
P

1∫
0

v2dx+

1∫
0

(
−µ

2
ξ2x +

2

µ
v2dx− vξx

)
dx.

Employing again the Cauchy’s inequality we can transform the right hand side of the
above expression into

d

dt

 1∫
0

(
µ

2
ξ2x +

2

µ
v2 − vξx +

4

µ
G(ξ−1)

)
dx+

4

µ
PV (t)

+

1∫
0

(
µ

2
ξ2x +

2

µ
v2 − vξx

)
dx

≤ 5

µ
‖f‖2L2(0,1)

+
1

4
|θt|2 +

(
4

µ
− 2

C2
P

) 1∫
0

v2dx. (34)

Denoting:

η(t) =

1∫
0

(
µ

2
ξ2x +

2

µ
v2 − vξx +

4

µ
G(ξ−1)

)
dx+

4

µ
PV (t),

the inequality (34) reads

d

dt
η(t) + η(t) ≤ 5

µ
‖f‖2L2(0,1)

+
1

4
|θt|2 +

(
4

µ
− 2

CP

) 1∫
0

v2dx+

1∫
0

4

µ
G(ξ−1)dx+

4

µ
PV (t).
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By virtue of (27), (28), the r.h.s. of this inequality is bounded in L∞(0,∞) by some
constant Mη. Due to the Gronwall inequality the following estimate holds

η(t) ≤ η(0)e−t +Mηe
−t +Mη,

thus
sup

t∈[0,∞)

η(t) ≤ η(0) + 2Mη.

Finally, by Cauchy’s inequality η(t) ≥
∫ 1

0

(
µ
4
ξ2x + 1

µ
v2 + 4

µ
G(ξ−1)

)
dx+ 4

µ
PV (t), there-

fore we truly have ξ ∈ L∞(0,∞;H1(0, 1)).

�

Remark 16. The inclusion (28) is equivalent to ξ
1−γ
2 ∈ L∞(0,∞;L2(0, 1)). Since

ξ ∈ L∞(0,∞;H1(0, 1)), we may repeat an argument from Lemma 8 to obtain the
existence of a constant ξ− > 0 s. t. ξ(x, t) ≥ ξ− > 0 for all (x, t) ∈ (0, 1)× [0,∞).

By the Theorem A solution may be extended to the whole half line t ∈ [0,∞), with
this observation the proof of global in time existence is complete.

A Proof of Theorem 2

Since (wk, wj) = δkj, thus for k = 1, . . . , N we have

(vN,t, wk) = αNk,t(t) + θt(t)(

(
x− 1

2

)
N

, wk),

(
a

ξγN
− P,wk,x) = (

a(
θ(t)· 1N,x +

∑N
k=1

[
βNk (0) +

∫ t
0
αNk (s)ds

]
wk,x

)γ − P,wk,x),
where θ(t) is a differentiable function defined in the Section 2, βNk (0) = (ξ0−π(0), wk,x)
and

(TvN,x, wk,x) =

{
(θt(t)(1N,x, wk,x) + αNk (wk,x, wk,x) if k ≥ R + 1
0 if k < R + 1

.

Thus, to prove the theorem we should show that there exists unique solution to a
system of ODE

αNt (t) = fN(αN , t),
αN(0) = αN0 ,

(35)

for the time interval t ∈ [0, T0), where

αN(t) = (αN1 (t), . . . , αNN (t))

fN(αN , t) : RN+1 → RN , fN = (fN1 (αN , t), . . . , fNN (αN , t))

19



and

fNk (αN , t) = (
a(

θ(t)· 1N,x +
∑N

k=1

[
βNk (0) +

∫ t
0
αNk (s)ds

]
wk,x

)γ − P,wk,x)
− θt(t)(

(
x− 1

2

)
N

, wk)−
{

(θt(t)(1N,x, wk,x) + αNk (wk,x, wk,x) if k ≥ R + 1
0 if k < R + 1

.

Note, that since the initial value belongs to H1(0, 1) ⊂ C[0, 1] and ξ(x, 0) ≥ ξ0− > 0,
we have that for sufficiently large N the orthogonal projection of the function ξ(x, 0)
on a subspace spanned by the first N vectors from the base {wk,x}∞k=1 is also separated
from 0, i.e. ξN(x, 0) ≥ ξ0− − ε > 0, where ε→ 0 for N →∞.
From the energy equality we have the a priori bound |αN(t)| < C(T ).
Now, by the continuity of

∫ t
0
αNk (s)ds and by the continuity and positiveness of function

θ(x, t) = θ(t) we deduce that there exists T > ϑ(N) > 0 such that ξN(x, t) ≥ ξ0−
2
> 0

for t ∈ [0, ϑ].
Consider a set

Q =
{

(t, αN) : t ∈ [0, ϑ], |αN − αN0 | ≤ δ
}
,

on which fN(αN , t) is a continuous function, thus achieves its bounds, assume

sup
(t,αN )∈Q

|fN(αN , t)| = M.

Employing Banach Fixed Point Theorem we will show that the following map

F (αN)(t) = αN0 +

t∫
0

fN(s, αN(s))ds

has exactly one fixed point, which is indeed a local solution to the system (35).
Establish k ≥ R + 1, and take αN,1, αN,2 ∈ S, where

S =
{
αN(t) : αN(0) = αN0 , t ∈ [0, τ ], |αN − αN0 | ≤ δ

}
is a closed subset of metric space of continuous functions, thus complete metric space,
with τ < min{ϑ, δ

M
}.

Denote

ξN,i(x, t) = θ(t)· 1N,x +
N∑
k=1

βNk (0) +

t∫
0

αN,ik (s)ds

wk,x, i = 1, 2,
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then the following sequence of inequalities is valid

∣∣∣fNk (αN,1(t), t) − fNk (αN,2(t), t)
∣∣∣

≤ a

1∫
0

∣∣∣wk,x (ξγN,2(x, t)− ξγN,1(x, t))
ξγN,1(x, t)ξ

γ
N,2(x, t)

∣∣∣dx+
∣∣∣αN,1k (t)− αN,2k (t)

∣∣∣ 1∫
0

w2
k,xdx

≤ a

( ξ0−
2

)2γ

1∫
0

∣∣∣wk,x (ξγN,2(x, t)− ξγN,1(x, t)) ∣∣∣dx+
∣∣∣αN,1k (t)− αN,2k (t)

∣∣∣ 1∫
0

w2
k,xdx

≤ 22γakπ

ξ2γ0−‖cos(πkx)‖L2(0,1)

Lγ

1∫
0

∣∣∣ξN,2(x, t)− ξN,1(x, t)∣∣∣dx+ k2π2
∣∣∣αN,1k (t)− αN,2k (t)

∣∣∣,

where Lγ is a Lipschitz constant for a function f(ξ) = ξγ on S.

1∫
0

∣∣∣ξN,2(x, t)− ξN,1(x, t)∣∣∣dx =

1∫
0

∣∣∣ N∑
k=1

 t∫
0

αN,2k (s)ds−
t∫

0

αN,1k (s)ds

wk,x

∣∣∣dx
≤ kπ

‖cos(kπx)‖L2(0,1)

N∑
k=1

t∫
0

∣∣∣αN,2k (s)− αN,1k (s)
∣∣∣ds

≤ kπ

‖cos(kπx)‖L2(0,1)

N∑
k=1

τ sup
t∈[0,τ ]

∣∣∣αN,2k (t)− αN,1k (t)
∣∣∣.

FN maps S into itself because

sup
t∈[0,τ ]

|FN(αN)(t)− αN0 | ≤ sup
t∈[0,τ ]

t∫
0

|fN(αN(s), s)|ds

≤ sup
t∈[0,τ ]

t∫
0

sup
s∈[0,t]
|fN(αN(s), s)|ds ≤Mτ ≤ δ.
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One more thing needed to show is that FN is a contraction

sup
t∈[0,τ ]

|FN(αN,1)(t)− FN(αN,2)(t)| ≤ sup
t∈[0,τ ]

t∫
0

|fN(αN,1)(s)− fN(αN,2)(s)|ds

≤
N∑
k=1

sup
t∈[0,τ ]

t∫
0

|fNk (αN,1)(s)− fNk (αN,2)(s)|ds

≤
N∑
k=1

sup
t∈[0,τ ]

t∫
0

sup
s∈[0,t]

|fNk (αN,1)(s)− fNk (αN,2)(s)|ds

≤ τ

N∑
k=1

sup
t∈[0,τ ]

|fNk (αN,1)(t)− fNk (αN,2)(t)|,

from the previous calculations it follows that

sup
t∈[0,τ ]

|fNk (αN,1)(t)− fNk (αN,2)(t)|

≤ 22γak2π2

ξ2γ0−‖cos(kπx)‖2L2(0,1)

Lγ

N∑
k=1

τ sup
t∈[0,τ ]

∣∣∣αN,2k (t)− αN,1k (t)
∣∣∣+ sup

t∈[0,τ ]
k2π2

∣∣∣αN,1k (t)−αN,2k (t)
∣∣∣,

summing over k = 1, . . . , N we arrive at

sup
t∈[0,τ ]

|FN(αN,1)(t) − FN(αN,2)(t)|

≤ τ
N∑
k=1

(
ak2π2N

C2γ‖cos(kπx)‖2L2(0,1)

Lγ

)(
N∑
k=1

τ sup
t∈[0,τ ]

∣∣∣αN,2k (t)− αN,1k (t)
∣∣∣)

+ sup
t∈[0,τ ]

τ
N∑
k=1

k2π2
∣∣∣αN,1k (t)− αN,2k (t)

∣∣∣
≤ Z sup

t∈[0,τ ]

N∑
k=1

∣∣∣αN,1k (t)− αN,2k (t)
∣∣∣ ≤ ZN sup

t∈[0,τ ]

∣∣∣αN,1(t)− αN,2(t)∣∣∣.
Now we take sufficiently small τ in order to have ZN < 1 and referring to the Banach
Theorem we get existence and uniqueness of solution to the system (35) on the time
interval t ∈ [0, τ ].
Recalling that ξN(x, t) is separated from zero and αN(t) is bounded by a constant for
all t < T0, we may extend the local solution to the whole interval [0, T0).
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