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Abstract  

The main purpose of this thesis is to develop rigorous analytical and CFD models 

followed by their applications to real case studies in order to:  

i) identify the optimum multistage compression strategies for minimising the 

compression and intercooler power requirements for real CO2 feed streams containing 

various types and amounts of impurities associated with the various types of CO2 

capture technologies;   

and  

ii)  investigate the buffering efficacy of realistic CO2 transmission pipelines as a line 

packing strategy for smoothing out temporal fluctuations in feed loading and 

maintaining the desired dense-phase flow for both pure CO2 and its various realistic 

mixtures representative of the most common types of capture technologies.  

An analytical model based on thermodynamics principles is developed employing 

Plato Silverfrost FTN95 software and applied to determine the power requirements 

for various compression strategies and inter-stage cooling duties for typical pre-

combustion (98.07 % v/v of CO2) and oxy-fuel CO2 mixtures of 85 and 96.7 % v/v 

CO2 purity compressed from a gaseous state at 15 bar and 38 oC to the dense-phase 

fluid at 151 bar. Compression options examined include conventional multistage 

integrally geared centrifugal compressors, advanced supersonic shockwave 

compressors and multistage compression combined with subcritical and supercritical 

liquefaction and pumping. In each case, the compression power requirement is 

calculated numerically using a 15-point Gauss-Kronrod quadrature rule in 

QUADPACK library, and employing the Peng-Robinson Equation of State (PR EOS) 

implemented in REFPROP v.9.1 to predict the pertinent thermodynamic properties of 

the CO2 and its mixtures. In the case of determining the power demand for inter-stage 

cooling and liquefaction, a thermodynamic model based on Carnot refrigeration cycle 

is applied. The study shows that a decrease in the impurity content from 15 to 1.9 % 

v/v in the CO2 streams reduces the total compression power requirement by ca. 1.5 % 

to as much as 30 %, while for all cases, inter-stage cooling duty is predicted to be 
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significantly higher than the compression power demand. It is found that multistage 

compression combined with subcritical liquefaction using utility streams and 

subsequent pumping can offer a higher efficiency than conventional integrally geared 

centrifugal compression for high purity (> 96.7 % v/v) CO2 streams. In the case of a 

raw/dehumidified oxy-fuel mixture, that carries a relatively large amount of 

impurities (85 % v/v CO2), subcritical liquefaction at 62.53 bar is shown to increase 

the cooling duty by as much 50 % as compared to that for pure CO2.  

The second part of this study focuses on the development and testing of a numerical 

CFD model employing Plato Silverfrost FTN95 software for simulating the transient 

fluid flow behaviour in CO2 pipelines with line packing. The model is based on the 

numerical solution of the conservation equations using the Method of Characteristics, 

incorporating PR EOS to deal with CO2 and its various mixtures. Following its 

verification, the numerical model is employed to conduct a systematic study on the 

impact of operational flexibility involving a temporal reduction in the upstream CO2 

feed flow rate on the transient flow behaviour in the pipe over a period of 8 hours. A 

particular focus of attention is determining the optimum pipeline design and operating 

line packing conditions required in order to maximise the delay in the transition from 

dense phase flow to the highly undesirable two-phase flow following the ramping 

down of the CO2 feed flow rate. The investigations were conducted for both pure CO2 

and its various realistic mixtures. For the case studies examined, the results show that 

the efficacy of line packing can be increased by increasing the pipeline length from 50 

to 150 km for the same pipe inner diameter of 437 mm. However, as the pipelines 

length increased to 150 km, the increase in the pipe inner diameter beyond 486 mm 

was found to have no further impact on the line drafting time. While, in the case of 

inlet feed temperature, the line drafting time increases following an increase in the 

inlet feed temperature of transported fluid from 283.15 K up to 303.15 K. Beyond the 

operating inlet feed temperature of 311.15 K, the line drafting time only marginally 

increased. It is also shown that the presence of impurities reduces the transition time 

to two-phase flow following the ramping down of the feed flow rate.   
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 Impact statement 

CO2 compression and transportation are essential elements in CCS which are gaining 

importance in the current worldwide discussion of low carbon energy generation. The 

outcome from this study intends to give future direction for research and development 

in this area. The simulation results demonstrate opportunities to optimise the CCS 

configuration and improve the overall economics of the power plant. These findings 

also provide relevant data and act as a benchmark since its exemplify how various 

industrial compression strategies can be integrated in the CCS system for typical CO2 

streams captured from various capture technologies. 

In the case of pipeline transportation, this work highlighted a control strategy that can 

be considered during flexible operation or short-term maintenance activities to ensure 

the safe operation of the high-pressure CO2 pipeline. Temporary storage or line 

packing can be a useful strategy for controlling the CO2 flow in a pipeline to minimise 

mass flow variations during these upset conditions. The simulation results provide a 

better understanding of transport phenomena during transport of CO2 from the capture 

point to the storage point of a CCS process. 

This study also introduces appropriate simulation tools to determine the power 

requirement for the compression processes and enable the transient analysis of CO2 in 

transport pipelines. The development of analytical and numerical solution techniques 

for modelling such conditions is considered as the Holy Grail by the pipeline 

modellers.  
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CHAPTER 1: 

INTRODUCTION  

Carbon Capture and Sequestration (CCS) has been proposed as a promising 

technology to mitigate the impact of anthropogenic CO2 emissions from the 

manufacturing industry and power generation sources, such as coal-burning power 

plants, on global warming (Metz et al., 2005). A fundamental part of the CCS chain is 

the transportation of CO2 captured from emitters to locations of geological 

sequestration. Long-distance onshore and offshore transportation of large quantities of 

CO2 can be efficiently achieved using pipelines transmitting CO2 in the dense phase at 

pressures typically above 86 bar (McCoy and Rubin, 2008), i.e. above the fluid 

critical point pressure (Seevam et al., 2008, Yoo et al., 2013). Given the relatively low 

pressure of captured CO2 (Pei et al., 2014), the pipeline transportation requires 

additional facilities for compression of the stream which can be extremely energy 

intensive and hence expensive.  

Compression of captured CO2 to the high pressures suitable for transportation can be 

accompanied by a significant temperature rise, typically above 100 oC. Such high 

temperatures can damage the compressor and pipeline internal coatings employed to 

reduce pipeline degradation. Therefore, cooling is applied during compression and 

before the pipeline transportation of the CO2 stream. The cost of CO2 compression is 

however significant, and may be up to 8-12 % of the electricity generated from the 

power plant (Moore et al., 2011). In addition, the available conventional CO2 

compression systems are prohibitively expensive due to the high overall pressure ratio 

(e.g. 100:1) used. The above highlight the necessity for detailed analysis in order to 

minimise both compressor power and capital cost requirements of the compression 

system. Several options have been recently analysed in the literature for compression 

of CO2 for transportation in pipelines (Witkowski and Majkut, 2012). These options 

include those using conventional multistage centrifugal compressors, compressors 

combined with subcritical and supercritical liquefaction and pumping, and supersonic 

axial compressors. Among these options, the multistage compression combined with 
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liquefaction and pumping has been reported to be the most efficient (Witkowski and 

Majkut, 2012). This option is practically attractive since the pumping of a liquid is 

less energy demanding than gas-phase compression, while relatively high boiling of 

pure COϜ point (ca. 20 oC at 60 bar) allows using utility streams for the liquefaction 

process. Supersonic shock-wave compressors can be used for the compression of 

large amounts of fluid, having lower capital costs than traditional centrifugal 

compressors. 

In the case of industrial-grade COі, the presence of any impurities is expected to 

diminish the net amount of COі processed, and hence reduce the efficiency of the 

entire CCS operation. However, once the stream is purified to an acceptable level for 

pipeline transport and geological storage, it is important to identify the compression 

strategy giving rise to the lowest cost for the particular COі composition. The choice 

of the compression strategy and costs associated with compression depend on the 

physical properties of the COі mixture, such as fluid compressibility, density and 

saturation temperature and pressure. For example, when using multistage compression 

combined with liquefaction, the variation of the fluid boiling point with the COі 

stream composition will have a direct impact on the liquefaction pressure and, hence, 

the efficiency of the compression process. At present, however, the qualitative impact 

of COі stream impurities on the power requirements and choice of the optimum 

compression strategy remains unclear. 

For these reasons, the development of efficient schemes for the compression and 

conditioning of CO2 prior to its transportation by pipeline, and integration of these 

schemes within CCS, is an important practical issue, which is attracting increasing 

attention (Ludtke, 2004, Romeo et al., 2009, Moore et al., 2011, Witkowski and 

Majkut, 2012). However, the selection and development of optimal compression 

strategies are particularly dependent on the type of the CO2 separation technology 

employed. In a typical post-combustion capture, nearly pure CO2 stream is separated 

from the flue gas stream close to ambient pressure, while in pre-combustion and oxy-

fuel captures, ca. 15-30 bar separation pressures are applied (Witkowski and Majkut, 

2012, Besong et al., 2013), with ódouble flashô or distillation cryogenic separation 
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methods commonly proposed for the removal of non-condensables (e.g. N2, O2 and 

Ar).  

Oxy-fuel is one of the capture technologies which has recently gained significant 

attention due to its eligibility for retrofitting and CCS-ready concepts. However, 

compared to the more traditional post-combustion and pre-combustion capture 

technologies, oxy-fuel technology produces a raw CO2 stream with relatively high 

concentration of impurities that may require partial or a high level of removal and 

whose presence can be expected to increase the costs of CO2 compression and 

pipeline transportation compared to pure CO2. Since CO2 compression systems are 

commonly designed assuming negligible amount of impurities in the CO2 fluid, it is 

of practical interest to evaluate the impact of impurities in pre-combustion and oxy-

fuel streams on the compression power requirements. 

Therefore, this study is motivated by the need to gain a better understanding of the 

possibilities and limitations of the impure CO2 compression process for oxy-fuel and 

pre-combustion capture applications. An investigation into the efficient transportation 

of CO2 during flexible operation is the second purpose of this study. The existing 

commercial application of CO2 pipelines is based on  óbase-load operationô, i.e. no 

significant temporal variations in the feed rate is envisaged (IEAGHG, 2012). In 

practice however, depending on the CO2 emission source, variations in the CO2 feed 

flow rate, for example during uncertain electricity supply and demand from fossil fuel 

power plants will be inevitable. Hence in these circumstances designing a self-

regulating CO2 pipeline transport system enabling the steady flow delivery of CO2 to 

the sequestration sites becomes important.  

Chalmers and Gibbins (2007) suggest that any restrictions on short-term operating 

patterns can be avoided by adopting operating procedures that allow for some CO2 

buffering in the pipeline transportation system. The use of a pipeline as short-term 

storage is an appropriate strategy to ensure the fluctuation of the flow in the pipeline 

system can be minimised. This strategy is defined as óline-packingô where the pipeline 

pressure is varied to pack more or less CO2 by employing the pipeline as storage 

vessel (Jensen et al., 2016b).  
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Some works have been carried out on the dynamics of CO2 transport pipeline systems 

(Liljemark et al., 2011, Klinkby et al., 2011, Mechleri et al., 2016, Aghajani et al., 

2017). These findings lend support and provide guidelines to investigate the flexibility 

in the pipeline system by employing the pipe as short-term storage. In order to 

investigate the efficacy of this method, the stored CO2 is de-packed or drafted to 

supply the needs during periods of significant load fluctuation to maintain the flow 

into the pipeline and sequestration site. In pipeline terminology, increasing the 

inventory is called line packing, while decreasing it is called line drafting (de Nevers 

and Day, 1983). The time available to under-take line drafting is called the line-

drafting time. In this study, the flexibility to line-draft a pipeline is assessed by 

determining the time available for an operator to de-pack dense phase CO2 in the 

pipeline during flexible operations. 

The optimum parameters selection for line packing is investigated by studying the 

impact of pipeline design parameters, inlet mass flow rate and inlet temperature on the 

available line drafting time. The selection of the range of pipeline dimensions in terms 

of length, diameter and wall thickness is based on the design criterion outlined in 

McCoy and Rubin (2008) and Aghajani et al. (2017). The efficacy of the optimised 

line packing is investigated by studying the impact of impurities on the line drafting 

time, the CO2 mixtures captured from pre-combustion and oxy-fuel capture 

technologies are employed based on the compression case study. In particular, these 

impurities have a significant impact on the physical properties of the transported CO2 

which make it difficult to maintain the single-phase flow. The presence of impurities 

also affect pipeline resistance to fracture propagation, corrosion, non-metallic 

deterioration, the formation of clathrates and hydrates as well as changing the 

capacity of the pipeline itself (Seevam et al., 2008, Jensen et al., 2016b). All these 

effects have direct implications for both the technical and economic feasibility of 

designing an efficient CO2 pipeline transport.  

Therefore, the main purpose of this study is to develop mathematical models to: 
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i) identify the optimum multistage compression strategies for minimising 

compression power consumption for real CO2 feed streams containing various 

types and amounts of impurities; 

and 

ii)  investigate the buffering efficacy of realistic CO2 transmission pipelines as a 

strategy for smoothing out temporal fluctuations in feed loading associated 

with typical emission sources.  

Hence, the main objectives of this study are:  

1. To develop a rigorous mathematical model for multistage compression of pure 

and impure CO2 streams captured from pre-combustion and oxy-fuel capture 

technologies as well as to determine and compare the corresponding 

compression power requirements.  

2. To determine the optimum multistage compression strategies in order to 

minimise the power requirements in the compression system. 

3. To develop a transient pipeline flow model to simulate feed load ramping 

during flexible operation. 

4. Use the transient flow model developed above to investigate the impacts of 

pipeline overall dimensions, inlet fluid temperature, inlet mass flow rate and 

CO2 impurities on the efficacy of a pipeline as line packing.   

This thesis is divided into 5 chapters: 

In chapter 2, the theoretical basis for calculating the compression power and 

intercooling heat in a multistage compression system are presented and discussed. The 

general equations to calculate the compression power and thermodynamics properties 

are derived and explained. The implementation of these equations from the previous 

reported studies are also reviewed in the following section. This chapter also covers 

the theoretical basis in developing the pipeline flow model for dense phase CO2 

streams together with its assumptions and justifications. The mass, momentum and 

energy conservation equations for the fluid flow in the pipeline system are presented. 
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The numerical methods used for solving the conservation equations including the 

method of characteristics (MOC) are discussed. The mathematical models available in 

the open literature for simulating the transient flow in the high-pressure CO2 pipeline 

system are also reviewed in this chapter.  

Chapter 3 covers the description of the types of industrial compression technologies 

employed and the impurities present in the pre-combustion and oxy-fuel streams. This 

section also presents a description of the rigorous thermodynamic model developed to 

determine the total power consumption for multistage compression of pure and 

impure captured CO2 streams. From the developed mathematical model, the optimum 

multistage compression schemes are determined depending on the outlet pressure 

from the separation unit of the captured streams and the thermodynamic properties of 

the CO2 mixtures. The calculated power requirements for compression and 

intercooling heat for various compression schemes for particular CO2 mixtures are 

compared and discussed.  

In chapter 4, the influence of line packing on maintaining the near-steady flow 

condition for pure and impure CO2 during flexible operation is discussed. The 

development of the numerical transient pipe flow model and simplified analytical 

model are presented, including the governing conservation equations, the boundary 

conditions and the solution method. Steady state flow is established in the pipeline 

before the transient feed loadings are mimicked by gradually closing a feed valve at 

the upstream of the pipe. The effect of operational flexibility on pipe is investigated 

accounting for impurities components. The validity of the simplified analytical model 

is studied against developed transient pipe flow model. A number of hypothetical but 

nevertheless realistic flexible loading scenarios are simulated in order to demonstrate 

the robustness and the efficacy of the flow model as a control design and operation 

tool. The impact of pipeline overall dimensions, inlet temperature, inlet mass flow 

rate and CO2 impurities on the line drafting time are simulated and the results are 

discussed. Chapter 5 summarises the key outcomes of the study and suggestions for 

future research.  
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CHAPTER 2: 

THEORETICAL MODELLING OF MULTISTAGE 

COMPRESSION POWER REQUIREMENT AND TRANSIENT 

FLUID FLOW  

2.0 Introduction 

In this chapter, the theoretical bases for calculating the compression power and 

intercooling heat exchanges in a multistage compression system are presented. The 

general equations to calculate the compression power and thermodynamics properties 

are discussed. The implementation of these equations from the previous reported 

studies are also reviewed. This chapter also covers the theoretical basis for modelling 

the transient fluid flow in the high-pressure CO2 pipeline together with its 

assumptions and justifications. The mass, momentum and energy conservation 

equations for the fluid flow in the pipeline system are also presented. The numerical 

methods used for solving the conservation equations in particular the Method of 

Characteristics (MOC) are discussed. The mathematical models available in the open 

literature for simulating the transient flow in the high-pressure CO2 pipeline system 

are also reviewed in this chapter as a prelude to the next chapter dealing with the 

pressure and flow fluctuations during load change.   

2.1 Modelling of multistage compression power requirement 

This section deals with the general equations to determine the total power 

consumption for multistage compression system equipped with intercooling 

equipment. Fundamentally, these equations are derived from basic thermodynamic 

and energy balance relations.  
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2.1.1 Compression model 

The compression work, compW  for isentropic, polytropic and isothermal processes 

between pressure levels, P1 and P2, based on ideal gas assumption are respectively 

given by (Cengel and Boles, 2011), 

Isentropic ( kPV  = constant): 
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Polytropic (PVn = constant): 
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Isothermal (PV = constant): 

1

2ln
P

P
RTWcomp=         2.3 

where P, V, R, T, k and n are the pressure, volume of the fluid, universal gas 

constant, fluid temperature and the isentropic as well as polytropic exponents, 

respectively. The subscripts 1 and 2 indicate the conditions at the suction and 

discharge of the compressor.  

The equations 2.1-2.3 are appropriate for the calculation and analysis of an ideal gas. 

In the case of a real gas such as CO2, from the general energy balance relations 

(Cengel and Boles, 2011),  

in E mass, and work heat,by 

innsfer energy tranet  of Rate
 = 

out E mass, and work heat,by 

out nsfer energy tranet  of Rate
  2.4 
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Noting that energy can be transferred by heat, work and mass only, the energy balance 

in equation 2.4 for a general steady-flow system can also be written more explicitly as 

(Cengel and Boles, 2011): 
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where h, v, z and g are the fluid enthalpy, velocity, height and gravity, respectively. 

inQ , inW  and inm  are the heat transferred, total work and mass flow rate into the 

system, while outQ , outW  and outm  are the heat transferred, total work and mass flow 

rate out of the system. 

Compressors are devices used to increase the pressure of a fluid. Work is supplied to 

this device from an external source through a rotating shaft. Therefore, compressors 

involve work inputs at a rate of W, while heat is assumed to be transferred from the 

system (heat output) and at a rate of Q. Thus, the energy balance relation for a general 

steady-flow system becomes: 
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For single-stream devices, the steady flow energy balance equation 2.6 becomes: 
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In the case of the compressor, the fluid experiences negligible changes in its kinetic 

and potential energies. The velocities involved are usually too low to cause any 

significant change in the kinetic energy. This change is usually very small relative to 

the change in enthalpy, and thus it is often disregarded. Heat transfer from 

compressors is usually negligible ( )0ºQ  since they are typically well insulated 

unless there is intentional cooling. The energy balance equation (equation 2.7) is thus 

reduced further to: 



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

10 

 

( )12 hhmWcomp -=         2.8 

where m, h1 and h2 are the mass flow rate, suction and discharge enthalpies, 

respectively. Thus, the compression work of a single compressor for a real gas fluid 

can be determined using equation 2.8.  

2.1.2 Compressor efficiency  

Compression system analysis is often carried out assuming a constant isentropic 

efficiency for compressors. The isentropic compression system is impossible in 

reality. However, for the simplification of the calculation, the isentropic efficiency is 

employed because it can be directly derived from the station design parameters, i.e. 

gas composition, suction temperature and pressure as well as discharge pressure. 

Whereas, the definition of polytropic efficiency requires the additional knowledge of 

the discharge temperature of the compression system. The isentropic efficiency of a 

compression process can be defined as: 

a

s

a

s
compis

h

h

W

W

D

D
==,h         2.9  

where sW , aW , shD and ahD are the compression work of an isentropic process, the 

actual compression work, the specific enthalpy change in an isentropic process and 

the specific enthalpy change of the actual process, respectively. In any real process, 

the isentropic efficiency is smaller than unity (Austbø, 2015). 

The effect of the compressor isentropic efficiency on the compression work can be 

presented in figure 2.1.  
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Figure 2.1: Compression power as function of compressor isentropic efficiency 

(Austbø, 2015). 

As can be observed in figure 2.1, the compression work decreases with increasing 

isentropic efficiency. Also, larger absolute savings in power consumption are obtained 

when the efficiency is high.  

In order to calculate the compression work (equation 2.8) for a real gas, the discharge 

enthalpy, h2  can be determined using isentropic efficiency, compis,h  of the compressor, 

compis

is hh
hh

,

12,

12
h

-
+=         2.10 

where 2,ish  is the discharge enthalpy for the isentropic process. 

The value of compis,h greatly depends on the design of the compressor. Well-designed 

compressors have isentropic efficiencies that range from 80 to 90 % (Cengel and 

Boles, 2011). 

2.1.3 Multistage compression with intercooling 

Multistage compression with intercooling is an efficient means for reducing power 

consumption. It is clear that cooling a gas as it is compressed is desirable since this 

reduces the required work input to the compressor and avoids damage to the 

compressor seals due to high temperatures. However, often it is not possible to have 

adequate cooling through the casing of compressor, and it becomes necessary to use 

other techniques to achieve effective cooling. One such technique is multistage 
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compression with intercooling, where the gas is compressed in stages and cooled 

between each stage by passing it through a heat exchanger called an intercooler as 

shown in figure 2.2.  

 
Figure 2.2: Two-stage compression with intercooling (Austbø, 2015). 

Ideally, the cooling process takes place at constant pressure, and the gas is cooled to 

the initial temperature at each intercooler. Multistage compression with intercooling is 

especially attractive when a gas is to be compressed to very high pressures.  

The effect of intercooling on compressor work is illustrated on P-h diagram in figure 

2.3 for a two-stage compressor, where P1 and P3 are the suction pressure and 

discharge pressure, respectively. 

 
Figure 2.3: A P-h diagram for two-stage compressor with an intercooler (Wu et al., 

1982). 
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The compression work, Wcomp,1  of the single isentropic compressor equals the specific 

enthalpy difference between point 3 and point 1 multiplied  by the mass flow rate, m 

of the gas and can be expressed as: 

)( 131, hhmWcomp -=         2.11 

If two-stage compression is used instead of one-stage compression, and the 

assumption is made that there is no pressure drop in the intercooler, the overall 

compressive process curve is presented by the paths 1-2-4-5 in figure 2.3. The gas is 

compressed in the first stage from P1 to an intermediate pressure P2 at point 2, cooled 

at constant pressure at point 4 and compressed in the second stage to the final 

pressure, P3 at point 5. The area in the process curve 2-3-4-5 on the P-h diagram 

represents the work saved as a result of two-stage compression with intercooling. The 

size of the saved work varies with the value of the intermediate pressure and it is of 

practical interest to determine the conditions under which this area is maximised. The 

total compression work for a two-stage compressor is the sum of the work inputs for 

each stage of compression, as determined from: 

( ) ( )4512

'

2, hhmhhmWcomp -+-=        2.12 

Since the slope of the process curve 4-5 is larger than the slope of the curve 1-3 and 

the pressure limits are equal, then, 

( )( )2345 hhhh -<-          2.13 

The compression work saved by using this ideal intercooler is: 

( ) ( )4523

' hhmhhmW ---=D       2.14 

In fact, there is pressure drop in a non-ideal intercooler, thus, the pressure of gas at the 

outlet of the intercooler is P6, less than P4. The total compression work for the two-

stage compressor, 2,compW  then equals 

( ) ( )67122, hhmhhmWcomp -+-=       2.15 

The actual compression work saved is given as: 



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

14 

 

( ) ( )6723 hhmhhmW ---=D        2.16 

ȹW is less than ȹWô because 64 hh º  and 57 hh > . Theoretically, the higher the heat 

transfer rate of the intercooler, the lower the temperature at point 6 will be and the 

greater the quantity of energy can be saved. But it is impossible to remove too much 

heat from gas to water because of the cost limitation of the intercooler (Wu et al., 

1982). 

2.1.4 Compression pressure ratio 

The intermediate pressure value, P2 as shown in figure 2.2, that minimises the total 

work is determined by introducing the compression pressure ratio terms. The 

compression pressure ratios, PR for compressors A (COMP-A) and B (COMP-B) (see 

figure 2.2) are defined as: 

2
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1

2

P

P
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P
PR

BCOMP

ACOMP

=

=

-

-

        2.17 

where 2P  and 
1P  are the discharge and suction pressures of the compressor A, while 

3P  and 2P  are the discharge and suction pressures of the compressor B, respectively.  

An acceptable compression pressure ratio for centrifugal compressors is ca. 1.5 to 2 

(Menon, 2005). A larger number requires more compressor power. If the number of 

stages of compressor is installed in series to achieve the required compression 

pressure ratio, then each compressor stage can be operated at a compression pressure 

ratio of (Menon, 2005), 

N
tPRPR

1

=          2.18 

where PRt and N are the overall compression pressure ratio and the number of 

compressor stages in series respectively. 
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Figure 2.4 shows the comparison of the energy savings in the two-stage compression 

with different compression pressure ratio, PR where T1 and T3 are the initial gas 

temperature at the inlet first compressor and the gas temperature after cooling from 

the first intercooler (see figure 2.2) respectively. 

 

Figure 2.4: Comparison of the energy savings in two-stage compression with 

intercooling with different pressure ratio (Austbø, 2015). 

With increasing pressure ratio, the peak in energy savings is moved to a larger value 

of T3 ī T1. Since the overall pressure ratio is larger, so is the discharge temperatures 

of the compressors. The isentropic efficiency of the compressors and the pressure 

level do not affect the difference in total compression power related to the 

intermediate pressure level. The isentropic efficiency would, however, influence the 

magnitude of suction temperature leading to a discharge temperature equal to the 

intercooling temperature (Austbø, 2015). 

The sum of power input to all stages of compression for a real gas is determined from: 

( )1
1

-

=

-=ä ii

N

i

comp hhmW        2.19 

where i and N are the number of compressor stages, respectively. 

As the number of stages is increased, the compression process becomes nearly 

isothermal at the compressor inlet temperature, and the compression work decreases.  



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

16 

 

2.1.5 Intercooling heat 

In order to reduce the compression work, the specific volume of the gas should be 

kept as small as possible during the compression process. This may be done by 

maintaining the temperature of the gas as low as possible during compression. In 

general this heat is rejected to low temperature cooling equipment in order to reduce 

compression penalty. This strategy is beneficial for operation, especially in cold 

locations, but total capital requirement could increase due to the necessity of larger 

heat exchangers for gas cooling in locations with higher temperatures (Romeo et al., 

2009). The total heat absorbed, wQ  by circulating the cooling water in the intercooler 

to cool down the compression fluid is calculated as: 

( )ä
=

- -=
L

i

coolericooleriw hhQ
2

,,1        2.20 

where  
coolerih ,

 and 
coolerih ,1-

are the enthalpies of CO2 stream at i and i-1-th intercooling 

stages, respectively while, i and L are the number of intercoolers between compressor 

stages. 

2.1.6 Properties of CO2 mixtures with impurities  

Accurate and efficient prediction of thermodynamic properties of pure CO2 and its 

mixtures with non-condensable gases is key to successful modelling of multistage 

compression power requirement and intercooling heat. In order to achieve this, an 

appropriate Equation of State (EOS) is required to predict the thermodynamic 

properties of CO2 and its mixtures. Peng-Robinson Equation of State (PR EOS) (Peng 

and Robinson, 1976) is employed in the present study for this purpose. This equation 

is chosen as one of the most computationally efficient for modelling of vapour-liquid 

behaviour of CO2 and its mixtures with various components (Seevam et al., 2008, 

Zhao and Li , 2014, Duschek et al., 1990, Li and Yan, 2009, Vrabec et al., 2009, 

Woolley et al., 2014, Martynov et al., 2016). The PR EOS is given by Peng and 

Robinson (1976) can be written as: 
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where Pc, Tc, V, R, Ŭ and Kij are the critical pressure, critical temperature, fluidôs 

molar volume, universal gas constant, alpha function and binary interaction 

parameter, respectively. k1 and k2 are respectively the constants specific while yi and yj 

are the component mole fractions of the fluid. 

Given the fluid molecular weight, Mw with the relation to the fluid density, r can be 

written as: 

wM

V
r=          2.27 

Thus substituting equation 2.27 into equation 2.21, the PR EOS becomes: 

2
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where, 
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Twu et al. (1991) studied the effect of the generalised alpha function, a on the 

predictions obtained from a cubic equation of state. The authors assert that the ability 

of a cubic EOS to correlate the phase equilibria of mixtures depends not only on the 

mixing rule but also on the form of the generalised alpha function employed (Twu et 

al., 1995). The original form of the generalised alpha-function widely accepted and 

used in phase equilibria calculations were given by Soave (1972): 

( )
2

0.51 1 rm Ta è ø= + -
ê ú

        2.32 

where, 

r

c

T
T

T
=          2.33 

0.480 1.574 175m w w2= + -0.      2.34 

Here, Tr and ɤ are the reduced temperature and acentric factor, respectively. 

In this work, the above properties are calculated using PR EOS implemented in 

REFPROP package (Lemmon and Huber, 2010).  

The discharge enthalpy for the isentropic process,
2h (equation 2.10) can be calculated 

by employing PR EOS at given pressure and entropy ( )222, ,Pshhis = , while the exit 

entropy, s2 can be determined from the requirement that the entropy of the gas 

remains constant ( )12 ss = , i.e. ( )112 ,TPss = . The exit temperature of the compressor, 

T2 can be determined at the given pressure and enthalpy, ( )222 ,hPTT = . 
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2.2 Application of the compression model 

In the following, the application of the general equations in modelling the multistage 

compressor and intercooler to compress to high pressurised fluid for the pipeline 

transportation as discussed in section 2.1 is presented and reviewed. 

2.2.1 Witkowski  and Majkut  (2012) and Witkowski  et al. (2013) 

Witkowski and Majkut (2012) and Witkowski et al. (2013) have employed various 

compression equations to quantify the power demands for 13 different compression 

strategies for compression of pure CO2 from a coal-fired power plant. These 

technologies consist of conventional in-line centrifugal compression, conventional 

multistage integrally geared centrifugal compression, advanced supersonic shockwave 

compression and multistage compression combined with liquefaction and pumping. 

The process simulator Aspen Plus has been used to predict the thermodynamic 

properties of the CO2 stream at required conditions and to quantify the performance of 

each compression chain option accordingly. 

Tables 2.1 to 2.3 summarise the compression options employed and the power 

requirement for each thermodynamic process. The pure CO2 with the initial 

conditions of 1.515 bar inlet pressure, P1 and 28 oC inlet temperature, T1 is 

compressed to 153 bar discharge pressure, P2 using different compression options 

studied. The inter-stage suction temperature, Ts and the compressorsô efficiencies, ɖp 

change depending on the compression technology and the number of compressorôs 

stage employed. As the results show, the amount of power required by each 

compression option varies significantly with the compression technology. Option C1, 

the conventional centrifugal 16-stage with four section compressors requires total 

power of 57787 kW with acted as a baseline case. In the case of conventional 

centrifugal 16-stage with six section compressor (option C2), with most intensive 

cooling provides small compressor power savings above the baseline case (7.5 %). 

Eight stage centrifugal geared compressor with 7 intercoolers (option C3) shows that 

integrally geared centrifugal compressors with intercoolers between each stage result 

in significant power savings above baseline case, C1. The thermodynamic analysis 
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indicates ca. 21 % reduction in compressor power compared to the conventional 

process. The recoverable of useful heat from the compression system offers the 

potential for significant heat integration with the power plant process. Here, a certain 

temperature level must be reached in the heat exchangers to generate useful heat by 

the rejection of the 7th intercooler in the eighth stage of the integrally geared 

compressor (options C4, C6 and C8).  

This disadvantage of having a higher compression temperature after the last stage by 

leaving the ideal process of isothermal compression can be compensated for by the 

advantage of heat recovery and power optimization in the plant.  
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Table 2.1: Comparison of compression technology options (Witkowski and Majkut, 2012). 

Option Compression technology 

Process definition 

Power 

requirements, Ns 

(kW) 

Difference from 

option C1 (%) 

C1 Conventional centrifugal 16-stage 

four section compressor 

P1 = 1.515 bar, P2  = 153 bar, T1 = 28 oC, Ts = 38 
oC, ɖp = 0.85-0.70 

57787.4 0.00 

C2 Conventional centrifugal 16-stage 

six section compressor 

P1 = 1.515 bar, P2 = 153 bar, T1 = 28 oC, Ts = 38 
oC, ɖp = 0.85-0.70 

53443.8 -7.50 

C3 Eight stage centrifugal geared 

compressor with 7 intercoolers 

P1 = 1.515 bar, P2 = 153 bar, T1 = 28 oC, Ts = 20 
oC, ɖp = 0.84-0.70 

44152.5 -21.2 

C4 Eight stage centrifugal geared 

compressor with rejection of the 

7th intercooler 

P1 = 1.515 bar, P2 = 153 bar, T1 = 28 oC, Ts = 20 
oC, ɖp = 0.84-0.70 

48689.3 -13.1 

Heat recoverable to 90 oC 11132.2 -35.0 

C5 Eight stage centrifugal geared 

compressor with 7 intercooler 

P1 = 1.515 bar, P2 = 153 bar, T1 = 28 oC, Ts = 20 
oC, ɖp = 0.84-0.56  

47560.5 -15.2 

C6 Eight stage centrifugal geared 

compressor with rejection of the 

7th intercooler 

P1 = 1.515 bar, P2 = 153 bar, T1 = 28 oC, Ts = 20 
oC, ɖp = 0.84-0.56 

53751.0 -4.10 

Heat recoverable to 90 oC 14349.5 -28.9 

C7 Eight stage centrifugal geared 

compressor with 7 intercooler 

P1 = 1.515 bar, P2 = 153 bar, T1 = 28 oC, Ts = 38 
oC, ɖp = 0.84-0.70  

48555.1 -13.4 

C8 Eight stage centrifugal geared 

compressor with rejection of the 

7th intercooler 

P1 = 1.515 bar, P2 = 153 bar, T1 = 28 oC, Ts = 38 
oC, ɖp = 0.84-0.70 

52919.3 5.60 

Heat recoverable to 90 oC 17664.1 -36.2 
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In the case of supersonic shock wave compression, this two-stage technology which 

has higher efficiency and pressure ratio is expected to reduce the capital cost of CO2 

compression equipment by as much as 50 %, and reduce the operating costs of the 

CO2 capture and sequestration system by at least 15 % (Witkowski and Majkut, 

2012). An additional benefit is that the stage discharge temperature, T2/2 ranges from 

246 to 285 oC, depending on the inlet gas cooling water temperatures produces the 

heat that could potentially be used to regenerate amine solutions or pre-heat the boiler 

feed-water. 

Table 2.2: Options CS1 and CS2 (Witkowski and Majkut, 2012). 

Option  Compression 

technology 

Process definition Power 

requirements, 

Ns (kW) 

Heat 

recoverable 

to 90 oC 

(kW) 

CS1 Two stage shock 

wave compression 

P1 = 1.528 bar, P2 = 153 

bar, T1 = 28 oC, Ts = 20 
oC, ɖp = 0.86-0.80, T2/2 

= 246.5 oC 

57500.5 58520.5  

CS2 Two stage shock 

wave compression 

P1 = 1.528 bar, P2 = 

153 bar, T1 = 28 oC, Ts  

= 38 oC, ɖp = 0.86-0.80, 

T2/2 = 285 oC 

62016.5 65619.8 

Table 2.3 shows the power requirements for the centrifugal compression followed by 

liquefaction and pumping (options CP1-CP3). The compressor pressure ratio, PR is 

applied depending on the discharge pressure, P2 and the number of compressor stage 

employed. The results for the options CP1 and CP2 show that the power requirement 

can be reduced by up to 14.6 % at the compressor outlet pressure of 80 bar and by up 

to 20.44 % at the subcritical pressure of 60 bar. This minimum liquefaction pressure is 

dictated by the cooling medium temperature if water at ambient conditions is used. 

In option CP3, CO2 is brought to liquefaction pressure of 17.45 bar through four 

compression sections intercooled to 38 oC with water followed by liquefaction using 

ammonia as working fluid at -25 or -30 oC before pumping to the final pressure. This 

option resulted in the greatest energy savings at ca. 45.8 % reduction in compression 

power compared to the conventional process as shown in table 2.3. However, the 

liquefaction of CO2 requires large amount of refrigeration energy. Liquefaction and 
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pumping equipment will entail additional capital expenses, but some of this will be 

offset by the lower cost of pumps compared to high-pressure compressors.  

Table 2.3: Summary of compression and pumping power reduction (Witkowski and 

Majkut, 2012). 

Option  Compression 

technology 

Process definition Power 

requirements, 

(kW) 

Difference 

from 

option C1 

(%) 

CP1 Six stage integrally 

geared compressor 

with five inter-

stage coolers 

P1 = 1.515 bar, P2 = 80 

bar, T1 = 28 oC, Ts = 38 
oC, ɖp = 0.84-0.72,  PR= 

1.937 

Nc = 46750  

 Pumping with 

supercritical 

liquefaction 

P1 = 80 bar, T1 = 31 oC, 

ɖp = 0.8 

Np = 2582.9 

Nc+Np = 

49332.9 

-14.6 

CP2 Six stage integrally 

geared compressor 

with five inter-

stage coolers 

P1 = 1.515 bar, P2 = 60 

bar, T1 = 28 oC, Ts = 38 
oC, ɖp = 0.84-0.73, PR = 

1.846 

Nc = 43718.2  

 Pumping with 

subcritical 

liquefaction 

P1 = 60 bar, T1 = 20 oC, 

ɖp = 0.8 

Np = 2257.6 

Nc+Np = 

45975.8 

-20.4 

CP2 Four stage 

integrally geared 

compressor with 

three inter-stage 

coolers 

P1 = 1.515 bar, P2 = 

17.59 bar, T1 = 28 oC, Ts 

= 38 oC, ɖp = 0.84-

0.756, PR = 1.846 

Nc = 28910  

 Refrigerated 

pumping 

P1 = 17.59 bar, P2 = 153 

bar, T1  =  -25 oC, ɟ2 = 

1015.89 kg/m3 

Np = 2392.7 

NT = Nc+Np 

NT = 31302.7 

-45.8 

At the moment, the impact of impurities on the CO2 compression is not clear.  

However, the above studies did not explore the impact of impure components in the 

CO2 streams on the compression and intercooling process. These reported studies also 

only account the compression work without considering the power demand in the 

intercooling system when calculating the total power consumption in the compression 

system. 
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2.2.2 Pei et al. (2014) 

Pei et al. (2014) examined the opportunity to recover waste heat from the different 

compression strategies as an effort to reduce the energy consumption of these 

technologies by adopting the compression equations as discussed in section 2.1. The 

Organic Rankine Cycle (ORC) was integrated with 7-stage intercooling compression 

and 2-stage shockwave compression to recover waste heat produced and the results 

obtained are illustrated in tables 2.4 and 2.5 respectively.  

Table 2.4 lists the calculated performance of the intercooling compression chain 

coupled with the ORC system.  

Table 2.4: Performance of intercooling compression coupled with ORC (Pei et al., 

2014). 

Exit 

temperature of 

the heat 

exchanger, Te 

(K) 

Compressor 

shaft power 

(kW) 

Power 

generated 

(kW) 

Specific 

compression 

energy (kWh/t 

of CO2) 

ɖthermal 

(%) 

ɖexy 

(%) 

330 49711 5777 77.7 12 44 

335 49711 6465 76.5 13 49 

340 49711 7113 75.4 14 54 

345 49711 7724 74.3 16 59 

350 49711 8299 73.3 17 63 

The system performance improves with an increase in the exit temperature of the heat 

exchanger, Te. The specific compression energy ranges from 73.3 to 77.7 kWh/t of 

CO2. Without heat recovery, the specific compression energy was over 88 kWh/t of 

CO2. Therefore, the ORC helps reduce the energy consumption of the system up to 17 

%.  

Table 2.5 lists the calculated performance of the 2-stage shockwave compression 

coupled with ORC system.  

Table 2.5: Performance of 2-stage shockwave compression coupled with ORC (Pei et 

al., 2014). 

Exit 

temperature of 

Compressor 

shaft power 

Power 

generated 

Specific 

compression 
ɖthermal 

ɖexy (%) 
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the heat 

exchanger , Te 

(K) 

(kW) (kW) energy (kWh/t 

of CO2) 

(%) 

428 56891 16303 71.8 17 70 

438 56891 16822 70.9 18 72 

448 56891 17278 70.1 18 74 

458 56891 17672 69.4 19 76 

468 56891 18007 68.8 19 77 

 

The specific compression energy is between 68.8 and 71.8 kWh/t of CO2, which is 

lower than that in the case of intercooling compression (table 2.4). It is worth 

mentioning that, without ORC coupling, the specific compression energy requirement 

is 100.7 kWh/t of CO2, higher than for intercooling compression. Coupling the ORC 

system resulted in compression savings of over 30 %, making shockwave 

compression more advantageous than the intercooling option. Thanks to the higher 

temperature of the pressurised CO2, the shockwave with ORC compression chain is 

able to capture more waste heat and offset the compressor shaft power requirement, 

rendering the shockwave compression more energy efficient than the intercooling 

option. In other words, the waste heat provided by the shockwave compression has a 

higher quality than that provided by the intercooling compression.  

However, this reported study only focused on the 7-stage intercooling compression 

and 2-stage shockwave compression, the other approaches or strategies such as 

conventional in-line and multistage compression integrated with pumping also should 

be considered in recovering waste heat as an effort in reducing the energy 

consumption of the compression system. 

2.2.3 Romeo et al. (2009) 

Romeo et al. (2009) analysed and optimised the design of a CO2 intercooling 

compression system by taking advantage of the low temperature heat duty in the low 

pressure heaters of a steam cycle. In order to minimise the incremental Cost of 

Electricity (COE) associated with CO2 compression, the introduction of a two stage 

intercooling layout in 4-stage of compression is proposed. In the first stage, the 

extracted heat could be used in the low-pressure part of the steam cycle for water pre-
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heating, while in the second stage, the extracted heat is dissipated in the cooling tower 

after reduction of CO2 temperature and at the same time reduces the power 

requirements of the compressor. 

Based on their results, the authors concluded that the integration of CO2 intercooling 

waste energy into the steam cycle reduces ca. 23 % of the incremental COE 

associated with compression (approximately 0.8 ú/MWh). In the meantime, a drop of 

ca. 9 % of the compression cost from 25.1 Mú to 22.8 Mú can be observed when 80 

% of the compressor efficiency is increased to 90 %. However, reducing the number 

of stages from four to three with 80 % of efficiency increases ca. 0.19 ú/MWh of the 

COE. This proposed integration scheme can be used to reduce the energy and 

efficiency penalty of CO2 capture processes thereby reducing the CO2 capture cost. 

2.2.4 Moore et al. (2011) 

Moore et al. (2011) presented a study on the development of novel compression and 

pumping processes for CCS applications. An internally-cooled compressor diaphragm 

was developed to remove the compressor heat using an optimal designed cooling 

jacket based on a state of the art aerodynamic flow path without introducing an 

additional pressure drop. An existing centrifugal compressor installed in a closed loop 

test facility was retrofitted with the new cooled diaphragm concept.  

From the validation results utilizing 3D CFD and experimental data, an optimal 

design was achieved that provided good heat transfer while adding no additional 

pressure drop. Various tests conducted demonstrated the effectiveness of the design. 

However, the above studies (Romeo et al., (2009) and Moore et al., (2011)) did not 

explore the energy saving potential in CO2 compression and liquefaction process. 

Considering that there is abundant heat resource in coal-fired power plants, especially 

the exhaust heat with low temperature. The exhaust heat with lower level can be 

utilised to decrease the energy consumption in the process of CO2 compression and 

liquefaction, which will be helpful to reduce the thermal efficiency penalty when CCS 

is applied in power plants.  
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2.2.5 Duan et al. (2013) 

Duan et al. (2013) analysed and compared the energy consumptions of conventional 

systems and a new process for CO2 compression and liquefaction. The conventional 

method involves a four-stage gas compression while the new method employs three-

stage gas compression and one stage pump pressurisation. The refrigeration process 

driven by the lower level heat from the coal-fired power plant is integrated in the new 

compression and liquefaction system. The cooling needed to liquefy the CO2 is 

provided by an ammonia absorption refrigerator driven by exhaust heat.  

Eight different cases have been investigated to study the effects of the refrigeration 

temperature on the total energy consumption of CO2 compression and liquefaction. 

The corresponding performance data for each system is presented in table 2.6. The 

first case presents the conventional multistage compression with 30 oC water cooling 

(C-C) and the remaining six cases are the single refrigeration compression with 

different refrigeration temperature (R-C1 to R-C6) while, the last case employs a 

double-effect refrigeration compression with two evaporation temperatures (DR-C).  

As shown in table 2.6, the total energy consumption, WCO2 using conventional 

methods to compress and liquefy CO2 is huge, reaching about 358.84 kJ/kg CO2. 
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Table 2.6: Performance data of different CO2 compression and liquefaction processes (Duan et al., 2013). 

Parameter C-C R-C1 R-C2 R-C3 R-C4 R-C5 R-C6 DR-C 

Refrigeration temperature, tc (
oC) 30 -15 -20 -25 -30 -35 -40 -15, -30 

Initial pressure from capture, Pinitial (MPa) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 

Pressure at the inlet compressor, Pl (MPa) 7.2127 2.2908 1.9696 1.6827 1.4278 1.2024 1.0045 1.4278 

Final pressure for pipeline transport, Pfinal (MPa) 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 

Final temperature of liquid, tl (
oC) 30 25 25 25 25 25 25 25 

CR 3 3.85 2.73 2.57 2.43 2.31 2.16 2.43 

Compression work, Wc (kJ/kg CO2) 357.56 222.75 208.89 190.69 175.33 160.81 143.95 175.33 

Work consumption of liquid CO2 pump, W3 

(kJ/kg CO2) 

- 7.61 7.79 8.07 8.23 8.32 8.43 8.23 

Cooling capacity to cool down per kg of CO2, 

Qo (kJ/kg CO2) 

- 347.7 363.4 379.2 385.2 374.4 361.8 385.2 

Total heat absorbed by the circulating cooling 

water to cool down per kg of CO2, QW 

(kJ/kg CO2) 

495.3 1040.6 1125.3 1221.8 1300.1 1336.7 1378.1 1107.8 

Pump work for the circulating cooling water, 

WW (kJ/kg CO2) 

1.28 2.70 2.92 3.17 3.37 3.47 3.57 2.87 

COP - 0.502 0.477 0.450 0.421 0.389 0.356 0.533 

Thermal energy of hot fluid consumed by NH4, 

QCO2 (kJ/kg CO2) 

- 692.8 761.9 842.6 914.9 962.4 1016.3 722.7 

Temperature of hot fluid, te (
oC) - 137.8 145 151 159 167.5 175.5 159.0 

Power influence coefficient, X - 0.0787 0.0838 0.0888 0.0939 0.0992 0.1046 0.0939 

The converted work of the hot fluid, WCV (kJ/kg 

CO2) 

- 54.53 63.85 74.83 85.91 95.47 106.30 67.86 

Total power consumption for compression and 

liquefaction, WCO2 (kJ/kg CO2) 

358.84 287.58 283.44 276.75 272.84 268.07 262.25 254.29 
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The compressor work reaches 357.56 kJ/kg CO2, accounting for the major portion of 

total energy consumption. When the new method is applied, the total energy 

consumption of CO2 compression and liquefaction decreases with the decrease in the 

refrigeration temperature, tc. The total energy consumption reduces by ca. 27 % for 

the case of R-C6 as compared to the conventional method, C-C. For case DR-C with a 

double-effect refrigeration compression, the total energy consumption is reduced up 

to 254.29 kJ/kg CO2, with ca. 29 % decrease of energy consumption. 

The advantage of lower energy consumption is reduced as the converted work of 

extracted steam, WCV increases with the decrease in the refrigeration temperature. 

Figure 2.5 shows the comparison of gas compression work and total work 

consumption with and without recovering the cold energy of liquefied CO2 for CO2 

compression and liquefaction in different cases.  

 

Figure 2.5: Compression work and total work consumption for different CO2 

compression scenarios (Duan et al., 2013). 

Although the compression work, WCO2 decreases as the refrigeration temperature 

drops, the total work consumption without cold energy recovery of liquid CO2 does 
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not decrease continuously. This is because the converted work of the extracted steam 

accounts for an increasing proportion of the total work consumption as the cooling 

temperature decreases. The increased converted work neutralises the decreased 

compression work, and in the refrigeration temperature range from -15 oC to -40 oC, 

the total power consumption without recovering cold energy of liquid CO2 decreases 

slightly at first and increases soon afterwards. Thus, in some cases for the fixed 

refrigerator performance, the refrigeration temperature should not be set too low. 

Evidently, there exists an optimal refrigeration temperature for minimising the total 

power consumption. In the case of DR-C process, CO2 was cooled by double-effect 

refrigerator in the refrigeration process that provides the different levels of cold 

energy. Applying this process reduces the exergy loss of heat transfer and increases 

the cooling efficiency of the refrigerator. As can be seen from figure 2.5, the DR-C 

process with -15 oC and -30 oC evaporation temperatures has the lowest total power 

consumption out of the eight cases. Table 2.7 shows the comparison results from the 

Pulverised Coal (PC) plant with and without CO2 capture process.  

Table 2.7: The comparison results of different CO2 compression methods (Duan et al., 

2013). 

Parameter 
PC without 

CO2 capture 

PC+CCS CO2 

compression with 

the conventional 

method 

PC+CCS CO2 

compression 

with new method 

Gross power plant (MW) 604.3 533.16 527.78 

Power plant inner loss (MW) 30.22 30.22 30.22 

CO2 capture power (MW) - 21.28 21.28 

CO2 compression power 

(MW) 

- 28.62 14.55 

Plant electrical power 

consumption (MW) 

30.22 80.12 66.05 

Plant net output power (MW) 574.09 453.04 461.73 

Power plant net thermal 

efficiency (%) 

40.28 31.79 32.40 

Efficiency loss (%) - 8.49 7.88 

CO2 recovery ratio (%) - 85 85 

CO2 emission (generator 

output) (g/kWh) 

566.3 94.9 95.87 

Reduced CO2 emission 

(generator output) (g/kWh) 

- 535.3 540.76 
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The CO2 compression power requirement in case of integrating the power plant with 

the CCS and a conventional compression and liquefaction method was 28.62 MW, 

compared to 14.55 MW in case of the power plant with the CCS and the refrigerating 

compression combined with exhausted heat utilisation (new method). 

Advantageously, the drop in compression power also results in an increase in the net 

power output of the plant. According to the data in table 2.7, using the conventional 

method to compress and liquefy CO2, results in an efficiency loss of 8.49 % as 

compared to PC plant without CO2 capture when the net thermal efficiency of the 

power plant drops from 40.28 to 31.79 %. On the other hand, when the new 

compression method is employed, the efficiency loss decreases to 7.88 %, and the net 

thermal efficiency of the power plant will be 32.40 %, corresponding to a marginal 

increase of 0.61 %.  

According to Duan et al. (2013), a large amount of low quality heat is demanded in 

the refrigerating compression combined with exhausted heat utilisation process which 

occupies a big proportion of the total power consumption if the heat is converted into 

work. However, this process is especially suitable for coal-fired power plants which 

have a large amount of lower level heat and need to compress and liquefy CO2 in a 

large scale.  

In this reported study, the new process for CO2 compression and liquefaction 

employing complex refrigeration system powered by exhaust heat will need plenty of 

mechanical work to produce the low temperature. The liquefaction and pumping 

equipment also will entail additional capital expenses compared to conventional 

compression system. 

2.2.6 Modekurti  et al. (2017) 

Modekurti et al. (2017) investigated the performance of both an inline and integral 

gear multistage compressor to compress the CO2 stream in the gas phase to 

supercritical conditions by considering the variable mass flow rate during a flexible 

operation in the power plant. The compression systems during steady state and 
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transient conditions modelled accounting for inter-stage coolers, flash vessel, glycol 

tower and the CO2 inventory from a post-combustion CO2 capture process.  

According to the results presented by Modekurti et al. (2017), the inline compressor 

system consumes ca. 29700 kW, which is 19 % more than that for the 8-stage integral 

gear compressor system for compressing the CO2 stream from 1.15 to 152.8 bar as 

shown in table 2.8. This difference compares well with the work of Wacker and Kisor 

(2012), where the authors have reported 18 % more power consumption for 

compressing CO2 from 1 bara to 150 bara in an inline compressor with 2 sections, a 

total of 15 stages, and 3 intercoolers in comparison to an integral gear compressor 

with 8 stages and 6 intercoolers. However, a high amount of recoverable heat 

produced from the coolers in the inline compressor that can be used elsewhere, such 

as providing heat to the reboiler of the CO2 capture system or for generating steam. 

Table 2.8:  Compressor comparison summary (Modekurti et al., 2017). 

 Integral gear Inline 

Total power (kW) 24970 29700 

Average polytropic efficiency (%) 84.7 84.0 

Total cooling (kWth) 44900 48000 

TEG reboiler duty (kWth reboiler at 121 oC) 790 1340 

Recoverable heat (kWth above 121 oC) 900 23550 

CO2 recycle from the TEG stripper (%) 2.25 3.0 

Concentration of CO2 in the feed to the compression system can vary due to 

operational changes in the CO2 capture system. According to Modekurti et al. (2017), 

all the compressor stages will approach the surge condition when the mass flow rate 

reduces to 45 % reduction.   

However, based on the results presented in table 2.8, the total power reported for both 

integral gear with 8 stages and 6 intercoolers and inline compressor with 15 stages 

and 3 intercoolers are approximately 50 % below than the reported values from 

Witkowski and Majkut (2012) and Witkowski et al., (2013).  

While the above studies (Witkowski and Majkut (2012), Witkowski et al., (2013), Pei 

et al., (2014), Romeo et al., (2009), Moore et al., (2011) and Modekurti et al., (2017)) 

have primarily focused on the development of suitable compression strategies for 
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high-purity CO2, it has also been recognised that CO2 streams in CCS inevitably carry 

some amount of impurities, whose nature and concentrations depend on the emission 

source and capture technology applied. These impurities are expected to reduce the 

effective storage capacity of the reservoir and also affect the physical properties and 

vapour-liquid phase equilibrium of the CO2 stream, directly impacting the design of 

compression equipment and the CO2 pipeline transport.   

2.2.7 Aspelund and Jordal (2007) 

Aspelund and Jordal (2007) investigated and compared three different CO2 transport 

chains using both pipeline and ship. The first chain (P1) consists of compression to 60 

bar, liquefaction of CO2 stream using sea water at 10 oC and pumping to 150 bar 

while the second chain (P2) involves direct compression to 150 bar. In both P1 and 

P2, the gas is compressed in centrifugal compressors in four stages. In case of the ship 

transport process (S1), the gas stream is conditioned to ship and reservoir 

specifications before liquefaction at ca. 6-7 bar at -52 oC. The liquid stream is then 

sent to an intermediate storage before being pumped to a ship-based transport, which 

transports the CO2 stream to the sequestration site. 

From the reported results shown in figure 2.6, process chain P1 shows approximately 

10 % higher energy efficiency compared to P2 and S1. At atmospheric pressure, the 

energy requirement for P1 and P2 or S1 is approximately 95 and 105 kWh/tonne CO2, 

respectively. Thus, P1 is the preferred solution for process plants with access to sea 

water with a relatively low temperature. However, P2 will have lower investment 

costs and is favourable for higher seawater temperatures. 
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Figure 2.6: Variation of energy requirement for P1, P2 and S1 as a function of inlet 

pressure (Aspelund and Jordal, 2007). 

The effect of volatiles by adding nitrogen to the feed is shown in figure 2.7.  

 
Figure 2.7: Variation of energy requirement for P1, P2 and S1 as a function of inert 

gas content (Aspelund and Jordal, 2007). 

As expected the power requirements for the process with direct compression (P2) 

increases linearly with the increases of nitrogen content in the feed by approximately 

2 kWh/mole nitrogen. In the case of P1 and S1 which involve the liquefaction of CO2 

and the removal of the volatiles in an inert column, a linear increase in power 

requirements of ca. 6 kWh/mole nitrogen can be observed in figure 2.7. According to 

the authors, the presence of large amount of volatiles in the captured CO2 stream will 



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

35 

 

increase the bubble point pressure of the mixture as well as increase the column 

condenser and re-boiler duty. 

2.2.8 de Visser et al. (2008) 

de Visser et al. (2008) investigated the range of allowable concentrations of impurities 

in the pre-combustion stream for safe transportation in pipelines. The issues addressed 

in the authors work are safety and toxicity limits, hydrate formation, corrosion, free 

water formation as well as compression work. Compression work calculations for a 

representative CCS stream from 14.5 to 150 bar have been conducted including small 

percentages of non-condensable gases, using two alternative compression processes 

which are condensation by cooling and pumping and multi-stage compression. The 

results show that the increase in compression work depends linearly on the 

concentration of the gaseous impurity and it is approximately 2.5, 3.5 and 4.5 % for a 

concentration of 1 % of O2, N2 and H2, respectively. In addition, the results also show 

that both the total compression work and the impact of other components vary with 

the selection of compression process. All non-condensable gases require additional 

compression work, but the effect of hydrogen is the strongest.  

2.2.9 Goos et al. (2011) 

Goos et al. (2011) determined the specific energy consumption of the compression 

process for the different CO2-N2 gas mixtures. The captured CO2 stream at 50 oC and 

1 bar with the flow rate of 1000 kmol/h is compressed using an 8-stage compressor 

compressed to the final pressure of 110 bar. Their simulations are performed 

employing PRO/II software (McMullen, 2016) and the results are presented in table 

2.9.   

Table 2.9: Comparison of the specific compression power for different CO2 gas 

mixtures compressed to 110 bar (Goos et al., 2011). 

Gas 

mixture 
Composition 

Specific energy 

(kWh/t CO2) 

Density (kg/m3) 

(Kunz et al., 2007) 

1 100 mole % CO2 86 792 

2 95 mole % CO2, 5 mole % N2 87 681 

3 90 mole % CO2, 10 mole % N2 88 536 
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4 80 mole % CO2, 20 mole % N2 89 343 

From the results presented in table 2.9, it can be seen that by increasing the impurity 

in the CO2 stream, the specific compression power requirement to drive the 

compressor to reach the end condition will be increased. In particular, the 

compression power is inversely proportional to the fluid density which progressively 

decreases with the existence of impurities. 

2.2.10 Chaczykowski and Osiadacz (2012) 

Chaczykowski and Osiadacz (2012) carried out simulations to compare the 

compression power for different CO2 mixture compositions corresponding to different 

capture technologies under transient flow conditions. The variable CO2 production 

rates are simulated, assuming the mass flow rate in the capture plant varies linearly at 

a rate of 0.25 kg/min between the values of 40 and 100 kg/s. The compressor suction 

pressure of 0.2 MPa and suction temperature of 40 oC is employed and results are 

illustrated in figure 2.8.  

 
Figure 2.8: Variation of compressor station power (Chaczykowski and Osiadacz, 

2012). 

According to the data in figure 2.8, the compression power for the 24 hours 

simulation period in the case of oxy-fuel stream is 24.5 MW, compared to 21.83 MW 

in the case of pure CO2 stream. For pre-combustion and post-combustion streams, the 

figures are 22.54 and 22 MW respectively. Therefore, the total energy demand for the 

transportation of oxy-fuel, pre-combustion and post-combustion mixtures in the 
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simulation period is respectively, 12.2, 3.2 and 0.78 % higher than that of the pure 

CO2 stream. Based on the figure 2.8, it may be reasonably concluded that in the case 

of oxy-fuel and pre-combustion technologies, the compressors and after-cooler 

facilities will incur higher operational costs due to the higher fuel and electric power 

consumption. 

Based on the above studies (Aspelund and Jordal (2007), de Visser et al., (2008), 

Goos et al., (2011) and Chaczykowski and Osiadacz (2012)), in order to minimise the 

compression costs associated with the presence of impurities in the CO2 stream, 

optimising the CO2 separation and purification processes should be investigated. In 

the case of relatively small CO2 emission sources, compression and transportation of 

low-grade CO2 carrying more than 5 % of impurities, may be required prior to its 

further purification. However, to date, the compression requirements for industrial 

low-grade CO2 streams have not been systematically assessed.   

2.3 Concluding remarks 

In this chapter the basic thermodynamic and energy balance relations for calculating 

the power requirement of multistage compression and cooling duty were presented. 

These presented equations coupled with a Cubic Equation of State representing the 

foundation of the multistage compression model. The thermodynamic relations for 

predicting the pertinent fluid properties such as the fluid enthalpy, entropy and 

discharge temperature were presented. 

In chapter 3, the details for the calculation of compression power consumption and 

cooling duty are presented. Particular attention is paid to the Peng-Robinson Equation 

of State as a solution to determine the thermodynamic properties given its popularity 

due to its accuracy and robustness. 

It is also clear that most of the above review employed the conventional CO2 

compression strategy which is responsible for a large portion of the enormous capital 

and operating cost penalties as well as sizable parasitic energy consumer. Thus, it is 

incompatible with the original intention of energy saving and emission reduction. Any 

approach or strategy resulting in a reduction in the CO2 compression workload 
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directly contributes to an improvement of net plant efficiency. It is the purpose of this 

thesis to investigate different compression strategies and identify the optimum number 

of stage of compression system to minimise the associated cost and energy penalties.   

While the above reported studies also quantified the power requirements for industrial 

compression of CO2, their practical application is, however, limited due to the 

underlying assumption of negligibly amounts of impurities in the CO2 stream. In 

practice, the CO2 streams in CCS will contain some impurities with range and level, 

mostly depending on the capture technology. The impact of a varying CO2 stream 

concentration on the compression power requirement is not fully understood.   

In chapter 3, the selection of an appropriate compression strategy for realistic CO2 

streams and associated compression work penalty costs is investigated. 

2.4 Modelling of transient fluid flow in pipelines 

The development of a transient flow model is based on the application of the 

governing equations of fluid dynamics. These equations are derived from the 

fundamental physical principles by assuming mass, momentum and energy are 

conserved. However, with respect to the pipeline flow, their precise formulation 

depends on a number of considerations such as interface topology, multi-component 

exchanges, dissipative fluid/wall interactions, pipeline elasticity and rigidity as well as 

pipeline elevation (Menon, 2005, Bratland, 2009).  

In essence, interface topology accounts for various flow regimes. These, for example, 

may include fully dispersed two-phase, stratified, annular or churn flows. Multi-

component exchanges on the other hand deal with equilibrium as opposed to non-

equilibrium effects. Dissipative fluid/wall interactions represent the effects resulting 

from heat transfer and friction.  Pipeline elasticity and rigidity refer to the degree of 

compliance and as to whether or not the pipeline is rigidly clamped. Pipeline elevation 

on the other hand accounts for unevenness in terrain and considers the effect of 

gravity on fluid flow in the pipeline. The degree of complexity of any mathematical 

model developed is closely related to its ability to adequately incorporate all the 

above mentioned effects in its formulation. 
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Consequently, a detailed model should comprise of the equations of mass, momentum 

and energy conservation for turbulent single/multi-phase flow, and should account for 

some, if not all, of the effects mentioned earlier. For these, the Navier-Stokes 

equations represent the most complete formulation that describes any fluid flow 

situation (Bratland, 2009). These equations allow for the variation of fluid property in 

four dimensions, i.e. the three dimensions of space, x, y, and z, and also time, t. 

However, the solution of the full system of these equations and the numerical 

discretisation necessary to accomplish this for a whole range of fluid flows is 

extremely difficult and requires substantial computational resources. Nevertheless, 

depending on the type of flow scenario that needs to be resolved, certain terms in the 

equations will have a negligible effect on the final solution and can be safely ignored 

without any serious loss of accuracy. At the same time, advantageously, these 

simplifications generally lead to less computationally expensive models, but on the 

other: the greater the simplification, the higher the likelihood of introducing 

modelling inaccuracies. Nonetheless, the final form of the conservation equations, 

derived through simplifying assumptions, may, in the more general classification, be 

linear, quasi-linear or non-linear, parabolic or hyperbolic, and first- or second-order.  

There has been much research activity in the field of theoretical modelling of fluid 

flow transients. Various assumptions and simplifications have been made in order to 

suit a particular method of solution or application. Suwan and Anderson (1992) 

argued that alternative formulations, interpolations, friction force representation, or 

time integration, which may be appropriate for parabolic problems, will all violate the 

basic wave like characteristics of a hyperbolic problem. Most cases of unsteady 

one-dimensional flow where disturbance propagation velocities do not vary 

significantly are characterised by quasi-linear hyperbolic partial differential equations 

for continuity and momentum. On the other hand, complex phenomena such as 

stratified and intermittent stratified-bubble (slug) flows require a two-dimensional 

transient analysis for a complete treatment of the problem.  

Various analytical techniques have been used to reduce the number of equations 

before employing the relevant numerical procedure. van Deen and Reintsema (1983) 
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for example, introduced a technique which reduces the energy equation to a single 

parameter-in-mass equation without the assumption of isothermal or isentropic flow.  

In fluid flow problems the dependent variables i.e. pressure, P, density, r, and 

velocity, v are functions of the independent variables i.e. time, t and distance, x in the 

case of one-dimensional flow. In any given flow situation, the determination by 

experiment or theory of the fluid properties as a function of x and t is considered to be 

the solution to the problem. There are two distinct fundamental ways of specifying the 

flow field, namely the Lagrangian and Eulerian descriptions (Sidek, 2013). 

In the Lagrangian approach, the fluid is considered to comprise a large number of 

finite sized fluid particles which have mass, momentum, internal energy and other 

properties. The mathematical equations are derived for each fluid particle. A major 

drawback of this approach is restrictively time consuming when considering even a 

very small volume of fluid. Even when a gas is being considered where there are few 

molecules, a relatively larger time-step compared to the Eulerian approach must to be 

employed due to the longer mean free path of the molecules resulted in lower 

computational run times (Sidek, 2013).  

The Eulerian approach considers how the flow properties change at a fluid element as 

function of time and space. The information about the flow is obtained in terms of 

what happens at fixed points in space as the fluid flows through those points (Sidek, 

2013).  

According to Richtmyer (1960), the Lagrangian approach is generally preferred for 

some problems in a one space variable. For problems in two or more space variables 

and time, the Lagrangian method encounters serious difficulties. In particular, the 

accuracy usually decreases significantly as time goes on, due to distortions, unless a 

new Lagrangian point-net is defined from time to time, which requires cumbersome 

and usually rather inaccurate interpolations.  

In fluid dynamics measurements, the Eulerian method is the most suitable. The 

Eulerian formulation has almost exclusively been used in all recent studies even 
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through in some cases according to the above discussion, the Lagrangian description 

would seem more appropriate (Sidek, 2013).  

In the deriving the conservation equations, both descriptions are used depending on 

the circumstance, with the Euler concept being denoted by 
t

a

µ

µ
 or 

x

a

µ

µ
and the 

Lagrange concept being denoted by
Dt

Da
 (Price, 2006). The relationship between the 

two is given by, 

x

a
v

t

a

Dt

Da

µ

µ

µ

µ
+=         2.35  

where a  denotes pressure, density, velocity etc. of the fluid flows in the pipeline. 

 In the following section, the mathematical model used to simulate the transient flow 

in a pipeline is derived. The equations will be derived from first principles and any 

assumptions or simplifications will be accounted for. 

2.4.1 Model assumptions 

In this section, the following assumptions are employed in the development of the 

numerical pipeline fluid flow model: 

¶ Steady state exists prior to the transient conditions. The fluid properties 

obtained from a steady state calculation act as the initial conditions required 

for the hyperbolic system. 

¶ The flow is predominantly one-dimensional, that is, the rate of change of flow 

variables normal to the axial direction is negligible relative to those along the 

axial direction. 

¶ When multiphase are present, the phases are assumed to be homogeneously 

mixed and in thermodynamic equilibrium at all times during the transient flow 

conditions. 

¶ Each pipeline is rigidly clamped and of uniform cross sectional area. 
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2.4.2 Conservation of mass 

Figure 2.9 shows a schematic diagram of fluid flowing through a pipe section.  

 

Figure 2.9: A schematic representation of flow and space variables of a representative 

pipeline to the vertical and horizontal planes (Bratland, 2009). 

The conservation equations are derived by assuming the control volume is stationary. 

A flow can be assumed to be one-dimensional if the rate of change of fluid properties 

normal to the streamline direction is negligible compared with the rate of change 

along the streamline. This means that over any cross-section of the pipe all the fluid 

properties may be assumed to be the same. 

For an element of fluid, the law of conservation of mass can generally be expressed 

as: 

element fluid in the mass of

onaccumulati of Rate
 = in flow mass - out flow mass    2.36 
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where A and v are the area of the pipe and fluid velocity, respectively.  

By neglecting the higher order terms in equation 2.37, this leads to: 

0=
µ
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+
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+

µ

µ

x

v
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r

rr
        2.38 

The last two terms in equation 2.38 can be transformed as: 
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In the case of one-dimensional flow, the mass conservation equation is represented as: 

( )
0=

µ

µ
+

µ

µ

x

v

t

rr
        2.40 

With the aid of suitable thermodynamic relations, the total derivative of density with 

respect to time and space in equation 2.40 can be reformulated and expressed in terms 

of fluid pressure and enthalpy/entropy. This reformulation enables the derivative 

terms in the conservation equations to be expressed only in terms of fluid pressure, 

enthalpy/entropy and velocity. The importance of this approach, especially with 

respect to reduction in computational run time, is elaborated latter. 

For any fluid, the fluid pressure can be expressed as a function of density, r and 

entropy, s i.e., P = f (r, s). Thus, in partial differential form, this relationship can be 

written as: 
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where: 
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Hence by substituting equations 2.42 and 2.43 into equation 2.41, the substantial 

derivative of pressure with time can be expressed as: 

dt

ds

dt

d
a

dt

dP
j

r
+= 2

        2.44 

By rearranging equation 2.44 and making the total derivative of density as the subject 

gives: 



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

44 

 

ö
÷

õ
æ
ç

å
-=

dt

ds

dt

dP

adt

d
j

r
2

1
        2.45 

For any fluid, the total derivative of enthalpy is given by Walas (1985): 

dPTdsdh
r

1
+=         2.46 

Thus from equation 2.46, the total derivative for enthalpy with respect to time 

becomes: 

dt

dP

dt

ds
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r
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Rearranging equation 2.47 gives: 
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Substituting equation 2.48 into equation 2.44 by replacing the total derivative of 

entropy with time results in: 
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By rearranging equation 2.49, an expression for the total derivative of density with 

respect to time in terms of fluid pressure and enthalpy is obtained as: 
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Substituting equations 2.45 or 2.50 into equation 2.40 gives: 
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dt
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Equations 2.51 and 2.52 represent the reformulated mass conservation equation for 

one-dimensional flow in terms of pressure-entropy and pressure-enthalpy, 

respectively.  

2.4.3 Conservation of momentum 

The momentum conservation equation is derived from the application of Newtonôs 

second law of motion. By applying this law to the control volume as shown in figure 

2.9, gives (Bratland, 2009): 

gravity friction   force pressurenet  on accelerati  Mass ++=³    2.53 
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where 
dt

dv
, P, fw, v, g and ɗ are the acceleration, pressure, friction factor, velocity, 

gravity and degree of the inclination of the pipe, respectively. Equation 2.54 can 

reformulate to give: 
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where, 
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By inserting equation 2.56 into equation 2.55 gives: 
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The left hand side of equation 2.57 describes the inertia part of Newtonôs equation. It 

has two terms, indicating that each fluid particle can accelerate both in time and 

space.  
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2.4.4 Conservation of energy 

Heat flow can have a major impact on pipeline hydraulics, and accurate pipeline 

modelling often require the underlying model to include thermal effects. This is 

particularly true for compressible fluid flow, since the fluidôs temperature strongly 

affects density. Energy conservation means that net energy coming in to the fluid has 

to accumulate within it and can be presented as: 

fluid  theinsideenergy  of

change of  Rate
= 

fluid the

 intoflux heat Net 
+ 

fluid on the

done work of Rate
  2.58 

The term on the left hand side (LHS) of equation 2.58 can be written as (Bratland, 

2009): 

( )sAdxE
dt

d
LHS r=         2.59 

where ɟAdx and Es are the control volumeôs total mass and total energy per unit mass, 

respectively. By assuming ɟAdx is a constant, equation 2.59 gives: 

dt

dE
AdxLHS sr=         2.60 

Equation 2.60 is reformulated to give: 
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From equation 2.61, it is given by: 
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The continuity equation 2.40 implies: 
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And therefore, equation 2.62 reduces to: 
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By inserting equation 2.64 into equation 2.61, 
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The specific energy Es in the control volume has three parts: 

gz
v

uEs ++=
2

2

        2.66 

where u, 
2

2v
and gz are the fluidôs specific internal energy, the kinetic energy and the 

potential energy due to the elevation, z from a reference level, respectively. 

On the right hand side (RHS) of the equation 2.58, the only heat coming from the 

surroundings into the pipe is the convection going through the pipe wall. The heat per 

unit volume of pipe, q is the net heat flux into the element. 

The last term in equation 2.58, rate of work done on the element is the net rate of 

work done by pressure in the axial direction, x. Since forces in the positive x-direction 

do positive work, a growing pv means negative work is done, and so: 
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Combining equations 2.65, 2.66 and 2.67 gives: 

q
P

gz
v

uv
x

gz
v

u
t

+ù
ú

ø
é
ê

è

öö
÷

õ
ææ
ç

å
+++

µ

µ
-=ù

ú

ø
é
ê

è

öö
÷

õ
ææ
ç

å
++

µ

µ

r
rr

22

22

   2.68 

Introducing the enthalpy, h, which by definition is: 

r

p
uh +=          2.69 

Equation 2.68 is transformed into: 
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Expanding the brackets in equation 2.70 gives: 
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where, 
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Since the pipeline inclination is time invariant, hence: 
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Substituting equations 2.72 and 2.73 into equation 2.70 and rearranging gives: 
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Substituting equations 2.40 and 2.55 into equation 2.74 and rearranging gives: 
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However, the energy equation can be expressed alternatively in terms of the fluid 

entropy. When the equation 2.48 is multiplied by ɟT and becomes: 
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Substituting equations 2.76 into equation 2.75 and rearranging gives: 
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Equation 2.77 is the energy conservation equation in terms of fluid entropy for one-

dimensional flow.  

From the above, it may be observed that the final expression of the conservation 

equations is in terms of ódirectô (i.e. velocity, pressure and entropy/enthalpy) rather 

than óconservativeô variables (i.e. density, momentum, and total energy). Expressing 

the conservation equations in the direct variable form is essential in order to compute 

correctly the propagation speed and the intensity of discontinuities such as shock 

waves and contact surfaces that can occur in inviscid flows (LeVeque, 2002). 

2.4.5 Thermodynamic analysis 

The following subsection presents the main equations and correlations employed for 

determining the two-phase mixture density, thermodynamic function and the heat 

transferred to the fluid in the pipeline system. 

2.4.5.1 Equation of State (EOS) 

For the case of compressible flow, a relation in addition to the conservation equations 

for mass, momentum and energy needs to be provided to ensure that the problem is 

well-posed, mathematically. This relation is the Equation of State (EOS) which relates 

thermodynamic properties and is divided into two categories. These are the 

specialised EOSs, like GERG EOS (GERG, 2004) and general EOSs, like Van der 

Waals cubic EOS. The performances of different EOS vary for different properties, 

components and conditions of the fluid (Li  et al., 2011).  

Many types of EOS have been reviewed concerning thermodynamic property 

calculations of CO2 mixtures, but the evaluation results of the EOS performance have 

not pointed to one particular EOS. The general cubic EOS still show advantages over 

more complicated or specialised EOS in the calculation of Vapour Liquid Equilibria 

(VLE), while for volume calculations they cannot compete with equations such as 

Lee-Kesler (LK) and Statistical Associating Fluid Theory (SAFT) (Li  et al., 2011). 

Based on the study by Li  et al. (2011), seven general cubic EOSs were evaluated 

using many of the experimental data concerning the VLE and the density of CO2 
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mixtures including CH4, N2, O2, H2S, SO2 and Ar. The EOSs evaluated were Peng-

Robinson (PR) (Peng and Robinson, 1976), Redlich-Kwong (RK) (Redlich and 

Kwong, 1949), Soave-Redlich-Kwong (SRK) (Soave, 1972), Patel-Teja (PT) (Patel 

and Teja, 1982), 3P1T (Yu et al., 1987), PR-Peneloux (Paul et al., 1989), SRK-

Peneloux (Peneloux and Rauzy, 1982), and the improved SRK (Ji and Lempe, 1997). 

The binary interaction parameters, kij, were calibrated with respect to the VLE data 

available. In general, with calibrated kij, the cubic EOS gave an Absolute Average 

Deviation (AAD) within 5 % for VLE calculations, and 6 % for calculations of the 

density, except for the CO2/SO2 mixture. Vrabec et al. (2009) proposed to use the PR 

EOS combined with a model based on Henryôs law constants for the ternary mixture 

CO2/N2/O2 at low temperatures (218-251 K). Their results show that the PR EOS 

describes both binary and ternary experimental data well, except at high pressures 

close to the critical region. Wilhelmsen et al. (2012) reported that the SRK and PR 

give are reasonable prediction for the density and the specific heat capacity in the 

vapour region whereas deviations above 10 % should be expected in the liquid and 

supercritical regions for the density of pure CO2. 

Furthermore, it is no doubt that more accurate models such as specialised EOSs are 

always preferable. More parameters will have to be included to improve the accuracy 

of this EOS. The GERG EOS for example is principally different from the other EOS 

because its formulation is based on a multi-fluid approximation, which is explicit in 

the reduced Helmholtz energy depending on the density, the temperature and the 

composition. The accuracy of the GERG EOS claims to be very high and the normal 

range of validity covers temperatures between 90 K and 450 K and pressures less than 

35 MPa. This covers a large part of the T/P range for CCS applications, except 

regions with large temperatures or large pressures. The reported uncertainty of the 

EOS regarding gas phase density and the speed of sound is less than 0.1 % from 250 

K/270 K to 450 K and pressures up to 35 MPa. In the liquid phase of many binary and 

multicomponent mixtures, the uncertainty of the equation regarding the density is less 

than 0.1-0.5 %. 
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Mazzoccoli et al. (2012) reported the study on predicting densities of CO2 and CO2-

mixtures containing N2 and CH4 using different EOS. Based on the authorsô study, the 

GERG-2008 model showed the lowest deviations, however they were not negligible, 

in particular in the phase equilibrium. Wilhelmsen et al. (2012) concluded that 

GERG-2004 was the most accurate EOS for all the investigated mixtures (CO2-CH4, 

CO2-N2, CO2-O2, N2-O2 and CO2-N2-O2) except those containing CO2-O2 in the two-

phase area, where it displayed an AAD of ~20 %.  However, the runtime speed of the 

GERG-2004 showed the most time demanding as compared to others EOS. 

Given that the specialised EOS is a multi-parameter equation, it is prohibitively 

computationally inefficient due to its complicated structures and hence impractical to 

implement correctly for numerical simulations. The complex structure of the 

specialised EOS makes the calculation of properties computationally demanding.   

Because of this situation, general cubic EOS is usually preferred due to the simplest 

structure and capable of giving reasonable results for the properties of pure CO2 and 

CO2 mixtures. 

As a result, the Peng-Robinson (PR) EOS (Peng and Robinson, 1976) is employed in 

the present study. The details of this equation as previously derived can be found in 

section 2.1.6.  

2.4.5.2 Two-phase mixture density 

In the case of liquid and gas mixture its density can be calculated using the PR EOS 

pseudo-mixture density. This is given by: 

( ) xx lg

gl

rr

rr
r

+-
=

1
        2.78 

where: 
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RTZ
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l =r          2.80 

Here, x and Z are the fluid quality and compressibility factor, respectively. The 

subscripts g and l represent the gas and the liquid phase of the fluid.  

2.4.5.3 Single and two-phase determination of the thermodynamic function j 

The isochoric thermodynamic function, j given by equations 2.51 and 2.52 for single-

phase fluids is given by Picard and Bishnoi (1987): 
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two-phase flows, jis calculated numerically in the following manner. Given that: 
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Using one of Maxwellôs relations (Walas, 1985): 
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Equation 2.82 becomes: 
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Hence, from equation 2.82: 
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For two-phase flows, ű can be evaluated numerically by using isentropic flash 

calculation at a given temperature and pressure as proposed in Mahgerefteh et al. 

(1997). 

2.4.5.4 Fluid/wall heat transfer 

In the case of flow in pipelines, the pipeline wall constitutes the immediate 

surroundings of the fluid. However, except in the case of a perfectly insulated 

pipeline, the overall external heat transferred to the fluid is influenced by wall and 

ambient properties/conditions. Newtonôs cooling law (Picard and Bishnoi, 1987, 

Chen, 1979, Mahgerefteh et al., 1999) is commonly employed for determining the 

heat transferred to a fluid flowing in a pipe. It is given by: 

( )TTU
D

q ambh

in

-=
4

        2.87 

where Uh, Din and Tamb are the overall heat transfer coefficient, the pipeline inner 

diameter and ambient temperature, respectively. In the present study, the Uh is taken 

to be 5 W/m2K. 

2.4.6 Hydrodynamic analysis 

From the conservation equations derived in the sections 2.4.1-2.4.3, the 

hydrodynamic parameters are calculated by employing the described equations in the 

next subsection.  

2.4.6.1 Calculation of Fanning friction factor 

The Fanning friction factor, fw is required for calculating the contribution of frictional 

force to the momentum equation (equation 2.57). It is a function of the flow 

Reynoldsô number. The determination of this friction factor is depended on the 

surface of the pipe wall and the flow mode of the fluid (Lipovka and Lipovka, 2014). 
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Ouyang and Aziz (1996) conducted a study, over a wide range of flow 

conditions
8101Re2000( ³¢¢ ; )1.010 6 ¢¢-

inD

e
on the performance of 11 major 

explicit correlations for predicting friction factor. The predictions of these correlations 

were compared with the highly accurate Colebrook correlation (Colebrook, 1939). 

Although the Colebrook correlation is accepted as the most accurate in terms of 

predictions, it however has the disadvantage of expressing the friction factor in an 

implicit form with the resultant equation requiring expensive iterations to solve 

(Ouyang and Aziz, 1996). Many explicit approximations of the Colebrook equation 

are available (Lipovka and Lipovka, 2014). These approximations vary in their degree 

of accuracy, depending upon the complexity of their functional forms that generally 

estimate friction factors with higher accuracy. 

From the study conducted by Ouyang and Aziz (1996), the authors recommended the 

use of the Chen (1979), Serghides (1984) and the Zigrang and Sylvester (1982) 

correlations. These three were observed to show a maximum absolute deviation of 

less than 1 % from the Colebrook correlation.  

Based on the results reported by Ouyang and Aziz (1996), the Chen correlation is 

employed in the present study for the calculation of the Fanning friction factor for 

transition and turbulent flows in rough pipes as shown below: 
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where e, Din and Re are the pipe roughness, internal diameter of the pipe and 

Reynoldôs number, respectively. 

For turbulent flow in smooth pipelines, Rohsenow et al. (1998) recommend the 

correlation proposed by Techo et al. (1965). The authors assert that the equation gives 

predictions within °2 % of extensive experimental measurements. It is given by: 

8215.3Reln964.1

Re
ln7372.1

1

-
=

wf
      2.89 
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In the laminar region, the evaluation of the Fanning friction factor is independent of 

the pipe roughness. Thus in general, the Fanning friction factor for laminar fully 

developed flow is given by Bratland (2009): 

Re

16
=wf          2.90 

2.4.6.2 Single and two-phase speed of sound determination 

For single-phase real fluids, the speed of sound through the fluid can be expressed 

analytically as (Picard and Bishnoi, 1987): 

2a
k

g

r
=          2.91 

By definition, g and k can be expressed respectively as (Walas, 1987): 
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        2.93 

where Cp and Cv are the specific heats at constant pressure and volume respectively, 

and V is the specific volume of the fluid.  

From equation 2.93, k can be obtained analytically by differentiating the PR EOS. For 

two-phase flows, the analytical determination of g and Cp becomes complex 

(Mahgerefteh et al., 1999). Hence the speed of sound is evaluated numerically at a 

given temperature and pressure as: 
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      2.94 

where the subscript, s and ȹP denote a constant entropy condition and infinitesimal 

change in pressure (DP = 1x10-6 atm), respectively. T* represents the corresponding 

fluid temperature obtained by performing a (P-ȹP)/s flash. 
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2.4.7 Numerical methods for the solution of transient fluid flow model 

A variety of high-resolution numerical methods have been developed over the past 

several decades that resolve discontinuities and rapidly changing flows sharply and 

yet produce at least second-order accuracy in smooth flows. Understanding of the 

different numerical methods available and appropriate implementation of a scheme 

for the resolution of a particular problem requires not only a thorough grasp of the 

physical nature of the flow being considered, but also a good foundation in the 

mathematical theory of hyperbolic conservation laws.  

The resulting system of equations in sections 2.4.1-2.4.3 was shown to be quasilinear 

and hyperbolic in nature. As these equations contain terms that are unknown or non-

linear functions of their dependent and independent variables, they can only be solved 

numerically (Mahgerefteh et al., 1999). Their complete solution also requires the 

application of appropriate boundary conditions at the inlet and at the end of the 

pipeline. These boundary conditions enable closure of the governing equations with 

their solutions establishing the fluid dynamic and thermo-physical properties in time 

and space along the pipeline. Three numerical techniques are commonly employed for 

resolving hyperbolic partial differential equations which are Finite Difference 

Methods (FDM), Finite Volume Methods (FVM) and Method of Characteristics 

(MOC). 

The FDM is a general mathematical technique that is widely applied to Partial 

Differential Equations (PDEs). It involves discretising the spatial domain into a series 

of nodes forming a grid. Finite approximations are then substituted for the derivatives 

appearing in the PDEs taking values at the nodal points resulting in a system of 

algebraic equations. Similarly, the FVM breaks the system up into a set of discrete 

cells. The integral of the PDEs over each cell is approximated to produce a system of 

algebraic relations. However, numerical diffusion associated with these methods 

makes them unsuitable for modelling the transient flow following pipeline failure 

(Mahgerefteh et al., 2009).  
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The MOC is a mathematical technique that is particularly suited to the solution of 

hyperbolic PDEs with two independent variables such as distance and time. The MOC 

resolves the system of PDEs into a system of ordinary differential equations 

(compatibility equations) through a particular co-ordinate change. These co-ordinates 

represent curves (characteristic lines) in the space-time plane along which the 

compatibility equations hold. The method is particularly suitable for systems 

containing complex boundary conditions, as each boundary condition may be applied 

individually to each characteristic curve moving into the computational domain 

(Zucrow and Hoffman, 1975).  

In this following section, the formulation and implementation of the MOC used to 

solve the conservation equations governing single/two-phase homogeneous flow in 

pipeline is presented. 

2.4.7.1 Method of Characteristics (MOC) 

The method of characteristics (MOC) is the natural numerical method for quasi-linear 

hyperbolic systems with two independent variables (e.g. distance and time) (Thorley 

and Tiley, 1987). It is based on the principle of the propagation of characteristic 

waves and is therefore well suited to handling fast transient flow where each 

disturbance is captured along the propagating Mach lines which are used in the 

formulation of the final form of the finite difference equations (Zucrow and Hoffman, 

1975).  

In this method, the system of conservation equations as described in sections (2.4.1-

2.4.3) is assumed as quasilinear and hyperbolic. A PDE is said to be quasilinear if all 

derivatives of the dependent function are linear, while their corresponding coefficients 

may contain nonlinear terms. The conservation equations represented by equations 

2.40, 2.57 and 2.74 are clearly linear in the partial derivative terms. Furthermore, 

terms those are coefficients of the partial derivatives, such as the ɟ or a  are nonlinear 

functions of P, s and v. The governing equations are therefore quasilinear in structure.  

In the one-dimensional case, the governing equations 2.40, 2.57 and 2.74 can be 

written in the general form as: 
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where, A , U , B and C are given by: 
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A system of PDE as given by equation 2.95 is said to be hyperbolic if the eigenvalues 

satisfying equation 2.100 given below are real and distinct (Prasad and Ravindran, 

1985): 

0=- AB l          2.100 

Thus, for the conservation equations, the above equation may be expressed as: 

0
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Hence: 

( ) ( )( )( )( ) ( ) 0)0(0 2 =-+++---- TTvavTTvvv lrrrljjrlrrlrl  2.102 

Simplifying equation 2.102 gives: 
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( )( )( ) ( ) 02222 =-+--- lrlrl vTavTv      2.103 

Factorising and dividing equation 2.103 by T2r- gives: 

( )( )( )022
=--- avv ll        2.104 

Solving equation 2.104 to obtain the roots of lgives: 

v=1l           2.105 

av+=2l          2.106 

av-=3l          2.107 

It can be seen that the eigenvalues,il in equations 2.105-2.107 are real and distinct. 

Thus, the system of conservation equations with partial derivatives in terms of P, s 

and v are hyperbolic. This implies that the behaviour and properties of the physical 

system described by these equations will be dominated by wave-like phenomena 

(Prasad and Ravindran, 1985). Indeed the speed of propagation of these waves, 

known as Mach lines, are given by the eigenvalues (av+ ) and ( av- ), which 

correspond to the right running and left running characteristic (Mach) lines 

respectively. The path line characteristic is given by l1. These characteristics can 

handle any type of discontinuity in fluid flow such as a shock wave (Prasad and 

Ravindran, 1985). 

To adequately resolve a system of PDE in terms of three dependent variables (e.g. P, s 

and v), three characteristic lines (i.e. the path line (C0), the positive (C+) and negative 

(C-) Mach lines) need to be defined. These in essence govern the speed at which 

expansion and compression waves propagate from the low and high-pressure ends of 

the pipeline respectively (positive and negative Mach lines), while the path line 

dictates the rate of flow through any given point along the pipeline. Their 

corresponding compatibility equations may be solved by standard, single step finite-

difference methods for ordinary differential equations. Figure 2.10 is a schematic 

representation of the characteristic lines at a grid point along the space, x and time t 

independent coordinates.  
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Figure 2.10: A schematic representation of Path line (C0) and Mach lines (C+, C-) 

characteristics at a grid point along the time, t and space, x axis. 

There are two main grid discretisation methods for the MOC. These are the 

Characteristic Grid method (CG) which is also known as natural method of 

characteristics (Wylie et al., 1971) or the Wave Tracing method (Chen, 1993), and the 

Inverse Marching method which is also known as the Rectangular Grid method or the 

Method of Specified Time Intervals (Flatt, 1986).  

In the CG method, the position of the new solution point is not specified a priori, but 

is determined from the intersection of left and right running characteristics with 

origins located at known solution points or initial data. Hence a free floating grid is 

developed in the x-t plane as shown in figure 2.11.  
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Figure 2.11: The Characteristic grid (Wylie et al., 1971). 

This MOC is particularly accurate since the solution progresses naturally along the 

characteristic lines. However, when more than two characteristic lines are present, i.e. 

when an energy equation is solved in addition to the mass and momentum 

conservation equations, a path line (C0) is present in addition to the two Mach lines 

(C+ and C-) and this introduces some interpolation to locate the path line intersection 

between known initial points.  

Another technique of MOC that can be used for numerical discretisation of the Euler 

equations is the Inverse Marching method or the mesh method of characteristics 

called the Method of Specified Time Intervals as shown in figure 2.12. In this method, 

the location of the solution points in the space-time grid is specified a priori and the 

characteristic curves are extended backwards in time to intersect a time line on which 

the initial-data points are known from a previous solution. This method is capable of 

providing results where needed, however it can suffer from inaccuracy introduced by 

interpolations at each time step, and the greater the interpolation the larger the error.  
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Figure 2.12: The method of Specified Time Intervals (Wylie et al., 1971). 

The MOC has many advantages compared with other numerical methods of solution. 

Discontinuities in the initial value may propagate along the characteristics, making it 

easy to handle. Large time steps are possible in the natural method, since they are not 

restricted by a stability criterion. The boundary conditions are also properly posed. 

The MOC is relatively accurate, but requires the understanding how it operates and to 

choose a suitable time step. The method can be readily adapted to solve for three 

dependent variables required for the analysis of non-isothermal transient fluid flow. 

Discontinuous initial data do not lead to solution with overshoot and details are not 

smeared in the CG method. Exact solution is possible in the constant coefficient case 

with the two dependent variables regardless of eventual discontinuities in the initial 

data, in the case of the natural method.  

From the several techniques that have been discussed, the MOC is chosen as the best 

numerical scheme for the solution of the Euler equations on the basis that it has been 

proven to be an accurate tool in the solution of hyperbolic equations. While the CG 

method may be more accurate it does not allow for the introduction of boundary 

conditions at predefined times. In contrast, the MST method allows control of the 

time at which input variables are given at boundaries. For this reason, this method is 

employed in this study and the detailed discussion is presented in the following 

section.  
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2.4.7.2 Numerical formulation 

The solution of Partial Differential Equations (PDEs) using the MOC comprises two 

steps: 

¶ Conversion of the PDEs into a system of Ordinary Differential Equations 

(ODEs) called the compatibility equations. 

¶ Solution of the compatibility equations using an Euler predictor-corrector 

method. 

2.4.7.2.1 Conversion of PDEs to ODEs 

According to Zucrow and Hoffman (1975), introducing 
l

1
 to represent the slope of 

the characteristic lines, the conservation equations may be replaced by three 

compatibility equations, which are valid along the respective characteristic curves. 

The details of this conversion can be found in Zucrow and Hoffman (1975).  

The following is the summary of the main results showing the final form of the 

compatibility equations and the characteristics along which they hold. 

The three compatibility equations associated with the conservation of mass, 

momentum and energy are: 
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along the positive Mach line characteristic (+C ): 
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along the negative Mach line characteristic (-C ): 

avxd

td

-
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         2.113 

The +C  and -C  Mach lines characteristics govern the speed of propagation of the 

expansion and compression waves while the Path line oC  governs the rate of flow 

through any given point along the pipeline.  

2.4.7.2.2 Solution of the compatibility equations 

As described above, the solution of the compatibility equations requires the tracing of 

characteristic lines in a discretised x-t plane as shown in figure 2.10. These 

compatibility equations are solved based on the Method of Specified Time Intervals 

(MST) adopting the Euler predictor-corrector technique. It is assumed that the fluid 

properties are already known at grid points 1-i , i  and 1+i  at the initial time 1t  (see 

figure 2.10). The initial conditions at the foot of each characteristic curve (p, o and n) 

are evaluated by linear interpolation. The compatibility equations are solved by a 

finite difference method to obtain the flow variables P, s and v at the intersection 

point j at the next time step, 11 tt D+ . 

The time step employed is pre-specified, and is in turn calculated subject to the 

Courant-Friedrichs-Lewy (CFL) criterion. This criterion is a requirement for the 

stability of the numerical scheme employed for the system under consideration. It is 

given by: 

max
av

x
t

+

D
¢D          2.114 

Here, the symbols have the same meaning as those provided in the previous section, 

with the ȹ symbol indicating an infinitesimal increment. 
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2.4.7.2.3 Finite difference solution of compatibility equations 

In order to solve these relations as discussed in section 2.4.7.2.1, an Euler predictor-

corrector finite difference technique is used to numerically solve the Path (equation 

2.108) and characteristic Mach lines equations (equations 2.110 and 2.112). The 

method consists of an explicit predictor step, which is used as an estimate of the fluid 

properties at the solution point. The corrector step then uses this as an initial estimate 

for an implicit approximation of the time step. 

2.4.7.2.3.1 First order approximation: predictor step 

In the predictor step, the compatibility equations (equations 2.108, 2.110 and 2.112) 

are expressed in finite difference form as: 
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Positive Mach line compatibility: 
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Negative Mach line compatibility: 
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The subscripts assigned to the various properties in equations 2.115 to 2.117 denote 

the location in space and time, as shown in figure 2.10. The symbols depicting the 

flow variables have the same meaning as those described in the previous section 

(section 2.4.7.1). px , ox  and nx  are calculated from a first order finite difference 

form of the equations 2.109, 2.111 and 2.113. The fluid properties are then linearly 

interpolated from those at the grid points 1-i , i and 1+i . 
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2.4.7.2.3.2 Second order approximation: corrector step 

In order to improve the accuracy of the first order solution, a second order 

approximation to the compatibility equations is employed. The finite difference form 

of the compatibility equations can be expressed as: 

Path line compatibility: 
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Positive Mach line compatibility: 
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Negative Mach line compatibility: 
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In a similar manner as that employed in the predictor step, the positions px , ox  and 

nx  are calculated from a second order finite difference form of equations 2.109, 2.111 

and 2.113. The fluid properties at these points are then found by linear interpolation, 

as in the first order step. This calculation is repeated until a certain tolerance (ca. 510- ) 

is satisfied for the three independent flow variables, i.e., P, s and v. 

2.5 Application of the transient fluid flow model  

In the following, a review of the main studies involving the applications of various 

transient flow models based on the fundamental equations presented in section 2.4 

simulating the dynamic behaviour of high pressurised gas mixtures in pipelines is 

presented.  



 DEPARTMENT OF CHEMICAL ENGINEERING  

 

67 

 

2.5.1 OLGA  

OLGA is a two-fluid model which solves the conservation equations for mass, 

momentum and energy for the gas, liquid droplet and liquid film phases at discrete 

time and distance intervals. The numerical procedure utilises the finite difference 

method such that the pipeline is divided into a number of segments and a solution is 

sought at the centre of each segment. The first version of OLGA was developed for 

the hydrocarbon industry by Statoil in 1983 to simulate slow transients associated 

with terrain-induced slugging, pipeline start-up, shut-in and variable production rates. 

Its physical model was initially based on small diameter data for low-pressure 

air/water flow. Initially, OLGA could successfully simulate bubble/slug flow regime 

but it was incapable of modelling stratified/annular flow regime. Bendiksen et al. 

(1991) addressed this problem as well as extending the model to deal with 

hydrocarbon mixtures. 

In OLGA, separate conservation equations are applied for gas, liquid bulk and liquid 

droplets, which may be coupled through interfacial mass transfer. Two momentum 

equations are used which are, the combined equation for the gas and possible liquid 

droplets and also the equation for the liquid film. Heat transfer through the pipe walls 

is accounted for by a user specified heat transfer coefficient. Different frictional 

factors are used for the various flow regimes. The pertinent conservation equations 

are solved using an implicit finite difference numerical scheme which gives rise to 

numerical diffusion of sharp slug fronts and tails thus failing to predict correct slug 

sizes. This problem is then addressed in a later version (Nordsveen and Haerdig, 

1997) by introducing a Lagrangian type front tracking scheme. 

Due to inherent limitations in the numerical methods and two phase models in OLGA 

(Chen, 1993), proper phase behaviour is not incorporated. No information is available 

publicly on OLGAôs computational run time. However, considering the fact that the 

simulation is numerically based on separate conservation equations for the various 

fluid phases, its computational run time is expected to be exceptionally high when 

simulating the transient flow in long pipelines containing multi-component 

hydrocarbon mixtures. 
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OLGA was validated under transient conditions by Shoup et al. (1998). The 

simulation results generated were then compared with field data obtained by Deepstar 

for slow and rapid blowdown of a 5.28 km, 102 mm inner diameter onshore gas 

condensate pipeline at 4.8 MPa discharging through 12.7 mm (slow blowdown) and 

25.4 mm (rapid blowdown) choke openings. The precise mixture composition used 

was not given. In order to simulate blowdown it was assumed that release occurs 

through a valve situated at the end of the pipeline. Figures 2.13 and 2.14 respectively 

show the variation of pressure with time during slow and rapid blowdown. The 

figures show that reasonable agreement is obtained during slow blowdown, but the 

model performs relatively poorly when simulating rapid blowdown.  

 
Figure 2.13: Comparison of the field test data with the OLGA simulation result during 

slow blowdown scenario (Shoup et al., 1998). 

 
Figure 2.14: Comparison of the field test data with the OLGA simulation result during 

rapid blowdown scenario (Shoup et al., 1998). 
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More recently, OLGA was validated against experimental decompression data by 

Botros et al. (2007). The decompression tests were conducted at the Gas Dynamic 

Test Facility (GDTF) in Didsbury, Canada. The tests were performed using a 0.172 

km long, 49.5 mm inner diameter instrumented shock-tube rig containing inventories 

ranging from pure nitrogen to typical rich gas mixtures. The decompression of the 

pipeline was initiated upon failure of a rupture disc. Figure 2.15 shows the variation 

of pressure with time for the case of rapid blowdown, at an initial pressure and 

temperature of 105.8 bara and -25.6 oC respectively at distances of 23.1 m (P14), 47.1 

m (P19) and 71.1 m (P24) from the rupture point.  

 

Figure 2.15: Comparison between OLGA and experimental data for case 2 at P14, 

P19 and P24 (Botros et al., 2007). 

The pipeline contained an inventory indicative of a rich gas mixture containing ca. 

95.6 % methane. As was observed by Botros et al. (2007), the delay in the initial 

pressure drop predicted by OLGA as compared to the measured data implies that the 

speed of the front of the decompression wave is under predicted. It is also clear that 

the predicted pressure drop is greater than that observed in the experimental 
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measurements. These observations are in accord with the under-prediction of the 

outflow pressure in figure 2.14. 

2.5.2 University College London (UCL) model 

University College London (UCL) model is a robust computational fluid dynamic 

simulator for predicting the transient flow conditions in the pipeline system 

containing high pressurised hydrocarbons. Briefly, the flow modelling involves the 

numerical solution of the mass, energy, and momentum conservation equations 

assuming one-dimensional flow using a suitable technique such as the MOC (Zucrow 

and Hoffman, 1975). This involves the discretisation of the pipeline into a sufficiently 

large number of space and time elements and determining the transient fluid 

properties such as pressure, temperature, density, and the fluid phase at the 

intersection of characteristic lines using interpolation, successive iteration, and flash 

calculations. Liquid and vapour phases are assumed to be at thermal and mechanical 

equilibrium. Heat transfer and frictional effects are determined using established 

flow- and phase-dependent correlations for hydrocarbon mixtures. This model also 

accounts for inclined pipelines and punctures orientation, handles single or multi-

component mixtures, supercritical pure components, and multiple segment pipelines 

as well as simulates forward and reverse flows of the fluid (Mahgerefteh et al., 1997). 

Mahgerefteh et al. (1999) extended the UCL model (Mahgerefteh et al., 1997) to 

account for real fluid behaviour using the Peng-Robinson Equation of State (PR EOS) 

(Peng and Robinson, 1976). Two-phase fluid flow is accounted for using the 

Homogeneous Equilibrium Mixture model (HEM) (Chen et al., 1995a, b) where the 

constituent phases are assumed to be at thermal and mechanical equilibrium. In 

addition, curved characteristics were employed, replacing the characteristic lines with 

parabolas. The latter was claimed to overcome the errors introduced as a result of 

using linear characteristics, which assumes linear variation of the flow parameters 

between the grid points.  

The long computational runtimes associated with the simulation of long pipelines 

were partly addressed by using a Compound Nested Grid System (CNGS) in which 
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successively coarser discretisation grids were used away from the rupture plane. 

Mahgerefteh et al.'s (1999) pipeline flow model was validated against intact end 

pressure data recorded for the rupture of the Piper Alpha to MCP-01 subsea line 

(Cullen, 1990) as well as two sets of test results (P40 and P42) obtained from the Isle 

of Grain depressurisation tests (Richardson and Saville, 1996). Figure 2.16 shows the 

variation of pressure with time at the intact end of pipeline following the Full Bore 

Rupture (FBR) of the Piper Alpha to MCP-01 sub-sea line.  

 

 
Figure 2.16: Intact end pressure vs. time profiles for the Piper Alpha to MCP pipeline 

(Mahgerefteh et al., 1999). 

Curve A: Field Data  

Curve B: CNGS-MOC, CPU runtime = 6 days  

Curve C: CNGS-MOC ideal gas, CPU runtime = 1.5 min 

Curves A and B are respectively the measured and predictions data using the 

Compound Nested Grid System Method of Characteristics (CNGS-MOC) while curve 

C is the corresponding data (CNGS-ideal) generated based on the ideal gas 
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assumption. As it may be observed accounting for real fluid behaviour results in 

improved agreement with field data. However this is at the cost of a significant 

increase in the computational runtime (ca. 1.5 minutes for ideal gas compared with 6 

days based on real fluid behaviour).  

In order to assess the impact on computational runtime and simulation accuracy, three 

different combinations of the formulation of the conservation equations were 

employed. These included pressure, P, enthalpy, H and velocity, U (PHU); pressure, 

entropy, S and velocity (PSU); as well as the pressure, density, D and velocity (PDU) 

with the latter formulation used by Mahgerefteh et al. (1997). The effect of adopting 

quadratic interpolation along the space co-ordinate, as opposed to linear interpolation 

was also investigated. 

The PDU, PHU and PSU based conservation equations were used by Oke et al. 

(2003) to simulate the Isle of Grain rupture P40 test. Briefly, the tests involved 

depressurization of an instrumented 100 m long and 0.154 m inside diameter pipe 

containing commercial LPG (95 % propane and 5 % n-butane) at pressure and 

temperature of 21.6 bar and 17.8 oC, respectively. Figure 2.17 shows the measured 

variation of the discharge pressure with time compared to the simulated results. Oke 

et al. (2003) concluded that the PHU model performed best in terms of accuracy, 

respectively followed by the PSU and PDU based models. The PHU model also 

resulted in the least CPU runtime. The computational runtimes required corresponded 

to 12, 13 and 86 mins for the PHU, PSU and PDU based models respectively on an 

IBM Pentium IV 2.4 MHz PC. Although the use of quadratic as opposed to linear 

interpolation marginally improved the model predictions, it also resulted in longer 

simulation runtime. As may be observed, in all cases, the UCL model produces 

relatively good predictions of the test data. 
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Figure 2.17: FBR pressure vs. time profiles at the open end for test P40 (LPG) 

showing the effect of primitive variables on simulated results (Oke et al., 2003). 

Curve A: Open end measurement 

Curve B: Open end simulation results using the PDU model 

Curve C: Open end simulation results using the PHU model 

Curve D: Open end simulation results using the PSU model 

Mahgerefteh and Atti (2006) developed an interpolation technique for Oke's (2003) 

HEM model to reduce the computational runtime. The conservation equations were 

formulated using the pressure, enthalpy and velocity (PHU) (Oke et al., 2003) and 

solved in conjunction with pressure-enthalpy flash calculations. The model was 

validated by comparison against the results of the Isle of Grain rupture tests as well as 

the closed end data relating to the MCP-01 riser rupture during the Piper Alpha 

disaster. Figure 2.18 shows the variation of fluid pressure at the rupture plane for the 

P40 Isle of Grain test.  
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Figure 2.18: Pressure vs. time profiles at open end for test P40 (LPG) (Mahgerefteh et 

al., 2007).  

Curve A: Measurement (Chen et al., 1995a, b) 

Curve B: Simulation data without the interpolation scheme: CPU runtime = 12 min  

Curve C: Simulation data employing the interpolation scheme: CPU runtime =3.5 min 

The measured data is represented by curve A. Curves B and C on the other hand 

respectively represent the simulation results with and without the interpolation 

scheme. As it may be observed from figure 2.18 the simulated data (curves B and C) 

are identical and in good accord with the test data. The use of the interpolation 

scheme (curve B) results in a 70-80 % reduction in the computational runtime for the 

cases presented. 

2.5.3 SLURP 

The mathematical basis of SLURP is the same as that originally developed by 

Morrow (1982) with the further extension of the thermodynamic property model to 

account for a wide range of fluids with a consistent degree of accuracy (Cleaver et al., 

2003). According to the authors, physical property predictions in SLURP are 

determined from curves fitted using the PR EOS (Peng and Robinson, 1976) and the 

COSTALD method for the prediction of liquid densities (Thomson et al., 1982). 






























































































































































































































































































