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Abstract

The main purpose of this thesis is to develop rigorous analytical and CFD models

followed by their applications to real case studies in order to:

i) identify the optimum multistage compression strategies for minimising the
compression and intercooler poweguirements for real GQeed streams containing
various types and amounts of impurities associated with the various types;of CO

capture technologies;
and

i) investigate the buffering efficacy of realistic @@ansmission pipelines as a line
packirg strategy for smoothing out temporal fluctuations in feed loading and
maintaining the desired denphase flowfor both pure C@and its various realistic

mixtures representative of the most common types of capture technologies

An analytical model basedn thermodynamics principles is developeaiploying

Plato Silverfrost FTN9Softwareand applied to determine tlpower requirements

for various compression strategies and hstage cooling duties for typical pre
combustion (98.07 % v/v of CPand oxyfuel CO, mixturesof 85 and 96.7 % v/v

CO, purity compressed frora gaseous state &b bar and 38C to the densphase

fluid at 151 bar.Compression options examined include conventional multistage
integrally geared centrifugal compressors, advanced rsoume shockwave
compressors and multistage compression combined with subcritical and supercritical
liquefaction and pumping. In each case, the compression power requirement is
calculated numerically using a Hpoint GausKronrod quadrature rule in
QUADPACK library, andemployng the Pengrobinson Equation of State (PR EOS)
implemented in REFPROP v.9d predict the pertinent thermodynamic properties of
the CQ and its mixtures. In the case of determining the power demand fosstatg
cooling and liqu&action, a thermodynamic model based on Carnot refrigeration cycle
is applied. The study shows that a decrease in the impurity content from 15 to 1.9 %
v/v in the CQ streams reduces the total compression power requiremeat by %

to as much as 30 while for all cases, intestage cooling duty is predicted to be
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significantly higher than the compression power deméng found that multistage
compression combined with subcritical liquefaction using utility streams and
subsequenpumping can offer aigher efficiency than conventional integrally geared
centrifugal compression for high purity (> 96.7 % v/v) £Xreams. In the case of a
raw/dehumidified oxyfuel mixture, that carries a relatively large amount of
impurities (85 % v/v C@), subcriticalliquefaction at 62.53 bar is shown to increase

the cooling duty by as much 50 % as compared to that for pure CO

The second part of this study focuses on the development and testing of a numerical
CFD modé employing Plato Silverfrost FTN98oftwarefor simulating the transient

fluid flow behaviour in CQ pipelines with line packing. The model is based on the
numerical solution of the conservation equations using the Method of Characteristics,
incorporating PR EOS to deal with @@nd its various mixturesFollowing its
verification, the numerical model is employed to conduct a systematic study on the
impact of operational flexibility involving a temporal reduction in the upstream CO
feed flow rate on the transient flow behaviour in the pipe over a pefiBdcours. A
particular focus of attention is determining the optimum pipeline design and operating
line packing conditions required in order to maximise the delay in the transition from
dense phase flow to the highly undesirable-phase flow followingthe ramping

down of the CQfeed flow rate. The investigations were conducted for both puge CO
and its various realistic mixturelSor the case studies examindtg results show that

the efficacy of line packing can be increased by increasing thien@pengthfrom 50

to 150 km forthe same pipe inner diameter of 437 mm. Howeasrthe pipelines
length increased to 150 km, the increase in the pipe inner diameter beyond 486 mm
was found to have no further impact on the line drafting time. While, icabe of

inlet feed temperature, the line drafting tinmereags following an increase ithe

inlet feedtemperature of transported fluicom 283.15 K up to 303.15.i8eyond the
operating inlet feed temperature of 311.15 K, the line drafting ang maginally
increasedlt is alsoshown thathe presence of impurities redscihe transitiontime

to two-phase flow following the ramping down of the feed flow rate.
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Impact statement

CO, compression and transportation are essential elements in CCSamhighining
importance in the current worldwide discussion of low carbon energy generation. The
outcome from this study intends to give future direction for research and development
in this area. The simulation results demonstrate opportunities to optineis€CS
configuration and improve the overall economics of the power plant. These findings
also provide relevant data and act as a benchmark since its exemplify how various
industrial compression strategies can be integrated in the CCS system for@ypical

streams captured from various capture technologies.

In the case of pipeline transportation, this work highlighted a control strategy that can
be considered during flexible operation or sktertn maintenance activities to ensure
the safe operation ofé highpressure C@ pipeline. Temporary storage or line
packing can be a useful strategy for controlling the i@ in a pipeline to minimise
mass flow variations during these upset conditions. The simulation results provide a
better understanding ofamsport phenomena during transport o.®@0@m the capture

point to the storage point of a CCS process.

This study also introduces appropriate simulation tools to determine the power
requirement for the compression processes and enable the transiens afi&y3 in
transport pipelines. The development of analytical and numerical solution techniques
for modelling such conditions is considered as the Holy Grail by the pipeline

modellers.



DEPARTMENT OF CHEMICAL ENGINEERING

Publications

Impact of stream impurities on GOcompression forCarbon Capture and
Sequestration(CCS) N.K. Daud, S. Martinov, S. Browrand H. Mahgerefteh,
ChemEngDay UK 2014, The University of Mancheste® April 2014 (Poster
Presentation)

Impact of stream impurities on GOcompression forCarbon, @pture and
Sequestration (CCS) N.K. Daud, S. Martinov, S. Brown and H. Mahgerefteh,
UKCCSRC Biannual Meeting, University of Cardiff,-10" September 201@Poster
Presentation)

Compression Requirements for R@imbustion, Pr€ombustion and Oxjuel CQ
Streams in CS, N.K. Daud, S.Martinov, S. Brown and H. Mahgerefteh,
International Forum on Recent Developments of CCS Implementation, Athens Ledra
Hotel, Athens, Greece, 25" March 2015Poster Presentatian)

Compression Requirements for R@imbustion, Pr€ombustion and OxyFuel CQ
Streams in CCS, N.K. Daud, S. Martinov, S. Brown and H. Mahgerefteh,
ChemEngDay 2015, Sheffield; %' April 2015 (Poster Presentatian)

Simulation of Transient Flow in CCS Pipelines with Intermediate Storage, N.K.
Daud, S. MartynovS. Brown and H. Mahgerefte®!? International Forum on Recent
Developments of CCS Implementation, St. George Lycabettus Boutique Hotel,
Athens, Greecel6-17" December 2018Poster Presentatian)

Impact of stream impurities on compressor power requingsner CQ pipeline
transportation, S.B. Martynov, N.K. Daud, H. Mahgerefteh andR.J. Porter
International Journal of Greenhouses@zontrol,54 (2016 652661



DEPARTMENT OF CHEMICAL ENGINEERING

Acknowledgements

| wish to thank the following people and organisations who have cotgdlso much

in many ways to facilitate the completion of this thesis.

Firstly, the Almighty God, who reigns over us. Thank you for being with me through
thick and thin.

To Ministry of Education Malaysia (MOE) and Universiti Malaysia Pahang (UMP)

for providng me wth the financial resourcghich enabled me to complete my work

My supervisor, Prof. Haroun Mahgéeh for the opportunity giveto me to study in
this field and your excellent supervision.

To Dr. Sergey Martynov and Zhang Wentian, for all thetivation, advice and

criticism through the course of my time at UCL.

Tomyfamilyand husband, Mr s . Sopiah Bint.i Di n

for their neverending support and motivation.

Finally to all my colleagues, Revian, Dr. Richard, ErnjeChi Ching,Sakiru, Kak
Zai, Saad, Kak Analkin, Am and JanThank youfor all their encouragement and

help.

Vi



DEPARTMENT OF CHEMICAL ENGINEERING

Table of contents

Y 0111 = Tod S il
IMPACE STALEMENL..... .o e e e e e e e e emeera s v
U o] [T0%= 14 o] o F=3 PSS PPPPPRRRRN v
ACKNOWIEAgEMENLS.......cii i eeeeceeeeeeee e eeeeeeeeeeeveeeme e smeme e a VI
Table Of CONENTS.....ccoo e Vil
IS o ) T U =P X
LISt OF tABIES.... .o Xii
List of abbreviations.............ceiii e Xiii
CHAPTER 1: INTRODUCTION.....ctttiiiiiiiiiee e mnee e 1
CHAPTER 2: THEORETICAL MODELLING OF MULTISTAGE COMPRESSION
POWER REQUIREMBIT AND TRANSIENT FLUID FLOW.........cccvvvveveeieeeeee 7
pZ O N [ 11 0T ¥ Tt 1 [ o OO 7
2.1 Modelling of multistage compression power requirement..................oooeeee.. 7
2.1.1 CompresSion MOAEL.........uiiiiiii et 8.
2.1.2 Compressor effiCIENCY........cccciiiiiiiiiiiiree e 10
2.1.3 Multistage compregsi With intercooling...............veiiiiiiiieeeeeeicee e 11
2.1.4 COMPreSSION Pre@SSUIE FALIO......uuuuereereeeiieeeieeereeeeeeeeeeeeeeeeeeeaa e e s s e e e eeeee e 14
2.1.5INterco0liNng NEAL...........ooiiiieeeeee e e e 16
2.1.6 Properties of CAmixtures With IMPUILIES...........uuvueiiiiiiiiiiieeciiiiiieeeeeeeeee 16
2.2 Application of the compression model..........ccooveeiiiiiiiceciiiiiiii e 19
2.2.1 Wikowski and Majkut (2012) and Witkowski et al. (2013)...................... 19
2.2.2 Pei et al. (2014)...ceeeeieiiiieieee e s 24
2.2.3 Romeo et al. (2009)......ccuiiiiiiiiiieiiii e 25
2.2.4 Moore et al. (2011)......ccooiiiieieeeeeeeeee e s 26
2.2.5 Duan et al. (2013)...cccoeiiiiiiiiieererr e 27
2.2.6 ModeKurti €t @al20L7).......cooerrreeiiiiieiee s rneer e 31
2.2.7 Aspelund and Jordal (2007).......couuuieeiiiiiiie e 33
2.2.8 de Visser et al. (2008).........cccoiiiiiiiiiiiiieee e 35
2.2.9 GOO0S €t Al (201L)..ceeiiiiiiiiieeee e 35
2.2.10 Chaczykowski and Osiadacz (2Q12)...........euiiiiieeiieeciiiiiieieeee e 36
2.3 CoNClUdiNg rEMAIKS. .....coiiiiiiiiieree bbb e e e e 37
2.4 Modelling of transient fluid flow in pipelines.........ccccoeeeeeiiiiiiceeiie e 38
2.4.1 Model aSSUMPLIONS. ......ceiiiiiiiiiiiiiiiieeereeeeeeee e eeessmmme e AL
2.4.2 CONSEIVAION Of MEASS....uuuiiiiiiiiiiiiiii ettt 42
2.4.3 Conservation Of MOMENTUML.........uuuuuunniiri s e e e e e e e e e s eennrnen e e e eeeas 45
2.4.4 CoNservation Of ENEIGY.........uuiiiiiiiiiiiiiceeiie e ee e e e e eanaans 46
2.4.5 ThermodynamiC @NalYSIS.........cuuiiiiiiiiiiiiieei e 49
2.4.6 Hydrodynamic analySIiS...........oeiiiiiiiiiiicceiii et 53
2.4.7 Numerical methods for tiselution of transient fluid flow model................ 56
2.5 Application of the transient fluid flow model..............ccccooiiiiieeer e, 66
2.5, L OL G A e ee et e e e e ema—— ettt et e e e aaaaaaa e e e e ammraaaaaaaaaand 67
2.5.2 University College London (UCL) model...........cccoooi i, 70

vii



DEPARTMENT OF CHEMICAL ENGINEERING

2.5.3 SLURRP.....uttttiitit it 74
T I T ] o 4 TSR 78
2.5.5 POPESCLL ...ttt e ettt e e annnr e ae 80
2.6 ConCluding reMArKS. ......cooi i rrer e ee e e e e e e eeeas 82
CHAPTER 3: STUDY OF MULTSTAGE COMPRESSION OF GAWITH
IMPURITIES FOR CCS..ooiiiiiiiiiiee et eees e 83
IO [ a1 (oo [FTox 1 o] o NPT OPPTPRRR 83
3.1 Technical background.............cooooiiiico e 383
3.2 CQ SIreamM IMPUIILIES. ...ceviiiiiiie e e s 87
3.2.1 Oxyfuel COMDUSTHION CAPLUIE.........uuiiiiiiiiiiiiie ettt 89
3.2.2 PrecOmMbUSHION CAPT@ ...........cevvviiiiiiiiii i et e e e e e e e e e emenrn s e e e e e e e e 89
3.2.3 POSCOMDBDUSEION CAPLULE......coeiiiiiiiiiieeee e e e 20
3.2.4 Impact of impurities on G@hysical properties...........cccoeeeiiiiiieeneeeend 90
3.3 Industrial compression technologies............coovvviviieee e 94
3.3.10ption A: Conventional multistage integrally geareehtrifugalcompress®.95
3.3.2 Option B: Advanced Supersonic Shockwave Compressian................... 98
3.3.3 Option C: Multistage compression combined with subcritical liquefaction and
18T ] o T PSSR Q9
3.3.4 Option D: Multistage compression combined with supercritical liquefaction and
10T o T U 101
3.4 Methodology: ThermodynamiC analy/Si...........cooeeeiiiiiiiicccieieeeee 102
3.5 Properties of COmixtures with impurities...........cccccvvvviviiiieemriiiiiiiiieeeeeee 104
3.6 Results and Discussions: Multistage compression efs@€ams comtining

1] 01U T LU= USSP 106
3.6.1Multistage compression of an impure £8ream............ccccevvvvvvvvvvieemnenne. 109
3.6.2 Multistage compression power demands................eeevicceeeeevvennnnnneeenns 118
G T o] o (1] o 125
CHAPTER 4: TRANSIENT FLOW MODELLING IN CQPIPELINES DURING
LINE PACKING AND LINE DRAFTING......ccceeieiieee e eeeeeee e 129
v 3O N [ o1 o o [8ox 1o o AU P PR PR RPN 129
4.1 Factors that influence the operating flexibility of power plants as part of. C31S
4.1.1 Constant flow of C£1o transport and Storage.......ccccceeeeeeeeeiiiiccceeeeeeeeenn. 135
4.2 Numerical pipe flow MOdel...........ouuiiiiiiiiiii e 139
4.2.1 GOErNiNg €QUALIONS. ........cceeeeiieiieeeiiiieeee e e e e e e e e 139
4.2.2 Boundary CONAItIONS. .......ccoeiiiiiiiiiiiiecee e ee e 140
4.2.3 Numerical Methad. ... 144
4.3 Analytical MOEL.........oooiiiiiiieee e 145
4.4 Results and diSCUSSION..........ccoeiiiiiiiiiiicee e e e e 146
4.4.1 Effect of operational flexibility on pipeline flow..............ccocociiieennns 146
4.4.2 Optimal parameter investigation for avoiding tpiease flow during flexible

(o] 01T = 11 [0 o KPP TRTPPPPR 158
4.4.3 Application of theoptmisedline packing parameters...............ccccvvvvvveenn. 162
CHAPTER 5: CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE

L AT T PSPPI 166
5.1 CONCIUSIONS. .. ..ot et e e e e e e e e e anena s 166
5.2 Recommendations for future WOork..............cc.uvuviiiimemiiiiiiiiiiiieeeeeeee e 172
RETEIENCES. ... et s 174



DEPARTMENT OF CHEMICAL ENGINEERING

Appendix A: Multisege compression (Fortran Plato IDE).............ccccoeeeivieenees 187
AppendixX B: LINE PACKING.........cuiiiiiiiiiiii e 192
Appendix C: Analytical method (Fotran Plato IDE)............ccccevvviiiieeen e, 216



DEPARTMENT OF CHEMICAL ENGINEERING

List of figures

Figure 2.1: Compression power as function of compressor isentropic efficiency

(AUSEDG, 2005).. it e e ennn s 11
Figure 2.2: Twestage compression with intercooling (Austbg, 2015)............... 12
Figure 2.3: AP-h diagram for twestage compressor with an intercooler (Wu et al.,
S 1S 7 TSP PP PUUUUPPPPP 12
Figure 2.4: Comparison of the energy savings in-$téme compression with
intercooling with different pressure ratio (Austbg, 2015)............cccccvvvvviieennnnes 15
Figure 2.5: Compression work and total work consumption for different CO
compression scenarios (Duan et al., 2013)..........uuuuurimiiiiiieeeiiiiiiieeieeeeeee e 29
Figure 2.6: Variation of energy requirement for P1, P2 and S1 asctdn of inlet
pressure (Aspelund and Jordal, 2007)..........uuuiiiiiiiiiieeecrie e eeeeen 34
Figure 2.7: Variation of energy requirement for P1, P2 and S1 as a function of inert
gas content (Aspelund and Jordal, 2007)..........cueeeiiiiiiiiieeeieiieeeeeeee e 34
Figure 2.8: Variation of compressor station power (Chaczykowski and Osiadacz,
720 5 PP PPEEERRR 36
Figure 2.9: A schematic representation of\fland space variables of a representative
pipeline to the vertical and horizontal planes (Bratland, 2009)........................ 42
Figure 2.10: A schematic representation of Path I@g and Mach linesQ., C)
characteristics at a grid point along the titnend spaces axis..........cccvevvevvvvnnnns 60
Figure 2.11: The Characteristic grid (Wylie et al., 1971)............coovvrrrrrriemmnennn.. 61

Figure 2.12: The method of Specified Time Intervals (Wylie et al., 1971)........ 62

Figure 2.13: Comparison of the field test data with the OLGA simulation result during
slow blowdown scenarifShoup et al., 1998)...........oooiiiiiiiiiiiee i 68

Figure 2.14: Comparison of the field test data with the OLGA simulation result during
rapid blowdown scenario (Shoup et al., 1998)..........coviiiiiiiiiiiceniiiieee 68

Figure 2.15: Comparison between OLGA and experimental data for case 2 at P14,
P19 and P24 (Botros et al., 2007)........cccoiiiiiiiiiiiieeee e 69

Figure 2.16: Intact end pressure vs. timefipgs for the Piper Alpha to MCP pipeline
(Mahgerefteh et al., 1999) ...ttt ieee e e e 71

Figure 2.17: FBR pressure vs. time profiles at the open end for test P40 (LPG)
showing the effect of primitive variads on simulated results (Oke et al., 2003)73

Figure 2.18: Pressure vs. time profiles at open end for test P40 (LPG) (Mahgerefteh et
ALty 2007 )ittt ————— s 14



DEPARTMENT OF CHEMICAL ENGINEERING

Figure 2.19: Comparison between SLURP model and measured variation of pipeline
inventory with time for test T61 (Cleaver et al., 2003)...........coovvrviviirrieemreneeene. 76

Figure 2.20: Comparison betwe8hURP model and measured variation of pipeline
inventory with time for test T63 (Cleaver et al., 2003)............covvvvrrvvvriemmeennenne. 76

Figure 2.21: Comparison between SLURP model and measured variation of pipeline
invenbory with time for test T65 (Cleaver et al., 2003)...........ccovvvviiviviieemreenenee. 77

Figure 2.22: Comparison of predicted release rate for a propane pipeline at an initial
pressure of 46 bara and 4B (Cumber, 2007).........uuuueirriiiiieieeiieeeeeieieieeeeeeeeaeeens 78

Figure 2.23: Measured and calculated decompression wave speed results of NABT
Test 5 (Picard and BishNoi, 1987).........cciiiiiiiii e eeeeeeveeee e 79

Figure 2.24: @mparison of the variation of pressure with time between predicted and
experimental for a 11.5 m pipeline containing methane (Popescu, 2009)......81

Figure 2.25: Comparison of the variation ofggere with time between predicted and
experimental for a 34.5 m pipeline containing hydrogen (Popescu, 2009)......81

Xi



DEPARTMENT OF CHEMICAL ENGINEERING

List of tables

Table 2.1: Comparison of ngpression technologgptions (Witkowski and Majkut,

72 0 ) PP PRERRR 21
Table 2.2: Options GSand CS (Witkowski and Majkut, 2012).............cccvvvvneee. 22

Table 2.3: Summary of compression and pumping power reduction (Witkowski and
MAJKUL, 20L2)......eeiiiiiiiiiiieieeeee ettt et e e e e e e e e e s st e e e e e e e e e e e e e s e s s s nnne e e e e 23
Table 2.4: Performance of intercooling compression coupled with ORC (Pei et al.,
72 0 TP PPRPP 24
Table 2.5: Performance ofs2age shockwave compression coupled with ORC (Pei et
Aley 2004) e 24
Table 2.6: Performance data of differ€&®, compression and liquefaction processes
(Duan et al., 2013).....ccooeiiiiiiiieie e e e e e errn e e e e e e e e e e ———— 28
Table 2.7: The comparison results of different@@mpression methods (Duan et al.,
120 ) TP PPPRPPR 30
Table 2.8: Compressor comparison summary (Modekurti et al., 2017).......... 32

Table 2.9: Comparison of the specific compression power for different ga®
mixturescompressed to 110 bar (Goos et al., 2011)..........ccccuvvvvivrieemnieniinnnnee. 35

Table 2.10: Subset of tests from the Isle of Grain experiments used in the validation of
SLURP (Cleaver et al., 2003)......cceeeiiiiiiiiiieeme e eena e 75

Table 2.11: Failure scenarios used in the comparison of predicted outflow calculated

using SLURP and PROFES for a pipeline at an initial temperature @ ¢éntaining
carrying an inventory of 100 % propane (CumIZ07)...........cccccceceeeeeeevveeeeceennn 17

Xii



List of abbreviations

CCS

CO.

CFD

MW

PR EOS
MOC
REFPROP

KW
ORC
COE
TEG
LHS
RHS
GERG
VLE

LK
SAFT
RK
SRK

PT

AAD
FDM
FVM
PDE
CG
MST
ODE
CFL
OLGA
GDTF
HEM
CNGSMOC
PDU
PHU
PSU
COSTALD
PROFES
IGCC
ASU
AGR
QUADPACK
ANN
RES

PC

DEPARTMENT OF CHEMICAL ENGINEERING

Carbon Capture and Sequestration
CarbonDioxide

Computational Fluid Dynamics

Megawatt

PengRobinson Equation of State

Method of Characteristics

Reference Fluid Thermodynamic and Transport Propert
Database

Kilowatt

Organic Rankine Cycle

Cost of Electricity

Triethylene Gycol

Left Hand Sde

RightHand Sde

Groupe Européen de Recherches Gaziéres
VapourLiquid Equilibrium

LeeKesler

Statistical Associating Fluid Theory
RedlichKwong

SoaveRedlichKwong

PatetTeja

Absolute Average Deviation

Finite Difference Methods

Finite Volume Methods

Partial Differential uaton

Characteristic Grid

Method of Specified Time Intervals
Ordinary Differential Equation
CourantFriedrichsLewy

Oil and Gas Simulator

Gas Dynamic Test Facility
Homogeneous Equilibrium Mixture Model
Compound\ested Grid System Method of Characteristic
Pressure, density and velocity

Pressure, enthalpy and velocity
Pressure, entropy and velocity
Corresponding State Liquid Density
ProbabilisticFinite ElementSystem
Integrated Gasification Combine Cycle
Air Separation Unit

Acid Gas Recovery

A Subroutine Package for Automatic Integration
Artificial Neural Network

Renewable Energy Resources
Pulverised Coal

Xiii



DEPARTMENT OF CHEMICAL ENGINEERING

IGCC Integrated Gasification Combirggycle
NGCC Natural Gas Combine Cycle

CCGT Combine Cycle Gas Turbine

LOX Liquid Oxygen

AGRU Acid Gas Removal Unit

MAOP Maximum Allowable Operating Pressure
ISO Independent System Operator

Xiv



DEPARTMENT OF CHEMICAL ENGINEERING

CHAPTER 1:
INTRODUCTION

Carbon Capture and SequestrationC8} has been proposed as a promising
technology to mitigate the impact of anthropogenic ;G&nissions from the
manufacturing industry and power generation sources, such aburaalg power
plants, on global warminfMetz et al.,2005. A fundamental part of the CCS chain is
the transportation of COcaptured from emitters to locations of geological
sequestration. Londistance onshore and offshore transportadiolarge quantities of
CO can be efficiently achieved using pipelines transmitting @@he densphase at
pressures typically above 86 b@vicCoy and Rubin,2 O )} 8. above the fluid
critical point pressur€Seevam et al., 2@) Yoo et al., 2013)Given the relatively low
pressure of captured G@Pei et al., 2014)the pipeline transportation requires
additional facilities fo compression of the stream which can be extremely energy

intensive and hence expensive.

Compression of captured G@ the high pressures suitable for transportation can be
accompanied by a significant temperature rise, typically above®@0@uch high
temperatures can damage the compressor and pipeline internal coatings employed to
reduce pipeline degradation. Therefore, cooling is applied during compression and
before the pipeline transportation of the £&ream.The cost of C@compression is
howeversignificant, and may be up te12 % of the electricity generated from the
power plant(Moore et al., 2011)In addition, the available conventional £0
compression systems are prohibitively expensive due to the high overall pressure ratio
(e.g. 100:1) used. The alm highlight the necessity for detailed analysis in order to
minimise both compressor power and capital cost requirements of the compression
system.Several options have been recently analysed in the literature for compression
of CO; for transportation irpipelines(Witkowski and Majkut, 2012)These options
include those using conveéonal multistage centrifugal compressors, compressors
combined with subcritical and supercritical liquefaction and pumping, and supersonic

axial compressors. Among these options, the multistage compression combined with
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liquefaction and pumping has beeaported to be the most efficiefwitkowski and
Majkut, 2012) This option is pactically attractive since the pumping of a liquid is
less energy demanding than gdmase compression, while relatively high boiling of
pure COr point (ca. 20 °C at 60 bar) allows using utility streams for the liquefaction
process. Supersonic sheslave @mpressors can be used for the compression of
large amounts of fluid, havindower capital costs than traditional centrifugal

compressors.

In the case of industrigjrade CQ, the presence of any impurities is expected to
diminish the net amount of GQrocessed, and hence reduce the efficiency of the
entire CCS operation. However, once the stream is purified to an acceptable level for
pipeline transport and geological storage, it is important to identify the compression
strategy giving rise to the lowesbst for the particular ClOcomposition. The choice

of the compression strategy and costs associated with compression depend on the
physical properties of the GQnixture, such as fluid compressibility, density and
saturation temperature and pressure. For example, when usingagaltempression
combined with liquefaction, the variation of the fluid boiling point with thei CO
stream composition will have a direct impact on the liquefaction pressure and, hence,
the efficiency of the compression process. At present, however, thatuaimpact

of CO stream impurities on the power requirements and choice of the optimum

compression strategy remains unclear.

For these reasons, the development of efficient schemes for the compression and
conditioning of CQ prior to its transportatn by pipeline, and integration of these
schemes within CCS, is an important practical issue, which is attracting increasing
attention (Ludtke, 2004, Romeecet al., 2009, Mooreet al., 2011, Witkowskiand
Majkut, 2012). However, the selection and development of optimal compression
strategies are particularly dependent on the type of the S€@aration technology
employed. In a typical postombustion capture, nearly pure £€ream is separated

from the flue gas steen close to ambient pressure, while in-poenbustion and oxy

fuel capturesca. 1530 bar separation pressures are apph®dkowski and Majkut,

2012, Besonget al., 2013, with O6doubl e fdgeng lseparaton di

st
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methods commonly proposed for the removal of-condensables (e.fN2, O> and
Ar).

Oxy-fuel is one of the capture technologies which has recently gained significant
attention due to its eligibility for retrofitting and C@8ady concegt However,
compared to the more traditional pestmbustion and preombustion capture
technologies, oxyuel technology produces a raw &€&tream with relatively high
concentration of impurities that may require partial or a high level of removal and
whose presence can be expected to increase the costs otdD@pression and
pipeline transportation compared to pureCOince CQ compression systems are
commonly designed assuming negligible amount of impurities in theflGiQ, it is

of practical interesto evaluate the impact of impurities in fembustion and oxy

fuel streams on the compression power requirements.

Therefore, this study is motivated by the need to gain a better understanding of the
possibilities and limitations of the impure €€ompression process for oxfpel and
pre-combustion capture application&n investigation into the efficient transportation

of CO, during flexible operation is the second purpose of this stlitlg. existing
commercial application of COpi pel i nes hasel daadk eap eornat idonod,
significant temporal variations in the feed rate is envisag@¢AGHG, 2012) In
practice however, depending on the L&nission source, variations in the £@ed

flow rate, for example duringncertainelectricity supply and demaricbm fossil fuel

power plats will be inevitable. Hence in these circumstances designing a self
regulating CQ pipeline transport system enabling the steady flow delivery eftGO

the sequestration sites becomes important.

Chalmers and Gibbins (2008uggest that any restrictions on skerim operatig
patterns can be avoided by adopting operating procedures that allow for seme CO
buffering in the pipeline transportation system. The use of a pipeline astesinort
storage is an appropriate strategy to ensure the fluctuation of the flow in theepipelin
system can be minimised. This strategy is defireedirgd-packingwhere the pipeline
pressure is varied to pack more or less; ®® employing the pipeline as storage

vesselJensen et al., 2016b)
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Some work have been carried out on the dynamics of Gfnsport pipeline systems
(Lillemark et al., 2011, Klinkby et al., 2011, Mechleri et al., 2016, Aghajani et al.,
2017) These findings lend support and provide guidsito investigate the flexibility
in the pipeline system by employing the pipe as steormh storage. In order to
investigate the efficacy of this method, the stored @Odepacked or drafted to
supply the needs during periods of significant load fluetnato maintain the flow
into the pipeline and sequestration site. In pipeline terminology, inogedbkie
inventory is called lingpacking, whie decreasing it is called lirdrafting (de Nevers
and Day, 1983) The tme available to undeaeke linedrafting is called the line
drafting time. In this study, the flexibility to lingraft a pipeline is assessed by
determining the time available for an operator tgpdek dense phase €@ the

pipelineduring flexible operations.

The optimum parameters selection for line packing is investigated by studying the
impact of pipeline design parameters, inlet mass flte and inlet teperature on the
available linedrafting time. The selection of the randgg@eline dimensions in terms

of length, diameter and wall thickness is based on the design criterion outlined in
McCoy and RubinZ 0 Dahd Aghajani et al. (2017)The efficacy of the optimised

line packing is investigated by studying tmepact of impurities on the lindrafting

time, the CQ mixtures captured from preombustion and oxyuel capture
technologies are employed based on the compression case study. In particular, these
impurities have a significant impact on the physical properties of the transported CO
which make it difficult to maintain the singjghase fbw. The presence of impurities
also affect pipeline resistance to fracture propagation, corrosionmatailic
deterioration, the formation of clathrates and hydrates as well as changing the
capacity of the pipeline itse(fSeevam et al., 2008, Jensen et al., 2Q18b)these
effects have direct implications for both the technical and economic feasibility of

designing an efficient C&pipeline transport.

Thereforethe main purpose of this study is to developheatatical models to:
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i) identify the optimum multistage compression strategfies minimising
compressiorpower consumption fareal CO, feedstreams containing various

types and amounts of impurities
and

i) investigate thduffering efficacy of realistic C®transmission pipelines as a
strategy for smoothing out temporal fluctuations in feed loading associated

with typical emission sources.
Hence, the main objectives of this study are:

1. To develop a rigorous mathematical model for multistage compressioneof pur
and impure C@streams captured from po®mbustion and oxjuel capture
technologies as well as to determine and compare the corresponding
compression power requirements.

2. To determine the optimum multistage compression strategies in order to
minimise hie power requirements in the compression system.

3. To develop a transient pipeline flow model to simulate feed load ramping
during flexible operation.

4. Use the transient flow model developed above to investigate the impacts of
pipeline overall dimensions, il fluid temperature, inlet mass florate and

CO: impurities on the efficacy of a pipeline as line packing.
This thesis is divided into 5 chapters:

In chapter 2, the theoretical basis for calculating the compression power and
intercooling heat in a mustage compression system are presented and discussed. The
general equations to calculate the compression power and thermodynamics properties
are derived and explained. The implementation of these equations from the previous
reported studies are also rewved in the following section. This chapter also covers

the theoretical basis in developing the pipeline flow model for dense phase CO
streans together with its assumptions and justifications. The mass, momentum and

energy conservation equations for thadlflow in the pipeline system are presented.
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The numerical methods used for solving the conservation equations including the
method of characteristics (MOC) are discussed. The mathematical models available in
the open literature for simulatirtge transent flow in the highpressure C®pipeline

system aralso reviewed in this chapter.

Chapter 3 covers thagescription of the types of industrial compression technologies
employed and the impurities present in thegmbustion and oxfuel streams. This
section als@resents a description of the rigorous thermodynamic model devetmped
determine the total power consumption for multistage compression of pure and
impure captured C&streams. From the developed mathematical model, the optimum
multistage corpression schemes are determined depending on the outlet pressure
from the separation unit of the captured streams and the thermodynamic properties of
the CQ mixtures. The calculated power requirements for compression and
intercooling heat for various comgssion schemes for particular €@ixtures are

compared and discussed.

In chapter 4, the influence of line packing on maintaining the-steady flow
condition for pure and impure GQduring flexible operation is discussed. The
development of the numesl transient pipe flow model and simplified analytical
model are presented, including the governing conservation equations, the boundary
conditions and the solution method. Steady state flow is established in the pipeline
before the transient feed loadihgre mimicked by gradually closing a feed valve at
the upstream of the pipe. The effect of operational flexibility on pipe is investigated
accounting for impurities components. The validity of the simplified analytical model

is studied against developadrisient pipe flow model. A number of hypothetical but
nevertheless realistic flexible loading scenarios are simulated in order to demonstrate
the robustness and the efficacy of the flow model as a control design and operation
tool. The impact of pipelin@verall dimensions, inlet temperature, inlet mass flow
rate and C@impurities on the linarafting timeare simulated and the results are
discussedChapter 5 summarises the key outcomes of the study and suggestions for

future research.
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CHAPTER 2:

THEORETICAL MODELLING OF MULTISTAGE
COMPRESSION POWER REQUIREMENT AND TRANSIENT
FLUID FLOW

2.0 Introduction

In this chapter, the theoretical bases for calculating the compression power and
intercooling heat exchanges in a multistage compression system agat@deslhe
general equations to calculate the compression power and thermodynamics properties
are discussed. The implementation of these equations from the previous reported
studies are also reviewed. This chapter also covers the theoretical basis flinghode

the trasient fluid flow in the higkpressue CO. pipeline together with its
assumptions and justifications. The mass, momentum and energy conservation
equations for the fluid flow in the pipeline system are also presented. The numerical
methods usedor solving the conservation equations in particular the Method of
Characteristics (MOC) are discussed. The mathematical models available in the open
literature for simulatinghe transient flow in the higpressure C®pipeline system

are also reviewedithis chapter as a prelude to the next chapter dealing with the

pressure and flow fluctuations during load change.
2.1 Modelling of multistage compression power requirement

This section deals with the general equations to determine the total power
consumption for multistage compression system equipped with intercooling
equipment. Fundamentally, these equations are derived from basic thermodynamic

and energy balance relations.
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2.1.1 Compression model

The compression workW, ., for isentopic, polytropic and isothermal processes

omp
between pressure leveB; and P,, based on ideal gas assumption are respectively

given by(Cengel and Boles, 2011)

Isentropic PV* = constant):

& _ Lt g
e % <

W, =5 Rﬂ%% -l 2.1
comp k— 1 ’(; ] 2 l:l
€ 0

2

-1y 22
J
g

Isothermal PV = constant):

W0 = RTIn% 2.3

comp
1

where P, V, R, T, kK and n are the pressure,olume of the fluid, universal gas
constant, fluid temperature and the isentropic as well as polytropic exponents,
respectively. The subscripts 1 and 2 indicate the conditions at the suction and

discharge of the compressor.

The equationg.1-2.3 are appropate for the calculation and analysisasfideal gas.
In the caseof a real gas such a0, from the general energy balanoglations
(Cengel and Boles, 20},1

Rateof netenergy trasferin _ Rateof netenergy trasferout

= 24
by heat workandmassEin by heatworkandmassE out
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Noting thatenergy can be transferred by heat, work and mass only, the energy balance
in equation 2.4 for a general stedthyw system can also be written more explicitly as
(Cengel and Boles, 2011)

- o) - 0
f +Win+ +—+0gzQ= +W0u+ +—+Qz 25
R awé%' 2 " 9787 Qou tﬁ”é&' 2 9%
whereh, v, z andg are the fluid enthalpy, velocity, height and gravity, respectively.

Q.. W, and m, are the heat transferred, total work and mass fiate into the

system, whileQ

out?

W,,. and m ,, are the heat transferred, total work and mass flow

rate out of the system.

Compressors are devices used to increase the pressure of a fluid. Work is supplied to
this device from an external source through atnot) shaft. Therefore, compressors
involve work inputs at a rate &, while heat is assumed to be transferred from the
system (heat output) and at a rat&€ofThus, the energy balance relation for a general

steadyflow system becomes:

.ooa VP 9 .. a 2 9)
W-Q=3a n%+3+g28-aw%+3+gzg 2.6
out Q = in g =

For singlestream devices, the steady flow energy balance equation 2.6 becomes:

e V5 - V7 @
W-Q=mgh, - h+2_2+g(z - z); 27
é 2 u
In the case of the compressor, the fluid experiences negligible changeginetits
and potential energies. The velocities involved are usually too low to cause any
significant change in the kinetic energy. This change is usually very small relative to

the change in enthalpy, and thus it is often disregarded. Heat transfer from
compressors is usually negligibl&)0 0) since they are typically well insulated

unless there is intentional cooling. The energy balance equatioat(on2.7) is thus

reduced further to:
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chomp: n'(hz - hl) 28

where m, hy and h, are the mass flowate, suction and discharge enthalpies,
respectively. Thus, the compression work of a single compressor for a real gas fluid
can be determined using equation 2.8.

2.1.2 Compressor efficiency

Compression systeranalysis is often carried out assuming a constant isentropic
efficiency for compressorsThe sentropic compression system is impossible in
reality. However, for the simplification of the calculation, the isentropic efficiency is
employed because it cam ldirectly derived from the station design parameiess

gas composition, suction temperature and pressure as well as discharge pressure.
Whereas, the definition of polytropic efficiency requires the additional knowledge of
the discharge temperature thie compression systefhe isentropic efficiency of a

compression process can be defined as:

Dh, 29
Dh

a

is,comp —

-
Wa

whereW,, W,, Dh,and Dh, are the compression work of an isentropic process, the

actual compression work, the specific enthalpy change in an isentropic process and
the specific enthalpy change of the actual process, respectively. In any real process,

the isentropic efficiency ismaller than unityAustbg 2015.

The effect of the compressor isentropic efficiency on the compression work can be

presented in figure 2.1.

10
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Figure 21: Compression power as function of compressor isentrefficiency
(Austbg 2015.

As can be observed in figure 2.1, the compression work decreases with increasing
isentropic efficiency. Also, larger absolute savings in power consumption are obtained

when the efficiency is high.

In order tocalculate the compression work (equation 2.8) for a real gas, the discharge

enthalpyhz can be determined using isentropic efficienty,, ., of the compressor,

h,=h + Noz- By 2.10

is,comp

where h , is the discharge enthalpy for the isentropic process.

The value off ., greatly depends on the design of the compressor -dféslgned
compressors have isentropic efficiencies that range from 80 to 90e¥tgeland
Boles 2011).

2.1.3 Multistage compression with intercooling

Multistage compression with intercooling is an efficient means for reducing power
consumption. It is clear that cooling a gas as tampressed is desirable since this
reduces the required work input to the compressor and avoids damage to the
compressor seals due to high temperatures. However, often it is not possible to have
adequate cooling through the casing of compressor, andatri@s necessary to use

other techniques to achieve effective cooling. One such technique is multistage

11
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compression with intercooling, where the gas is compressed in stages and cooled
between each stage by passing it through a heat exchanger called coleitexs

shown in figure 2.2.

P1. T

COMP-B COOL-B
Figure 22: Two-stage compression with intercooliflustbg 2015.
Ideally, the cooling process takes place at constant pressure, and the gas is cooled to
the initial temperatwr at each intercooler. Multistage compression with intercooling is

especially attractive when a gas is to be compressed to very high pressures.

The effect of intercooling on compressor work is illustratedPdndiagram in figure
2.3 for a twestage commssor, whereP1 and P3 are the suction pressure and

discharge pressure, respectively.

Pressure

h Epecific Enthalpy

Figure 23: A P-h diagram for twestage compressor with an intercoo{é/u et al.,
1982.

12
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The compression work\comp,1 Of the single isentropic compressor equals the specific
enthalpy difference between point 3 and point 1 multiplied by the massdteym

of the gas and can be expressed as:

chompl = n’l(hS - hl) 211

If two-stage compression is used instead of -gtege compression, and the
assumption is made that there is no pressure drop in the intercooler, the overall
compressive process curve is presented by the pathsSlin figure 2.3. The gas is
compressed in the firstage fromP: to an intermediate pressupeat point 2, cooled

at constant pressure at point 4 and compressed in the second stage to the final
pressurePs at point 5. The area in the process curvé45 on theP-h diagram
represents the work saved aseault of twestage compression with intercooling. The

size of the saved work varies with the value of the intermediate pressure and it is of
practical interest to determine the conditions under which this area is maximised. The
total compression work fa two-stage compressor is the sum of the work inputs for

each stage of compression, as determined from:

ch'ompz = m(hz - h.l.)+ n‘(h_-, - h4) 212

Since the slope of the process curve & larger than the slope of the curv&@ and
thepressure limits are equal, then,

(h- h,)<(h- hy) 213

The compression work saved by using this ideal intercooler is:

oW’ =mlh, - hy)- mh, - h,) 214

In fact, there is pressure drop iman-ideal intercooler, thus, the pressure of gas at the
outlet of the intercooler iBs, less tharPs. Thetotal compression work for thavo-

stagecompressorW,, .., then equals

VVcompZ = n.(hz - hl)+ rr(h7 - hﬁ) 215

The actual compression work saved is given as:

13
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DW =m(h, - hy)- mlh, - k) 2.16

g Ws less thargp Wéecauseh, © h, and h, >h,. Theoretically, the higher the heat

transfer rate of the intercooler, the lower the temperature at point 6 will be and the
greater the quantity of energy can be saved. Butimmssible to remove too much
heat from gas to water because of the cost limitation of the interaduleet al.,

1982.

2.1.4 Compression pressure ratio

The intermediate pressure vall®,as shown in figure 2.2, that minimséhe total

work is determined by introducing the compression pressure ratio terms. The
compression pressure rai®Rfor compressors A (COMR) and B (COMPB) (see
figure 2.2) aralefined as:

P
PReovp a = Fz
Pl 217
PReovr s = Fs
2

where P, and P, are the discharge and suction pressures of the compresadiile

P, and P, are the discharge and suction pressures of the compressspBgtively.

An aceptable compression pressure ratio for centrifugal compressoasis to 2

(Menon 2005. A larger numier requires more compressor power. If the number of
stages of compressor is installed in series to achieve the required compression
pressure ratio, then each compressor stage can be operated at a compression pressure
ratio of(Menon, 2005)

1

PR= PRV 218

where PR and N are the overall compression pressure ratio and the number of

compressor stages in series respectively.

14
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Figure 2.4 shows the comparison of the energy savings in thsthge compression

with different compression pressure ratR where T: and Tz are the initial gas
temperature at the inlet first compressor and the gas temperature after cooling from
the first intercooler (see figure 2.2) respectively.

] -
S
76
=
E
54 —PR =2
2 —PR=4
5 —PR =8
[0

ﬂ = T T T T T T

0 20 40 60 80 100
T,~ T, (K)

Figure 24: Conparison of the energy savings in tstage compression with
intercooling with different pressure rafiaustbg 2015.

With increasing pressure ratio, the peak in energy savings is moved to a larger value
of TaT 1.TSince the overall pssure ratio is larger, so is the discharge temperatures
of the compressors. The isentropic efficiency of the compressors and the pressure
level do not affect the difference in total compression power related to the
intermediate pressure level. The isepicoefficiency would, however, influence the
magnitude of suction temperature leading to a discharge temperature equal to the
intercooling temperatur@ustbg 2015.

The sum of power input to all stages of compression for a real datersnined from:

N
Wcomp: a m(hl - hi—l) 219

i=1

wherei andN are the number of compressor stages, respectively.

As the number of stages is increased, the compression process becomes nearly

isothermal at the compressor inletriperature, and the compression work decreases.

15
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2.1.5 Intercooling heat

In order to reduce the compression work, the specific volume of the gas should be
kept as small as possible during the compression process. This may be done by
maintaining the tempenare of the gas as low as possible during compression. In
general this heat is rejected to low temperature cooling equipment in order to reduce
compression penalty. This strategy is beneficial for operation, especially in cold
locations, but total capitakquirement could increase due to the necessity of larger

heat exchangers for gas cooling in locations with higher tempergdRweseoet al.,
2009. The total headbsorled, Q, by circulating the cooling water in the intercooler

to cool down the compression fluid is calculated as:

L

QW = a. (hi-l,cooler - Iﬂ'i ,cooler) 2.20

i=2
where h . .andh_  .are the enthalpies of GGtream at andi-1-th intercooling

stages, respectively whileandL are the number of intercoolers between compressor
stages.

2.1.6 Properties of CQ mixtures with impurities

Accurate and efficient prediction of thermodynamic properties of purge d8D@ its
mixtures with norcondensable gases is key to successful modelling of multistage
compression power requirement and intert@pheat. In order to achieve this, an
appropriate Equation of State (EOS) is required to predict the thermodynamic
properties of C@and its mixturesPengRobinson Equation of State (PR EQBgng
andRobinson 1976 is employed in the present study for this purpose. This equation
is chosen as one of the most computationally efficient for modelling of \ipoid
behaviour of CQ@ and its mixtures with various componeli&evamet al., 2008,
Zhao and Li, 2014, Duschelet al., 1990, Liand Yan, 2009, Vrabecet al., 2009,
Woolley et al., 2014, Martynovet al.,2016. The PR EOS is given biengand
Robinson(1976 can be written as:

16
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p=_RT a4a _ 221
V-b v?+2pV {RQ)
where:
_kRT
& == 222
, = L 223
R
For mixtures,
aa=aay Yi (a\/a)ij 224
i=1 j=1
(aa), =1 K)(a 4 (a ¥ 225
b, =a yib, 226
i=1
whereP;, T, V, R UandKjare the critical pressure,

molar volume, universal @ga constant, alpha function and binary interaction
parameter, respectivelks andkz are respectively the constants specific wizilendy,

are the component mole fractions of the fluid.

Given the fluid molecular weighiMy with the relation to the fluidiensity,r can be

written as:
=M, 227
Vv

Thus substituting equation 2.27 into equation 2.21, the PR EOS becomes:

p— /RIT fa a

= 2.28
1-rb 1R b F %

where,

17
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2.29

e 2.30

231

Twu et al. (1991)studied the effect of the generalis alpha functiona on the
predictions obtained from a cubic equation of state. The authors assert that the ability
of a cubic EOS to correlate the phase equilibria of mixtures depends not only on the
mixing rule but also on the form of the generalisgzhalfunction employe{Twu et

al., 1995) The original form of thegeneralised alphfunction widely accepted and

used in phase equilibria calculations were givesbgve (1972)

a=g m(1 7°°) % 232

where,

T _T 233
TC

m=0.480 ¥L.57& - O75%¢ 2.34

Here, T, andy are the reduced temperature and acentric factor, respectively.

In this work, the above properties are calculated using PR EOS implemented in
REFPROP packagéemmonandHuber, 2010.

The discharge enthalpy for the isentropic prodegsguation 2.10) can be calculated
by employing PR EOS at given pressure and entigpy= h(s,, P,), while the exit
entropy, s> can bedetermined from the requirement that the entropy of the gas

remains constar‘(ts2 =Sl), Le.S, = S(Pl,Tl). The exit temperature of the compressor,

T- can be determined at the given pressure and enth'@lpyT(Pz, hz)

18
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2.2 Application of the compression model

In the following, the application of the general equations in modelling the multistage
compressor and intercooler to compress to high pressurised fluid for the pipeline

transportation as discussed in section 2.1 isepited and reviewed.
2.2.1Witkowski and Majkut (2012 and Witkowski et al. 2013

Witkowski and Majkut (2012)and Witkowski et al. 013 have employed various
compression equations to quantify the power demands for 13 different compression
strategies for compression of pure £@®om a coaffired power plant. These
technologies consist of conventionatlime centrifugal compression, conventional
multistage integrally gearezbntrifugalcompression, advanced supersonic shockwave
compression and multistage compression combined with liquefaction and gumpin
The process simulator Aspen Plus has been used to predict the thermodynamic
properties of the C&stream at required conditions and to quantify the performance of
each compression chain option accordingly.

Tables 2.1 to 2.3 summarise the compressionmoptemployed and the power
requirement for each thermodynamic process. The pure Wit the initial
conditions of 1.515 bar inlet pressur; and 28 °C inlet temperature Ty is
compressed to 153 bar discharge presdesaysing different compression aogbs

studied. The intestage suction temperatuilBband t he compr egsor s o
change depending on the compression tech
stage employed. As the results show, the amount of power required by each
compressioroption varies significantly with the compression technology. Optign C

the conventional centrifugal i€age with four sectiomompressorgequires total

power of 57787 kW with acted as a baseline case. In the case of conventional
centrifugal 16stage wih six section compressor (option)Cwith most intensive

cooling provides small compressor power savings above the baseline case (7.5 %).
Eight stage centrifugal geared compressor with 7 intercoolers (opfjash@ws that
integrally geared centrifugal ogoressors with intercoolers between each stage result

in significant power savings above baseline case, TGe thermodynamic analysis

19
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indicatesca. 21 % reduction in compressor power compared to the conventional
process. The recoverable of useful heammfrthe compression system offers the
potential for significant heat integration with the power plant process. Here, a certain
temperature level must be reached in the heat exchangers to generate useful heat by
the rejection of the 7 intercooler in the eigth stage of the integrally geared

compressor (optionssCCs and G).

This disadvantage of having a higher compression temperature after the last stage by
leaving the ideal process of isothermal compression can be compensated for by the

advantage of heagcovery and power optimization in the plant.

20



DEPARTMENT OF CHEMICAL ENGINEERING

Table 21: Comparison of compression technology optipfstkowski andMajkut, 2012).

Option Compression technology Power Difference from
Process definition requirementsiNs option G (%)
(kW)

C:  Conventional centrifugal 26tage P:1=1.515 bar,P> = 153 bar,T1= 28°C, Ts= 38 57787.4 0.00
four section compressor °C,dp=0.850.70

C>  Conventional centrifugal 16tage P1=1.515 barP2>= 153 bar,T1= 28°C, Ts= 38 53443.8 -7.50
SiX section compressor °C,dp=0.850.70

C:  Eight stage centrifugal geared P1=1.515 barP,= 153 bar,T1= 28°C, Ts = 20 44152.5 -21.2
compressor with 7 intercoolers ~ °C,dp= 0.840.70

Cs  Eight stage centrifugal geared P1=1.515 barP.= 153 bar,T1= 28°C, Ts= 20 48689.3 -13.1
compressor with rejection of the °C, dp,= 0.84-0.70
7" intercooler Heat recoverable to ST 11132.2 -35.0

Cs  Eight stage centrifugal geared P1=1.515 barP.= 153 bar,T1= 28°C, Ts = 20 47560.5 -15.2
compressor with 7 intercooler °C, dp=0.840.56

Ce  Eight stage centrifugal geared = P1=1.515 barP>= 153 bar,T1 = 28°C, Ts= 20 53751.0 -4.10
compressor with rejection of the  °C, dpy= 0.840.56
7" intercooler Heat recoverable to RC 14349.5 -28.9

Cr  Eight stage centrifugal geared P1=1.515 barP,= 153 bar,T1= 28°C, Ts = 38 48555.1 -13.4
compressor with 7 intercooler °C,dp=0.840.70

Cs  Eight stage centrifugal geared P1=1.515 barP,= 153 bar,T1= 28°C, Ts = 38 52919.3 5.60
compressor with rejection of the °C, dp,= 0.840.70
7" intercooler Heat recoverable to RC 17664.1 -36.2
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In the case of supersonic shock wave compression, thistage technology which

has higher efficiency and pressure ratio is expected to reduce the capital cost of CO
compression equipment by as much as 50 %, and reduce the operatingfdbe

CO. capture and sequestration system by at least 18\®tkowski and Majkut,

2012. An additional benefit is that the stage discharge temperdtuseanges from

246 to 285°C, depending on the inlet gas cooling water temperatures produces the
heat thatould potentially be used to regenerate amine solutions engaietle boiler

feedwater.

Table2.2: Options Cgand CS (WitkowskiandMajkut, 2012).

Option Compression Process definition Power Heat
technology requirements, recoverable
Ns (KW) to 90 °C
(kW)
CS Two stage shock P1=1.528 barP>= 153 57500.5 58520.5

wave compression bar, T1= 28°C, Ts= 20
°C,dp=0.860.80,T22
= 246.5°C
CS Two stage shock P1=1.528 barP. = 62016.5 65619.8
wave compression 153 bar,T1 = 28°C, Ts
= 38°C, d» = 0.860.80,
Topp = 285°C

Table 2.3 shows the power requirements for the centrifugal compression followed by
liquefactionand pumping (options GFCPs). The compressor pressure ratiR is
applied depending on the discharge pres®yand the number of compressor stage
employed.The results for the options €@nd CP. show that the power requirement
can be reduced by up 1a}.6 % athe compressor outlet pressure of 80 bar and by up
to 20.44% at the sutritical pressure of 60 bar. This minimurguiefaction pressure is

dictatedby the cooling medium temperature if water at ambient conditions is used.

In option CR, CO; is brought to liquefaction pressumd 1745 bar through four
compressiorsections intercooled to 3& with waterfollowed by iquefaction using
ammonia as working fluid a5 or-30 °C beforepumpng to the final pressuréhis
optionresulted inthe greatst energy savings at. 45.8% reduction in compression
power compared to the conventional procassshown in table 2.3. However, the
liquefaction of CQ requires large amount of refrigeration energyuefaction and
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pumping equipment will entail addstnal capital expenses, but some of this will be

offset by the lower cost of pumps compared to fpgéssure compressors.

Table2.3: Summary of compression and pumping power redudiditkowski and
Majkut, 2012).

Option Compression Process definition Power Difference
technology requirements, from

(kW) option C;
(%)

Ch Six stage integrally P1=1.515 barP-=80 N¢= 46750
geared compressol bar,T: = 28°C, Ts= 38

with five inter °C,dpy=0.840.72, PR=

stage coolers 1.937

Pumping with P1=80 bar,T1=31°C, Np=2582.9 -14.6
supercritical d=10.8 Ne+Np=

liquefaction 49332.9

CP. Six stage integrally P1=1.515 barP.=60 N¢=43718.2
geared compressol bar,T1=28°C, Ts= 38

with five inter °C,dp=0.840.73,PR=
stage coolers 1.846
Pumping with P1=60 bar,T1=20°C, Np=2257.6 -20.4
subcritical dp=0.8 Ne+Np=
liquefaction 45975.8
CP. Four stage P.1=1.515bar,P,= Nc = 28910

integrally geared  17.59 bar;T1= 28°C, Ts
compressor with =38°C, dy=0.84
three interstage 0.756,PR=1.846

coolers
Refrigerated P1=17.59 barP>= 153 Np=2392.7 -45.8
pumping bar, Ty = -25°C, J2= Nt = Nc+Np

1015.89 kg/m Nr= 31302.7

At the moment, the impact of impuritiemh the CQ compression is not clear.
However, the above studies did not explore the impact of inpomponents in the

CO, streamson the compression and intercooling proceBsese reported studies also
only account the compression work without considgrine power demand in the
intercooling system when calculating the total power consumption in the compression

system.
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2.2.2Peiet al. 2019

Pei et al. (2014kxamined the opportunity to recover waste heat fromdifierert
compression strategies as an effort to reduce thegynswnsumption of these
technologies by adopting the compression equations as discussed in section 2.1. The
Organic RankineCycle (ORC) was integrated with-3tage intercooling compression

and 2stage shockwave compression to recover waste heat produtdbearesults

obtained are illustrated in tables 2.4 and 2.5 respectively.

Table 2.4 lists the calculated performance of the intercooling compression chain

coupled with the ORC system.

Table 2.4: Performance of intercooling comgseon coupled with ORCPei et al.,
20149).

Exit Specific
temperature ol Compressor Power comp r&sion q q
the heat shaft power  generated b thermal yAd
energy (kWh/t (%) (%)
exchangerTe (kW) (kW)
K of COy)
330 49711 5777 7.7 12 44
335 49711 6465 76.5 13 49
340 49711 7113 75.4 14 54
345 49711 7724 74.3 16 59
350 49711 8299 73.3 17 63

The system performance improves with an increase in the exit temperature of the heat
exchangerTe. The specific compression energy ranges from 73.3 to 77.7 kWh/t of
COu. Without heat recovery, the specific compression energy was over 88 kWh/t of
CQOu. Therefore, the ORC helps reduce the energy consumption of the system up to 17
%.

Table 25 lists thecalculated performance of thesPage shockwave compression

coupled with ORC system.

Table2.5: Performance oR-stage shockwaveompression coupled with OR@ei et
al.,2014.

Exit Compressor  Power Specific 4 Gexy (%)
temperature of shaft power generated compression thermal
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the heat (kW) (kW) energy (kWh/t (%)
exchanger Te of COp)

(K)

428 56891 16303 71.8 17 70
438 56891 16822 70.9 18 72
448 56891 17278 70.1 18 74
458 56891 17672 69.4 19 76
468 56891 18007 68.8 19 77

The specific compression energy is between 68.8 and 71.8 kWh/t ofwd@h is

lower than hat in the case of intercooling compression (table 2t4)s worth
mentioning that, without ORC coupling, the specific compression energy requirement
is 100.7 kwh/t of CQ higher than for intercooling compression. Coupling the ORC
system resulted in cqgmression savings of over 30 %, making shockwave
compression more advantageous than the intercooling ofti@anks to the higher
temperature of the pressurised C@e shockwave with ORC compression chain is
able to capture more waste heat and offsetctdmpressor shaft power requirement,
rendering the shockwave compression more energy efficient than the intercooling
option. In other words, the waste heat provided by the shockwave compression has a

higher quality than that provided by the intercooling poession.

However, this reported study only focused tbe 7-stage intercooling compression

and 2stage shockwave compressiaghge other approaches or strategies such as
conventional iAdine and multistage compression integrated with pumping also should
be consideredin recovering waste heat as an effort in reducing the energy

consumption ofhecompression system.

2.2.3Romeoet al. (2009

Romeo et al. 009 analysed and optimised the design of a»>Gfercooling
compression system by taking advantage of the low temperature heat duty in the low
pressure heaters of a steam cycle. In order to minithiseincremental Costf
Electricity (COE) associated with G@ompression, the introduction of a two stage
intercooling layout in 4tage of compression is proposed. In the first stage, the

extracted heat could be used in the-{o@ssure part of the steaiycle for water pre
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heating, while in the second stage, the extracted heat is dissipated in the cooling tower
after reduction of C® temperature and at the same time reduces the power

requirements of the compressor.

Based on their results, the authorsatoded that the integration of G@ntercooling

waste energy into the steam cycle reducas 23 % of the incremental COE
associated with compr es slinhthexmeénangepdrop fi mat el
ca.9 % of the compression cost from 25.1 N
% of the compressor efficiency is increased to 90 %. However, reducimgitiiger

of stages from four to three with 80 % of efficiency increase® . 19 0/ MWh of
COE. This proposed integration scheme can be used to reduce the energy and

efficiency penalty of C@capture processdiserebyredudng the CQ capture cost.
2.2.4Moore et al. 2011

Moore et al. (2011presented a study dhe development of novel compression and
pumping process for CCS applications.rAinternallycooled compressor diaphragm
was developed to remove the compresBeatusing an optimal degjned cooling
jacket based on astate of the art aerodynamic flow path without introducamg
additional pressure drop. An existing centrifugal compressor installed in a closed loop
test facilitywasretrofitted with the new cooled diaphragm concept.

From the validation results utilizing 3D CFD and experimental data, an optimal
design was achieved that provided good heat transfer while adding no additional

pressure drop. Various tests conducted demonstrated the effectiveness of the design.

However, the abav studies (Romeo et al., (2009) and Moore et al., (2011)) did not
explore the energy saving potential in £&mpression and liquefaction process.
Considering that there is abundant heat resource irficedlpower plants, especially
the exhaust heat wittow temperature. The exhaust heat with lower level can be
utilised to decrease the energy consumption in the process o€ddpression and
liquefaction, which will be helpful to reduce the thermal efficiency penalty when CCS

is applied in power plants.
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2.2.5Duanet al. 2013

Duanet al. 013 analysed and compared the energy consumptions of conventional
systems and a new process for @@mpression and liquefaction. The conventional
method involves fourstage gas compression while the new method employs three
stage gas compression and one stage pump pressurisation. The refrigeration process
driven by the lower level heat from the céiaéd power plant is integrated in the new
compression and ligafaction system. The cooling needed to liquefy the; @O

provided by an ammonia absorption refrigerator driven by exhaust heat.

Eight different cases have been investigated to study the effects of the refrigeration
temperature on the total energgnsumgion of CO; compression and liquefaction.

The corresponding performance data for each system is presented in table 2.6. The
first case presents the conventional multistage compression wih ®@ter cooling

(C-C) and the remaining six cases are the singifrigeration compression with
different refrigeration temperature {&. to RC6) while, the last case employs a

doubleeffect refrigeration compression with two evaporation temperaturesg)DR

As shown in table 2.6, the total energy consumptd@p. using conventional

methods to compress and liquefy £8 huge, reaching about 358.84/kg CQ.
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Table 26: Performance data of different G@ompresion and liquefaction processguanet al.,2013.

Parameter C-C R-C1 R-C2 R-C3 R-C4 R-C5 R-C6 DR-C
Refrigeration temperaturg, (°C) 30 -15 -20 -25 -30 -35 -40 -15,-30
Initial pressure frontapture Pinitiai (MPa) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Pressure at the inlet compresgarMPa) 7.2127 2.2908 1.9696 1.6827 1.4278 1.2024 1.0045 1.4278
Final pressure for pipeline transpd?ina (MPa) 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1
Final temperatre of liquid,t (°C) 30 25 25 25 25 25 25 25

CR 3 3.85 2.73 2.57 2.43 2.31 2.16 2.43
Compression work\. (kJ/kg CQ) 357.56 222.75 208.89 190.69 17533 160.81 143.95 175.33
Work consumption of liquid C&pump,Ws - 7.61 7.79 8.07 8.23 8.2 8.43 8.23
(kJ/kg CQ)

Cooling capacity to cool down per kg of O - 347.7 3634 379.2 385.2 374.4 361.8 385.2

Qo (kJ/kg CQ)
Total heat absorbed by the circulating cooling 495.3  1040.6 1125.3 1221.8 1300.1 1336.7 1378.1 1107.8
water to cool down per kg of GOQw

(kJ/kg CQ)

Pump work for the circulating cooling water, 1.28 2.70 2.92 3.17 3.37 3.47 3.57 2.87
W (kJ/kg CQ)

COP - 0.502 0.477 0.450 0.421 0.389 0.356 0.533

Thermal energy of hot fluid consumed by NH 692.8 7619 8426 914.9 9624 1016.3 722.7
Qcoz(kJ/kg CQ)

Temperature of hot fluide (°C) - 137.8 145 151 159 167.5 1755 159.0
Power influence coefficienk - 0.0787 0.0838 0.0888 0.0939 0.0992 0.1046 0.0939
The converted work of the hot fluitvcy (kJ/kg 5453 63.85 74.83 85.91 95.47 106.30 67.86
COy)

Total power consumption for compression ani 358.84 287.58 283.44 276.75 272.84 268.07 262.25 254.29

liquefaction, Wco2(kJ/kg CQ)
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The compressor work reaches 357.56 kdZk®, accounting for the major portion of
total energy consumptionWhen the new method is applied, the total energy
consumption of C@compression and liquefaction decreagith the decrease in the
refrigeration temperaturds. The total energy consumption reduceschy27 % for

the case of RC6 as compared to the camtional method, €. For case DFC with a
doubleeffect refrigeration compression, the total energy consumption is reduced up
to 254.29 kJ/kgO,, with ca. 29 % decrease of energy consumption.

The advantage of lower energy consumption is reduced as tiverted work of
extracted steam\\cv increases with the decrease in the refrigeration temperature.
Figure 2.5 shows the comparison of gas compression work and total work
consumption with and without recovering the cold energy of liquefied fGOCO;

compession and liquefactian different cases.

V777 Work consumed by compressors

400 Total work consumption without recovering cold energy of liquid CO,
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Figure 25: Compression work and total work consumptifor different CQ
compressiorscenariogDuanet al.,2013.

Although the compression workico: decreases as the refrigeration temperature

drops, the total work consumption without cold energy recovery of liquig d®®s
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not decrease continusly. This is because the converted work of the extracted steam
accounts for an increasing proportion of the total work consumption as the cooling
temperature decreases. The increased converted work neutralises the decreased
compression work, and in thefrigeration temperature range frorh5 °C to -40 °C,

the total power consumption without recovering cold energy of liquid d&0reases
slightly at first and increases soon afterwards. Thus, in some cases for the fixed
refrigerator performance, the refrigéion temperature should not be set too low.
Evidently, there exists an optimal refrigeration temperature for minimising the total
power consumption. In the case of @Rprocess, C®was cooled by doubleffect
refrigerator in the refrigeration processathprovides the different levels of cold
energy. Applying this process reduces the exergy loss of heat transfer and increases
the cooling efficiency of the refrigerator. As can be seen from figure 2.5, th€ DR
process with-15 °C and-30 °C evaporation t@peratures has the lowest total power
consumption out of the eight caseBable 2.7 shows the comparison results from the
Pulverised Coal (PC) plant with and without £apture process.

Table2.7: The comparison results of differteCQ, compression methoqBuanet al.,
2013.

PC+CCS CQ

PC without compression with PC+CCS C@

Parameter : compression
CQO; capture the cawentional with nel?w method
method
Gross power plant (MW) 604.3 533.16 527.78
Power plant inner loss (MW) 30.22 30.22 30.22
CQO, capture power (MW) - 21.28 21.28
CO, compression power - 28.62 14.55
(MW)
Plant electrical power 30.22 80.12 66.05
consumption (MW)
Plant net output power (MW)  574.09 453.04 461.73
Power plant net thermal 40.28 31.79 32.40
efficiency (%)
Efficiency loss (%) - 8.49 7.88
CO recovery ratio (%) - 85 85
CO, emission (generator 566.3 94.9 95.87
output) (g/kwh)
Reduced C@emission - 535.3 540.76

(generator output) (g/kwWh)

30



DEPARTMENT OF CHEMICAL ENGINEERING

The CQ compression power requirement in case of integrating the power plant with
the CCS and a conventional compression and liquefaction method was 28.62 MW,
compared to 14.55 MW in sa of the power plant with the CCS and the refrigerating
compression combined with exhausted heat utilisation (new method).
Advantageously, the drop in compression power also results in an increase in the net
power output of the plant. According to thealat table 2.7, using the conventional
method to compress and liquefy g@esults in an efficiency loss of 8.49 9% a
compared to PC plant without G@apture wherthe net thermal efficiency of the
power plantdrops from 4.28 to 31.79 %.0n the other handwhen the new
compression method is employed, the efficiency loss decreases to 7.88 %, and the net
thermal efficiency of the power plant will be 32.40 %, corresponding to a marginal

increase of 0.61 %.

According toDuanet al. 013, a large amount of low quality heat is demanded in
the refrigerating compression combined with exhausted heat utiligaboass which
occupies a big proportion of the total power consumption if the heat is converted into
work. However, this process is especially suitable for-tioced power plants which
have a large amount of lower level heat and need to compress agiy IE: in a

large scale.

In this reported study, the new process for.Gf@mpession and liquefaction
employingcomplex refrigeration system powered by exhaust Wwdbheed plenty of
mechanical workto produce the low temperaturehd liquefaction andoumping
equipmentalso will entail additional capital expenses compared to conventional

compression system.
2.26 Modekurti et al. 2017

Modekurti et al. 017 investigaed the performance of both an inline and integral
gear multistage compressor to compress the: Gtteam in the gas phase to
supercritical conditions by considering the variable mass feter during a flexible

operation in the power plant. The compressgystems during steady state and
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transient conditions modelled accounting for irgtxrge coolers, flash vessel, glycol
tower and th€€O; inventoryfrom a postcombustion C@capture process.

According to the results presented Mypdekurtiet al. 017), the inline compressor
system consumea=a. 29700 kW, which is 19 % more than that for thet&ge integral

gear compressor system for compresshegCO, stream from 1.15 to 152.8 bar as
shown in table 2.8. This défence compares well with the workWackerandKisor

(2012, where the authors have reported %8 more power consnption for
compressing C®from 1 bara to 150 bara in an inline compressor with 2 sections, a
total of 15 stages, and 3 intercoolers in comparison to an integral gear compressor
with 8 stages and 6 intercoolers. However, a high amount of recoverable heat
produced from the coolers in the inline compressor that can be used elsewhere, such

as providing heat to the reboiler of the 8fapturesystem or for generating steam.

Table 28: Compressor comparison summékjodekurtiet al.,2017).

Integral gear Inline
Total power (kW) 24970 29700
Average polytropic efficiency (%) 84.7 84.0
Total cooling (kWth) 44900 48000
TEG reboiler duty (kWth reboiler at 12C) 790 1340
Recoverable heat (kW#ibove 12PC) 900 23550
CQOo recycle from the TEG stripper (%) 2.25 3.0

Concentration of C®in the feed to the compression system can vary due to
operational changes in the €€apture system. According Modekurtiet al. 017,
all the compressor stag will approach the surge condition when the mass fféde

reduces to 45 % reduction.

However, lasedon the resultpresented in table 2.the total power reportefr both
integral geawith 8 stages and 6 intercoolers and inline compressor withabes
and 3 intercoolers arapproximately 50 %below than the reported vakiédrom
Witkowski and Majkut (2012) and Witkowski et al., (2013).

While the above studies (Witkowski and Majkut (2012), Witkowski et al., (2013), Pei
et al., (2014), Romeo et a{2009), Moore et al., (2011) and Modekurti et al., (2017))

have primarily focused on the development of suitable compression strategies for
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high-purity CQ,, it has also been recognised that-G@eams in CCS inevitably carry
some amount of impurities, wke nature and concentrations depend on the emission
source and capture technology applied. These impurities are expected to reduce the
effective storage capacity of the reservoir and also affect the physical properties and
vapourliquid phase equilibriunof the CQ stream, directly impacting the design of
compression equipment and the {peline transport.

2.2.7 Aspelund and Jordal (2007

Aspelundand Jordal (2007 investigated and compared three different@@nsport
chains using both peline and ship. The first chajR1) consist®f compression to 60

bar, liquefaction of C@streamusing sea water at 10C and pumping to 150 bar
while the second chain (P2) involves direct compression to 150 bar. In both P1 and
P2, the gas is compressed in centrifugal compressors in four stagase lof the ship
transport process (S1), the gas stream is conditioned to ship and reservoir
specifications before liquefaction ed. 6-7 bar at-52 °C. The liquid stream is then

sent to an intermediate storage before being pumped to-baseg transpt which

transports the C&stream to the sequestration site.

From the reported results shown in figur6, Zarocess chain P1 shows approximately

10 % higher energy efficiency compared to P2 and S1. At atmospheric pressure, the
energy requirement for Pha P2 or S1 is approximately 95 and 105 kWh/toG(k,
respectively. Thus, P1 is the preferred solution for process plants with access to sea
water with a relatively low temperature. However, P2 will have lower investment

costs and is favourable for higrerawater temperatures.
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Figure 26: Variation of energy requirement for P1, P2 and S1 as a function of inlet
pressurgAspelundandJordal, 2007).

The effect of volatiles by adding nitrogen to the feed is shown in figdre 2.
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Figure 27: Variation of energy requirement for P1, P2 and S1 as a function of inert
gas contenfAspelundandJordal 2007).

As expected the power requirements for the process with direct compression (P2)
increases linearly with the increases of nitrogen content in the feed by approximately
2 kWh/mole nitrogen. In the case of P1 and S1 which involve the liquefaction-of CO
and the removal of the volatiles in an inert column, a linear increase in power
requirements ofa. 6 kWh/mole nitrogen can be observed in figurgé According to

the autlors, the presence of large amount of volatiles in the capturedt@@am will
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increase the bubble point pressure of the mixture as well as increase the column

condenser and figoiler duty.
2.28 de Visseret al. (2008

de Visseret al. 008 investigated the range of allowable concentrations of impurities

in the precombustion stream for safe transportation in pipelines. The issues addressed
in the authors work are safetynd toxicity limits, hydrate formation, corrosion, free
water formation as well as compression work. Compression work calculations for a
representative CCS stream from 14.5 to 150 bar have been conducted including small
percentages of necondensable gasessing two alternative compression processes
which are condensation by cooling and pumping and satdgie compression. The
results show that the increase in compression work depends linearly on the
concentration of the gaseous impurity and it is appratety 2.5, 3.5 and 4.5 % for a
concentration of 1 % of £)N2 and h, respectively. In addition, the results also show
that both the total compression work and the impact of other components vary with
the selection of compression process. All stondensale gases require additional

compression work, but the effect of hydrogen is the strongest.
2.29 Gooset al. 2011

Gooset al. 011 determined the specific energy consumption of the compression
process for the different GAN2 gas mixtures. The captured €8ream at 50C and

1 bar with the flowrate of 1000 kmol/h is compressed using astalye compressor
compressed to the final pressure of 110 bar. Their simulations are performed
employing PRO/II softwaréMcMullen, 2016 and the results are presented in table
2.9.

Table 29: Conparison of the specific compression power for different GQ@as
mixtures compressed id 0 bar(Gooset al.,20117).

Gas . Specific energy Density (kg/nd)
mixture Compaition (kWh/t CO) (Kunz et al., 2007)
1 100 mole % CQ 86 792
2 95 mole % CQ 5 mole % N 87 681
3 90 mole % CQ 10 mole % N 88 536
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4 80 mole % CQ@ 20 mole % N 89 343

From the results presented in table 2.9, it ba seen that by increasing the impurity

in the CQ stream, the specific compression power requirement to drive the
compressor to reach the end condition will be increased. In particular, the
compression power is inversgbyoportional to the fluid dengitwhich progressively

decreases with the existence of impurities.
2.2.10 Chaczykowskiand Osiadacz(2012

Chaczykowski and Osiadacz (201Zprried out simulations to compare the
compression power for different G@ixture compositions corresponding to different
capture technologies under transientfloonditions. The variable GOproduction

rates are simulated, assuming the mass fai® in the capture plant varies linearly at

a rate of 0.25 kg/min between the values of 40 and 100 kg/s. The compressor suction
pressure of 0.2 MPa and suction tempegainf 40°C is employed and results are

illustrated in figure 2.
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Figure 28: Variation of compressor station pow@Chaczykowskiand Osiadacz

2012.

According to the data in figure &. the compression power for the 24uhns
simulation period in the case of chyel stream is 24.5 MW, compared to 21.83 MW

in the case of pure GQtream. For preombustion and postombustion streams, the
figures are 22.54 and 22 MW respectively. Therefore, the total energy demand for the

transportation of oxyuel, precombustion and postombustion mixtures in the
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simulation period is respectively, 12.2, 3.2 and 0.78 % higher than that of the pure
CO, stream.Based on théigure 2.8 it may be reasonably concluded that in the case
of oxy-fuel and precombustion technologies, the compressors and -eder
facilities will incur higher operational costs due to the higher fuel and electric power

consumptio.

Based on the above studies (Aspelund and Jordal (2007), de Visser et al., (2008),
Goos et al., (2011) and Chaczykowski and Osiadacz (20b2)yder to minimise the
compression costs associated with the presence of impurities in thest@a@m,
optimisng the CQ separation and purification processes should be investigated. In
the case of relatively small G@mission sources, compression and transportation of
low-grade CQ carrying more than 5 % of impurities, may be required prior to its
further purifcation. However, to date, the compression requirements for industrial

low-grade CQ streams have not been systematically assessed.
2.3 Concluding remarks

In this chapter théasic thermodynamic and energy balance relatfoncalculating
the power reqguement of multistage compression and cooléhdy were presented.
These presentecequations coupled with a Cubic Equation of State repriesgtite
foundation of themultistage compressiomodel. The thermodynamic relations for
predicting the pertinent dld properties such as the fluehthalpy entropy and

discharge temperatureere presented.

In chapter3, the details for the calculation of compression power consumption and
coolingduty are presented. Particular attention is paid tdPvegRolinson Egation

of Stateas asolutionto determine the thermodynamic propergggen its popularity
due to its accuracy and robustness.

It is also clear that most of the above review employed the conventional CO
compression strategy which is responsible forrgelgortion of the enormous capital

and operating cost penalties as well as sizable parasitic energy consumer. Thus, it is
incompatible with the original intention of energy saving and emission reduction. Any

approach or strategy resulting in a reductionthe CQ compression workload
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directly contributes to an improvement of net plant efficiency. It is the purpose of this
thesis to investigate different compression strategies and identify the optimum number

of stage of compression system to minimise 8waiatd cost and energy penalties.

While the aboveeportedstudiesalsoquantifiedthe power requirements for industrial
compression ofCQO, their practical application is, however, limited due to the
underlying assumptioof negligibly amounts of imyrities in the CO, stream.In
practice the CQ streams in CCS will contain some impurities with range and level,
mostly depending oithe capturetechnology.The impact of a varying COstream

concentration on the compression power requirement is notuindlgrstood.

In chapter 3, the selection of an appropriate compression strategy for realistic CO
streams and associated compression work penaltyisasvestigated.

2.4 Modelling of transient fluid flow in pipelines

The development of transient flov model is based on the application of the
governing equations of fluid dynamics. These equations are derived from the
fundamental physical principles by assumintas, momentumand energyare
conserved. However, with respect tioe pipeline flow, their pecise formulation
depends on a number of consideratisush as interface topology, muettbmponent
exchanges, dissipative fluid/wall interactions, pipeline elasticity and rigidity as well as
pipeline elevatiorfMenon 2005, Bratland2009.

In essence, interface topology accounts for varitmwe regimes. These, for example,
may include fully dispersed twphase, stratified, annular or churn flows. Multi
component exchanges on the other hand deal with equilibrium as opposed to non
equilibrium effects. Dissipative fluid/wall interactions reseat the effects resulting
from heat transfer and friction. Pipeline elasticity and rigidity refer to the degree of
compliance and as to whether or not the pipeline is rigidly clamped. Pipeline elevation
on the other hand accounts for unevenness in neaad considers the effect of
gravity on fluid flow in the pipeline. The degree of complexity of any mathematical
model developed is closely related to its ability to adequately incorporate all the

abovementioned effects in its formulation.
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Consequentlya detailed model should comprise of the equations of mass, momentum
and energy conservation for turbulent single/rpittase flow, and should account for
some, if not all, of the effects mentioned earlier. For these, NavierStokes
equations represenhd most complete formulation that describes any fluid flow
situation(Bratland, 2009. These equations allow for the variation of fluid property in
four dimensionsj.e. the three dimensions of space,y, andz, and also timet.
However, the solution of the full system of these equations and the numerical
discretisation neceasy to accomplish this for a whole range of fluid flows is
extremely difficult and requires substantial computational resources. Nevertheless,
depending on the type of flow scenario that needs to be resolved, certain terms in the
equations will have a naglble effect on the final solution and can be safely ignored
without any serious loss of accuracy. At the same time, advantageously, these
simplifications generally lead to lesemputatonally expensive models, but on the
other: the greater the simplifiton, the higher the likelihood of introducing
modelling inaccuracies. Nonetheless, the final form of the conservation equations,
derived through simplifying assumptions, may, in the more general classification, be

linear, quaslinear or norlinear, parholic or hyperbolic, and firsor seconebrder.

There has been much research activity in the field of theoretical modelling of fluid
flow transientsVarious assumptions and simplifications have been made in order to
suit a particular method of solutioor application.Suwan and Anderson (1992
argued tht alternative formulations, interpolations, friction force representation, or
time integration, which may be appropriate for parabolic problems, will all violate the
basic wave like characteristics of a hyperbolic problem. Most cases of unsteady
onedimersional flow where disturbance propagation velocities do not vary
significantly are characterised by quésear hyperbolic partial differential equations

for continuity and momentum. On the other hand, complex phenomena such as
stratified and intermittenstratifiedbubble (slug) flows require a twdimensional

transient analysis for a complete treatment of the problem.

Various analytical techniques have been used to reduce the number of equations

before employing the relevant numerical proceduas DeenandReintsemg1983
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for example, introduced a technique which reduces the energy equation to a single

paraneterin-mass equation without the assumption of isothermal or isentropic flow.

In fluid flow problems the dependent variables. pressureP, density, s, and
velocity, v are functions of the independent variablestime t and distancex in the

cae of onedimensional flow. In any given flow situation, the determination by
experiment or theory of theuild properties as a function »fandt is considered to be

the solution to the problem. There are two distinct fundamental ways of specifying the
flow field, namely thé.agrangiarandEuleriandescriptiongSidek 2013.

In the Layrangian approach, the fluid is considered to comprise a large number of
finite sized fluid particles which have mass, momentum, internal energy and other
properties.The mathematical equations are derived for each fluid particle. A major
drawback of this approach is restrictively time consuming when considering even a
very small volume of fluid. Even when a gageing considered where there are few
molecules, a retavely larger timestep compared to the Eulerian approach must to be
employed due to the longer mean free path of the molecules resulted in lower
computational run timeSidek 2013.

The Eulerian approach considers how the flow properties charayéluid element as
function of time and space. The information about the flow is obtained in terms of
what happens at fixed points in space as the fluid flows through those (@ideg
2013.

According toRichtmyer (1960, the Lagrangian approach is generally preferred for
some problems in a one space variable. For problems in two or more space variables
and time, the Lagrangian method encounters serious difficulties. In particular, the
accuracyusually decreases significantly as time goes on, due to distortions, unless a
new Lagrangian pointet is defined from time to time, which requires cumbersome

and usually rather inaccurate interpolations.

In fluid dynamics measurements, the Eulerian woethis the most suitable. The

Eulerian formulation has almost exclusively been used in all recent studies even
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through in some cases according to the above discussion, the Lagrangian description
would seem more approprigi®idek 2013.

In the deiving the conservation equations, both descriptions are used depending on

the circumstance, with the Euler concept being denotedﬂ'?eyor Ha and the
M MX

Lagrange concept being denoted%% (Price 2006. The relationship between the
two is given by,

Da_a /& 2.35
Dt u  /x

where a denotes pressure, dégsvelocity etc. of the fluid flows in the pipeline.

In the following section, the mathematical model used to simulate the transient flow
in a pipeline is derived. The equations will be derived from first principles and any

assumptions or simplificatiewill be accounted for.

2.4.1Model assumptions

In this section, the following assumptions are employed in the development of the

numerical pipelindluid flow model:

1 Steady state exists prior to the transient conditions. The fluid properties
obtained fron a steady state calculation act as the initial conditions required
for the hyperbolic system.

1 The flow is predominantly ondimensional, that is, the rate of change of flow
variables normal to the axial direction is negligible relative to those along the
axial direction.

1 When multiphase are present, the phases are assumed to be homogeneously
mixed and in thermodynamic equilibrium at all times during the transient flow
conditions.

1 Each pipeline is rigidly clamped and of uniform cross sectional area.
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2.4.2 Mnservation of mass

Figure 29 shows a schematic diagram of fluid flowing through a geetion.

Figure 29: A schematic representation of flow and space variables of a representative
pipeline to the vertical and horizontal pés(Bratland 2009.

The conservation equations are derived by assumegahtrol volume is stationary.

A flow can be assumed to be edienensional if the rate of change of fluid properties
normal to the streamline direction is negligible compared with the rate of change
along the streamline. This means that over any ged®n of the pipe all the fluid

properties may be assumed to be the same.

For an element of fluid, the law of conservation of mass can generally be expressed

as:

Rateof accumulaton

] _ = masdlow in - masdlow out 2.36
of massn thefluid element
Adx— =arv- Age’ +£dx%+wdx8 237
Mt ¢ WX = WX =

whereA andyv are the area of the pipe and fluid velocity, respectively.

By neglecting the higher order terms in equation 2.37, this leads to:

K+v£+ru—v=0 2.38
L pX pX

The last two terms in equation 2.38 can be transformed as:
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o Y - u(rv 2.39

XX

In the case of ondimensional flow, the mass conservation equation is represented as:

L “(f"):o 240
M X

With the aid of suitable thermodynamic relations, the total derivative of density with
respect to time and space in equation 2.40 can be reformulated and expressed in terms
of fluid pressure and enthalpy/entropy. This refolation enables the derivative
terms in the conservation equations to be expressed only in terms of fluid pressure,
enthalpy/entropy and velocity. The importance of this approach, especially with

respect to reduction in computational run time, is elabdrktter.

For any fluid, the fluid pressure can be expressed as a function of densibyl

entropy,si.e.,P =f (r, s) Thus, in partial differential form, this relationship can be

written as:
%3 dr + 278 gs 241
5 Q“S r
where

g =a’ 242

ars _; 243

CHS =+

Hence by substituting equations 2.42 and 2.43 into equation 2.41, the substantial

derivative of pressure with time caa bxpressed as:

AP _ 207, 9s 244
at o dt 7 dt

By rearranging equation 2.44 and making the total derivative of density as the subject

gives:
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&—-/—o 245
For any fluid, the tal derivative of enthalpy is given Walas(1985:

dh=Tds+ L dp 246
I

Thus from equation 2.46, the total derivative for enthalpy with respect to time

becomes:

dh _70s ds 1dP 247
dt dt rodt

Rearranging equation 2.47 gives:

ledh 1dPo_ds 248

Substituting equation 2.48 into equation 2.44 by replacing the total derivative of
entropy with time results in:

dP __,dr j édh 1dPg
al—+ 5

24/ &dh 14dP 249
dt dt T&dt r dt}

By rearrangingequation2.49, an expression for the totaévative of density with

respect to time in terms of fluid pressure and enthalpy is obtained as:

dr _1edP % Jj @ j dho

priabeedsy e el 250

dt a2 éd c /T Tdt l]

Substitutingequations2.45o0r 2.50 into equation2.40 gives:

P88, 2l _g 251

dt dt

[T 198 20 T g 252
dt dt X
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Equations2.51 and 2.52 represent the reformulated mass conservation equation for
onedimensional flow in terms of pressueatropy and pressuenthalpy,

respectively.
2.4.3 Conservation olmomentum

The momentum conservation equations i s
second law of motio. By applying this law to the control volume as showrigure
2.9, gives(Bratland 2009:

Mass$ accelerain=netpressuréorce+ friction + gravity 253
Ardx av_ PA- a§’+ HP i oA fu rdxv|v|A Argdxsing 254
dt X
dv

where — g , P, fv, v, gandd are the acceleratiopressure, friction factor, velocity,

gravity and degree of the inclination of the pipe, respectivieguation2.54 can

reformulate to give:

dv_ uP f,r .
f—=-1—--Y_y\v- rgsin 255
dt W 2d VM gsing
where
ﬂ’:“_\ﬂﬂ% 256
dt t  pxdt

By insertingequation2.56into equation2.55gives:

RIS Wdrv|v|-rgsinq 257

Mt X

The left hand side adquation2.57des cr i bes t he i nguatbn.la part

has two terms, indicating that each fluid particle can accelerate both in time and

space.

45



DEPARTMENT OF CHEMICAL ENGINEERING

2.4.4 Conservation of energy

Heat flow can have a major impact on pipeline hydraulics, and atecpipeline
modelling often requirethe underlying modeto include thermal effects. This
particularly true for compressible fluid flovg, i nce t he fl ui doés
affects densityEnergy conservation means that net energy coming in to thehthgid

to accumulatavithin it and can be presented as

Rate of change _ Netheatflux into N Rateof workdone

- 258
of energyinsidethefluid thefluid on thefluid

The term on the left hand side (LHS) efuation2.58 can be written a¢Bratland
2009:

LHS=%(rAdeS) 259

where} AdamdEsar e t he cont r olanduotal enengy @esunit nassa |

respectively. By assuminjgAdxis a constanigquation2.59gives:

LHS= rAchij—EtS 260

Equation2.60is reformulated to give:

LHS= rAdai=s +v =8 261
c Mt X -

Fromequation2.61, it is given by:

p‘(rES) + u(rVES) =r lJES + ES£+ ES IJ.(rV) + rVuES 262
pt KX pt Ht X KX

The continuityequation2.40implies:

M ig Hrv) 2 263
Mt MX

And thereforegquation2.62reduces to:
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H(rE,) , nirvE) raé£+v“E 9 264
pt X

By insertingequation2.64into equation2.61,

LHs= agdtUE)  HvE)S 265
¢ M X+

The specific energls in the control volume has three parts:

2

Es:u+V?+gz 266

2
v : R e .
Whereu,?andgzare the fluidds specific internal

potential energy due to the elevatiarfirom a reference level, respectively.

On the right hand side HS) of the equation 2.58, the only heat coming from the
surroundings into the pipe is the convection going through the pipe wall. The heat per

unit volume of pipegq is the net heat fluinto the element.

The last termin equation2.58 rate of work done o the element is the net rate of
work done by pressure in the axial directignSince forces in the positivedirection

do positive work, growingpv means negative work is done, and so:

RHS= gAdx- “(HF:(V) dxA 267

Combning equations2.65 2.66and2.67gives:

e o ~ é o 2
Eer%+v—+gz$= £er %I+V—+gz+ 81+q 2.68
Mec 2 ~u g g

Introducing the enthalpy, which by definition is:

h=u+

P 269
r

Equation2.68is transformed into:
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('D>Q(‘D*

pea v @ ue

— —+0zq)=- erv +_+gz +q 2.70
TR PR T % 2 BJ

Expanding the brackets aguation2.70gives:

PR AU u“(fu)+rg”2+gzw+rvm+
Moot 2 2 M woT T dx

W), rew vl ul), e =

h +——+— +0z +grv—=q

HX 2 X 2 X MX

where,

W =sing 2.72
Since the pipeline inclination is time invariahgnce:
bz _ 273
pt

Substitutingequations2.72and2.73into equation2.70and rearranging gives

274

=q+ 275
dt dt 2D

However, the energy equation can be expressed alternatively in terms of the fluid
entropy. When thequation2.48is multiplied by} Tand becomes

dh dp ds

— - —=rT—= 2.76
dt dt dt
Substitutingequations2.76into equation2.75and rearranging gives
f rve
er—S =q+= 2.77
dt 2D
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Equation2.77is the energy conservation equation in terms of fluid entropyrie

dimensional flow.

From the above, it may be observed that the final expression of the conservation
equatios i s i n terms of 6di renttopylenthalpy) rather v el o c
thanb6conser vat i v deasityymomentur,lardsdtefergy).eExpressing

the conservation equations in ttieectvariable form is essential in order to compute

correctly the propagation speed and the intensity of discontinuities such as shock

waves and contact surfaces that can occur in inviscid flo@geqte, 2002.

2.4.5 Thermodynamic analysis

The following sulsection presents the main equations and correlations employed for
determining the twgphase mixture densitythermodynamic function anthe heat
transferred to th#éluid in the pipeline system

2.4.51 Equation of State (EOS)

For the case of compressible flow, a relation in addition to the conservation equations
for mass, momentum and energy needs to be provided to ensure that the problem is
well-posed, mathematically. This relation is the Equatio&tate (EOS) which relates
thermodynamic properties and is divided into two categories. These are the
specialised EOSs, like GERG EQSERG, 2004 and general EOSs, like Van der
Waals cubic EOS. fle performances of different EOS vary for different properties,

components and conditions of theid (Li et al.,2017).

Many types of EOS have been reviewed concerning thermodynamic property
calculations of C@mixtures, but the evaluation results of the EOS performance have
not pointed to one particular EOS. The general cubic EOS still show advantages over
more @mplicated or specialised EOS in the calculation of Vapour Liquid Equilibria
(VLE), while for volume calculations they cannot compete with equations such as
LeeKesler (LK) and Statistical Associating Fluid Theory (SAKRL) et al.,2017).

Based on the study blyi et al. 011), seven general cubic EOSs were evaluated

using many of the experimental data concerning the VLE and the densityof CO
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mixtures including Cll N2, O, H2S, SQ and Ar. The EOSs evaluated were Reng
Robinson (PR)(Peng and Robinson 1976, RedlichKwong (RK) (Redlich and
Kwong, 1949, SoaveRedlichKwong (SRK) (Soave 1972, PatelTeja (PT)(Patel

and Teja 1982, 3P1T (Yu et al., 1987, PRPeneloux(Paul et al., 1989, SRK-
Peneloux(PenelouxandRauzy 1982, and the improved SRKJi andLempe 1997).

The binary interaction parametekg, were calibrated with respect to the VLE data
available. In general, with calibratdg, the cubic EOS gave anb8olute Average
Deviation (AAD) within 5 % for VLE calculations, and 6 % for calculations of the
density, except for the GLBO, mixture. Vrabecet al. 009 proposed to use the PR
EOScombied wi th a model based on Henryodos | a
CO./N2/O2 at low temperatures (2131 K). Their results show that the PR EOS
describes both binary and ternary experimental data well, except at high pressures
close to the critical gion. Wilhelmsenet al. 012 reported that the SRK and PR

give are reasonable prediction for the density and the specific heat capacity in the
vapour region whereas deviations above 10 % should be expected in the liquid and

supercritical rempns for the density of pure GO

Furthermore, it is no doubt that more accurate models susheasalised EOSare

always preferable. More parameters will have to be included to improve the accuracy
of this EOS. The GERG EOS for example is principalffedent from the other EOS
because its formulation is based on a rfldid approximation, which is explicit in

the reduced Helmholtz energy depending on the density, the temperature and the
composition. The accuracy of the GERG EOS claims to be veryamdithe normal

range of validity covers temperatures between 90 K and 450 K and pressures less than
35 MPa. This covers a large part of the T/P range for CCS applications, except
regions with large temperatures or large pressures. The reported uncextaimby

EOS regarding gas phase density and the speed of sound is less than 0.1 % from 250
K/270 K to 450 K and pressures up to 35 MPa. In the liquid phase of many binary and
multicomponent mixtures, the uncertainty of the equation regarding the derlegy is

than 0.10.5 %.
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Mazzoccoliet al. 012 reported the study on predicting densities of>@0d CQO-
mixtures containing NandCHusi ng di fferent EOS. Based
GERG2008 model showed the lowest deviations, however they were not negligible,

in particular in the phase equilibriunwWilhelmsenet al. 012 concluded that
GERG2004 was the most accteaEOS for all the investigated mixtures (£CHa,

CO-N2, CO-O2, N2-O2 and CQ-N2-O2) except those containing GQ@: in the two

phase area, where it displayed an AAD of ~20 %. However, the runtime speed of the

GERG2004 showed the most time demanding@®pared to others EOS.

Given that the specialised EOS is a mpHrameter equation, it is prohibitively
computationally inefficient due to its complicated structures and hence impractical to
implement correctly for numerical simulation¥he complex strcture of the
specialised EOS makes the calculation of properties computationally demanding.
Because of this situation, general cubic EOS is usually preferred dine simplest
structure and capable of giving reasonable results for the propertieseo€@uand

CO; mixtures.

As a result, the PeAgobinson (PR) EOfPengandRobinson 1976 is employed in
the present study. The details of this equation as previously derived can be found in

section 2.1.6.
2.4.5.2 Twephase mixture density

In the case of liquid and gas mixture its density can be calculated using the PR EOS

pseudemixture density. This is gan by:

_ e
f = 2.78
ry@L- x)+rx
where:
PMg
ro= 279
Z RT

g
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ro=——L 2.80

Here, x and Z are the fluid quality and compressibjlifactor, respectively. The

subscriptg andl represent the gas and the liquid phase of the fluid.
2.4.5.3 Single and twiphase determination of the thermodynamic functign

The sochoric thermodynamic function,given by equations 2.51 and 2.52 forgie
phase fluids is given bicardandBishnoi(1987%):

o ~ 2
j =4y _r Xa 281
CHS+ o

. . . . . . 1auv o
where xis the isobaric coefficient of volumetric expansm\lc}r%&g . In the case of
(5: -

two-phase flowsy is calculated numerically in the following manner. Given that:

J =§£8 defgéfg 2.82

GHS =, — chs=

Using one of MwaagddBy.d6s rel ati ons

aPg 4T 283
chls+  cHV =

. . 1
Since the specific volume&/ = - :
av _. iz 284
dr r

Equation 2.82 becomes:

4rg - ra%:gg 285
g -

GHs <,

S

Hence, from equation 2.82:
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. auT ,aDT §
j :,Z%‘;g =r'g g 2.86
W= ¢
For twophase flows,0 can be evaluated numerilgaby using isentropic flash
calculation at a given temperature and pressure as propodddhigereftehet al.

(1997.
2.4.5.4 Fluid/wall heat trasfer

In the case of flow in pipelines, the pipeline wall constitutes the immediate

surroundings of the fluidHowever, except in the case of a perfectly insulated

pipeline, the overall external heat transferred to the fluid is influenced by wall and

ambien t properties/ condi t i(Rcard and Bighmot, 4988 s C 0 (

Chen, 1979, Mahgerefteh et al., 1999)commonly employed for determining the

heat transferred to a fluid flowing in a pipe. It is given by

q :iuh(Tamb- T) 287
Din

where Un, Din and Tamp are the overall heat transfer coefficient, the pipeline inner

diameter and ambient temperature, respectively. In the present stutly, itheaken

to be 5 W/mK.

2.4.6Hydrodynamic analysis

From the conservation equations dedv in the sections 2.42.4.3, the
hydrodynamic parameters are calculated by employing the described equations in the

next subsection.
2.4.6.1 Calculation of Rnning friction factor

The Fanning fiction factor,fwis required for calculatinthe contribution of frictional
force to the momentum equation (equation 2.57). It is a function of the flow
Reynol dsd number . The determination of t

surface of the pipe vllaand the flow mode of the flui(Lipovka and Lipovka, 2014)
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Ouyang and Aziz (1996 conducted a study, over a wide range of flow

conditiong2000¢ Re¢ 13 10°;10°° ¢ Di ¢0.))on the performance of 11 major

explicit correlations for predicting friction factor. The predictions of theseelaiions

were compared with the highly accurate Colebrook correlg@oiebrook 1939.
Although the Colebrook correlation is accepted as the most accurate in terms of
predictions, ithowever has the disadvantage of expressing the friction factor in an
implicit form with the resultant equation requiring expensive iterations to solve
(Ouyangand Aziz, 1996. Many explicit approximations of the Colebrook equation
are availabléLipovkaandLipovka, 2014). These approximations vary in their deg

of accuracy, depending upon the complexity of their functional forms that generally

estimate friction factors with higher accuracy.

From the study conducted IQuyangandAziz (1996, the authors recommended the
use of theChen (1979, Serghides(1984 and theZigrang and Sylvester(1982
correlations. These three were observed to show a maximum absolute deviation of

less than 1 % from the Colebrook corrielat

Based on the results reported Gyyangand Aziz (1996, the Chen correlation is
employed in the present study for the calculation ofRhening friction factor for

transition and turbulent flows in rough pipes as shown below:

e 2 o 11098 %)
1 lgé e ) 5.0452I £ 1 aeQ 5.8506%

N g3 2 + ——s0sin 288
N f g A3.706D. Re g 8257 -8 Reo.sgglq;l
w in Q ¢, .

where e, Din and Re are the pipe roughness, internal diameter of the pipe and

Reynol déds number, respectively.

For turbulent flow in smooth pipeline®ohsenowet al. 1998 recommend the
correlation proposed byechoet al. 1965. The authorsssert that the equation gives
predictions within® 2 % of extensive experimental measurements. It is given by:

=1.7372n Re 2.89

1
Jt 1.964inRe- 3.8215
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In the laminar region, the evaluation of thanning friction fator is independent of
the pipe roughness. Thus in general, Bamning friction factor for laminar fully

developed flow is given bBratland(2009:

;=16 2.90

2.4.6.2Singleand twophase speed of sound determination

For singlephase eal fluids, the speed of sadithrough the fluid can be expressed

analytically agPicardandBishnoi, 1987):
a?=Y 291
kr

By definition, gandk can be expressed respectivel{\dk&las 1987):

g=< 292
C,
k= ooV ¢ 293

(.
Qi_" T
whereC, andC, are the specific heats at constant pressure and eaolespectively,

andV is the specific volume of the fluid.

From equation 2.9% can be obtained analytically by differentiating the PR EOS. For
two-phase flows, the analytical determination gfand C, becomes complex
(Mahgereftehet al.,1999. Hence the smsl of sound is evaluated numerically at a

given temperature and pressure as:

a’ =

DP (
(T,P)- /(T*,P - E) : 294

vO'aSSB Qo

where the subscripg and gp Pdenote a constant entropy condition and infinitesimal
change in pressurgP = 1x10° atm), respectivelyT* represents the corresponding

fluid temperature obtained by performingRaco P ) flask.
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2.4.7 Numerical methods for the solution of transient fluid flow model

A variety of highresolution numerical methods have been developed beepdst
several decades that resolve discontinuities and rapidly changing flows sharply and
yet produce at least secentder accuracy in smooth flows. Understanding of the
different numerical methods available and appropriate implementation of a scheme
for the resolution of a particular problem requires not only a thorough grasp of the
physical nature of the flow being considered, but also a good foundation in the

mathematical theory of hyperbolic conservation laws.

The resultingsystem of equationa sections 2.4.12.4.3wasshown to be quasilinear
and hyperbolic in nature. As these equations contain terrharhanknown or non
linear functions of their dependesmd independent variabldbeycan only be solved
numerically (Mahgerefteh et al., 1999)her complete solution also requires the
application of appropate boundary conditions at thelet andat the end ofthe
pipeline. These boundary conditions enalslesure of the governing equations with
their solutionsestablishing the fluid dynamiand tlermophysical properties in tim
and space along the pipeliriehree numerical techniques are commonly emploged f
resolving hyperbolic partialdifferential equationswhich are Finite Difference
Methods (FDM) Finite Volume Methods (FVM)and Method of Chaacteristics
(MOC).

The FDM is a general mathematical technique that is widely appliciéarial
Differential Equations (PDES). It involves discretising the spatial domain into a series
of nodes forming a grid. Finite approximations are then substitatetid derivatives
appearing in the PDEs taking values at the nodal points resulting in a system of
algebraic equationsSimilarly, the FVM breaks the system up into a set of discrete
cells. The integral of thEDEs over each cell is approximated to predacsystem of
algebraic relationsHowever, numerical diffusion associated with these methods
makesthem unsuitable for modelling the transient flow following pipeline failure
(Mahgerefteh et al., 2009)
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The MOC is a mathematical techniquetths particularly suited to the solution of
hyperbolic PDEs with two independent variables such as distance and time. The MOC
resolves the system of PDEs into a system of ordinary differential equations
(compatibility equations) through a particular@alinate change. These-oodinates
represent curves (characteristic lines) in the spiaoe plane along which the
compatibility equations hold. The method is particularly suitable for systems
containingcomplex boundary conditions, as each boundary camnditiay be applied
individually to each characteristic curve moving into the computational domain
(Zucrow and Hoffman, 1975)

In this following section the formulation and implementation of the MOC used to
solve theconservation equations governing singleApitase homogeneous flow in

pipelineis presented.
2.4.7.1 Method of Characteristics (®IC)

The method of characteristiOC) is the natural numerical method for quiasear
hyperbolic systems with two independent variables (e.g. distance and Tinoeley

and Tiley, 1987. It is based on the principle of the propagation lodracteristic
waves and is therefore well suited to handling fast transient flow where each
disturbance is captured along the propagating Mach lines which are used in the
formulation of the final form of the finite difference equatigdscrowandHoffman,

1975.

In this method, the system of conservation equations as described in sectldias (2.
2.4.3) is assumed as quasilinear and hyperbolic. A PDE is said to be quasilinear if all
derivatives of the dependent function are linear, while their corresponding coefficients
may contain nonlinear terms. The conservation equations represented bgrsqua
2.40, 2.57 and 2.74 are clearly linear in the partial derivative terms. Furthermore,
terms those are coefficients of the partial derivatives, such asotha are nonlinear

functions ofP, sandv. The governing equations are therefore quasilinear in structure.

In the onedimensional case, the governing equations 2.40, 2.57 and 2.74 can be

written in the general form as:
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A% MY _¢ 295

X
where, A, U ,Band C are given by:

aPg
&0
U=a80 296
0
&9
al-; 049
& 0
A=g8 0 rp 297
0
@ rT O+
a&y -jv ra’d
& 0
B=a2 0 rvo 298
B rTv 09
(; o
a0 Q
& .0
C=ab,- rgsingo 2.99
&R, -vo, 2

A system of PDE as given by equation 2.95 is said to be hyperbolic if the eigenvalues
satisfyingequation 2.100 given below are real and distiiftasad and Ravindran,
1985)

B- /A=0 2100
Thus, for the conservation equations, the aboveteuaay be expressed as:

v-/ -jv+/ j ra®

B- /A=01 0 rv-r [=0 2101
0 rTv-1 m 0

Hence:

(v- 7)0- (rv- r NrTv- r T))+(v+/ j)O)+ra®(rTv-/ M)=0 2.102

Simplifying equation 2.102 gives:
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(v- 1) r2T)v- /) +r2aT(v- /)=0 2103
Factorising ad dividing equation 2.103 byr °T gives:

(v- /)(v- /)2 - a%)=0 2104

Solving equation 2.104 to obtain the roots/ofjives:

/,=v 2.105
/,=v+a 2.106
/,=V-a 2107

It can be seen that the eigenvaldesn equations 2.102.107 are real and distinct.

Thus, the systerof conservation equations with partial derivatives in termP,
andv are hyperbolic. This implies that the behaviour and properties of the physical
system described by these equations will be dominated by-Nkavehenomena
(Prasadand Ravindran 1985. Indeed the speed of propagation of these waves,
known as Mach lines, are given by the eigenvalues &) and (V- a), which
correspond to the right runningnd left running characteristic (Mach) lines
respectively. The path line characteristic is givenl by These charaetistics can
handle any type of discontinuity in fluid flow such as a shock w@rasadand
Ravindran 1985.

To adequately resolve a system of PDE in terms of three dependent variabless(e.g.
andv), three characteristic lines (i.e. the path ling)(@e positive (¢ and negative

(C) Mach lines) need to be defined. Theseessence govern the speed at which
expansion and compression waves propagate from the low angrieggure ends of

the pipeline respectively (positive and negative Mach lines), while the path line
dictates the rate of flow through any given point alomg tpipeline. Their
corresponding compatibility equations may be solved by standard, single step finite
difference methods for ordinary differential equations. Figur® &la schematic
representation of the characteristic lines at a grid point alongotte x and timet

independent coordinates.
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Figure 2.10: A schematic representation of Path lir®)(and Mach lines@:, C)
characteristics at a grid point along the titmend spacex axis.

There are two main grid discreditton methods for the MOC. These are the
Characteristic Grid method (CG) which is also known as natural method of
characteristic§Wylie et al.,1971) or the Wave Tracing methd@€hen 1993, and the
Inverse Marching method which is alsodwn as the Rectangular Grid method or the
Method of Specified Time Interva(§latt, 1986.

In the CG method, the position of the new solution point is not specified a priori, but
is determined from the intersection of left aright running characteristics with
origins located at known solution points or initial data. Hence a free floating grid is

developed in the-t plane as shown in figure 2.1
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Figure 211: TheCharacteristic grigWylie et al.,1971).

This MOC is particularly accurate since the solution progresses naturally along the
characteristidines. However, when more than two characteristic lines are present, i.e.
when an energy equation is solved in addition to the mass and momentum
conservation equations, a path li@)(is present in addition to the two Mach lines
(C+ andC.) and this intoduces some interpolation to locate the path line intersection

between known initial points.

Another technique of MOC that can be used for numerical discretisation of the Euler
equations is the Inverse Marching method or the mesh method of characteristics
called the Method of Specified Time Intervals Bewn in figure 2.2. In this method,

the location of the solution points in the spéoge grid is specified a priori and the
characteristic curves are extended backwards in time to intersect a time lwiegch

the initiakdata points are known from a previous solution. This method is capable of
providing results where needed, however it can suffer from inaccuracy introduced by

interpolations at each time step, and the greater the interpolation thetargermor.
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Figure 212: The method of Specified Time Interv§i&ylie et al.,1971).

The MOC has many advantages compared with other numerical methods of solution.
Discontinuities in the initial value may propagate along the characteristics, making it
easy to handle. Large time steps are possible in the natural method, sinae thaty a
restricted by a stability criterion. The boundary conditions are also properly posed.
The MOC is relatively accurate, but requires the understanding how it operates and to
choose a suitable time step. The method can be readily adapted to soledor t
dependent variables required for the analysis otisothermal transient fluid flow.
Discontinuous initial data do not lead to solution with overshoot and details are not
smeared in the CG method. Exact solution is possible in the constant coetfasen

with the two dependent variables regardless of eventual discontinuities in the initial
data, in the case of the natural method.

From the several techniques that have been discussed, the MOC is chosen as the best
numerical scheme for the solutiontbe Euler equations on the basis that it has been
proven to be an accurate tool in the solution of hyperbolic equatidnide the CG

method may be more accurate it does not allow for the introductidrowidary
conditions at predefined times. In contrae MST method allows control d@he

time at which input variables are given at boundaries. For this reason, this method is
employed in this studyand the detailed discussion is presented in the following

section.
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2.4.7.2 Numerical formulation

The soldion of Partial Differential Equations (PDES) using the MOC comprises two

steps:

1 Conversion of the PDEs into a system of Ordinary Differential Equations
(ODEsSs) called the compatibility equations.
1 Solution of the compatibility equations using an Euler mtedicorrector

method.
2.4.7.2.1 Conversion of PDEs to ODEs
According toZucrow and Hoffman (1975)ntroducing/E to represent the slope of

the characteristic lines, the conservation equations may be replaced by three
compatibility equations, which are valid along the respective characteristic curves.

The detds of this conversion can be found4nicrow and Hoffman (1975)

The following is the summary of the main results showing the final form of the

compatibility equations and the characteristics along which they hold.

The three compatibility equations associated with the conservation of mass,

momentum and energy are.

é. ~
d,s= gt 2108
C 7T X
along the Path line characteristiC ():
it 1 2109
d,x v
d,P+rad,v= %a +1 Y8 A 2110
C [Tz
along the positive Meh line characteristicQ, ):
dt__ 1 2111
d,x v+a
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rad v- d_P:%a-/—y%j_t 2112
C rT=

along the negative Mach line characterisfic :
1

at_ 1 2113
dx v-a

The C, and C. Mach lines characteristics govern the speed of propagation of the
expansion and compression waves while the Pathdingoverns e rate of flow

through any given point along the pipeline.
2.4.7.2.2Solution of the compatibility equations

As described above, the solution of the compatibility equations requires the tracing of
characteristic lines in a discretisedt plane as show in figure 2.10. These
compatibility equations are solvdxrhsed on the Method of Specified Time Intervals

(MST) adopting the Euler predictaprrector techniquet is assumed that the fluid
properties are already known at grid pointsl, i andi +1 at the initial timet, (see
figure 2.10). The initial conditions at the foot of each characteristic cysye &ndn)

are evaluated by linear interpolation. The compatibility equat@ame solved by a
finite difference method to obtain the flow variabless and v at the intersection

pointj at the next time stef, +Dt; .

The time step employed is pspecified, and is in turn calculated subject to the
CourantFriedrichsLewy (CFL) criterion. This criterion is a requirement for the
stability of the numerical scheme employed for the system under consideration. It is

given by:

Dx

v+,

Dtc¢ 2114

Here, the symbols have the sameaning as those provided in the previous section,

with thegpsymbol indicating an infinitesimal increment.

64



DEPARTMENT OF CHEMICAL ENGINEERING

2.4.7.2.3 Finite difference solution of compatibility equations

In order to solve these relations as discussed in section 2.4. hZElje predictor
corrector finite difference technique is used to nunadlsicsolve the Path (equation
2.108) and characteristic Mach lines equatioeguétions 2.110 and 2.1)12The
method consists of an explicit predictor step, which is used as an estimate of the fluid
properties at the solution point. The corrector step ts@s this as an initial estimate

for an implicit approximation of the time step.
2.4.7.2.3.1 First order approximation: predictor step

In the predictor step, the compatibiligguations (equations 2.108, 2.110 and 2.112)

are expressed in finite differenflam as:

Path line compatibility:

S-S, = é—uu 2.115

(ra)p(v,- ) Vp)+(PJ ) Pp)=§§a +/_)/g (tj ) tp) 2116

Negative Mach line compatibility:

(ra),l,- v.)- (.- P)=Fpa- 228, -1,) 2117
C T =

The subscripts assigned to the various properties in equations 2.115 to 2.117 denote
the location in space and time, as shown in figur€.2The symbols depicting the

flow variables have the same meaning as those describdt iprévious section

(section 2.4.7.1)x,, X, and X, are calculated from a first order finite difference

p )
form of the equations 2.109, 2.111 and 2.113. The fluid properties are then linearly

interpolated from those at the grid points 1,i andi +1.
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2.4.7.2.3.2 Second order approximation: corrector step

In order to improve the accuracy of the first order solution, a second order
approximationto the compatibility equations is employed. The finite difference form

of the compatibility equations can be expressed as:

Path line compatibility:

1 18 Vi g
s -s)=t8o /g ) 2118
2 der T, rT9

Positive Mach line compatibility:

o

SENEYENCRIS A A

r

O

It - t,) 2119

]

|-GDO
I O

Negative Mach line compatibility:

O

rT

-I-O

~(ira), +(ra) Jo, - v (P,-Pn):gé% 8 a2 1) 2020

In a similar manner as that employed in the predictor step, the poskjons, and

X, are calculated from a second order finite difference form of equations 2.109, 2.111
and 2.113. The fluid properties at these points are then found by linear interpolation,

as in the first order step. This calculation is e#pd until a certain tolerancea(10 °)

is satisfied for the three independent flow variables,P, sandv.
2.5 Application of the transient fluid flow model

In the following, a review of the main studies involving the applicatmingarious
transient flow models based on the fundamental equations presented in section 2.4
simulating the dynamic behaviour of high pressurised gas mixtures in pipelines is

presented.
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2.510LGA

OLGA is a twofluid model which solves the conservatioguations for mass,
momentum and energy for the gas, liquid droplet and liquid film phases at discrete
time and distance intervals. The numerical procedure utilises the finite difference
method such that the pipeline is divided into a number of segments soldtion is
sought at the centre of each segment. The first version of OLGA was developed for
the hydrocarbon industry by Statoil in 1983 to simulate slow transients associated
with terraininduced slugging, pipeline staup, shutin and variable prodzttion rates.

Its physical model was initially based on small diameter data forplassure
air/water flow. Initially, OLGA could successfully simulate bubble/slug flow regime
but it was incapable of modelling stratified/annular flow regifBendiksenet al.
(1991 addressed this problem as well as extending the model to deal with

hydrocarbon mixtures.

In OLGA, separate conservation equations are applied for gas, liquidrxuligaid
droplets, which may be coupled through interfacial mass transfer. Two momentum
eqguations are used which are, the combined equation for the gas and possible liquid
droplets and also the equation for the liquid film. Heat transfer through thevalise

is accounted for by a user specified heat transfer coefficient. Different frictional
factors are used for the various flow regimes. The pertinent conservation equations
are solved using an implicit finite difference numerical scheme which givesorise
numerical diffusion of sharp slug fronts and tails thus failing to predict correct slug
sizes. This problem is then addressed in a later vefdiondsveenand Haerdig

1997 by introducing a Lagrangian type front tracking scheme.

Due to inherent limitations in the numerical methods and two phase models in OLGA
(Chen 1993, proper phase behaviour is not incorporated. No information is available
publicly on OLGAG6s computational run ti m
simulation is numerically baseoh separate conservation equations for the various

fluid phases, its computational run time is expected to be exceptionally high when
simulating the transient flow in long pipelines containing rednponent

hydrocarbon mixtures.
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OLGA was validated undetransient conditions byShoup et al. (1998)The
simulation resultgeneragd were then compared with fialidta obtained by Deepstar
for slow and rapidblowdown of a 5.28 km, 102 mm innefameteronshore gas
condensate pipeline at 4.8 MP&aharging through 27 mm (slow blowdown) and
25.4 mm (rapid blowdown) choke openings. The precise mixture composition used
was not given. In order to simulate blowdownwas assumed that release occurs
through a valve situated at the end of the pipekigures 2.8 and 214 respectively
show the variation of pressure with tingeiring slow and rapid blowdownThe
figures show that reasonable agreement is obtainedgdsikinv blowdown, but the

model performs relatively poorly when simulating rapid blowdown.

i Field Test
|—oLGA l
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Figure 213: Comparison of the field test data with the OLGA simulation result during
slow blowdownscenariqShoup et al., 1998)
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Figure 214: Comparison of the field test data with the OLGA simulation result during
rapid blowdownscenarigqShoup et al., 1998)
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More recently, OLGA was validated against experimental decompression data by
Botros et al. (2007)The decompressiorests were conducted at tBas Dynamic

Test Facility (GDTF) in Didsbury, Canada. The tests were performed ugitiy2a

km long, 49.5 mmrninerdiameterinstrumented shoctube rg containing inventories
ranging from pure nitrogen to typical rich gas mixtures. The decompression of the
pipeline was initiatedipon failure of a rupture dis€igure 215 shows the variation

of pressure with time fothe case of rapid blowdowrat an iitial pressure and
temperature of 105.8 bara af#b.6°C respectively at distances of 23.1 m (P14), 47.1

m (P19) and 71.1 m (P24) from the rupture point.

s L S ——
I P14 - measured |
————— P19 - measured ||
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Figure 215. Comparison between OLGA and experimental datacése 2 atP14,
P19 and P24Botros et al., 2007)

The pipeline contained an inventory indicative of a rich gas mixture contaiaing

95.6 % methae. As was observed [Botros et al. (2007)the delay in the initial
pressure drop predicted by OLGA as compared to the measureangties ithat the
speed of the front of the decompression wave is under predicted. It is also clear that
the predicted pressure drop is greater than that observed in the experimental
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measurements. These observations are in accord with the-predetion of the

outflow pressure ifigure 2.4.
2.5.2 University College London (UCL) model

University College London (UCL) model is a robust computational fluid dynamic
simulator for predicting the transient flow conditions in the pipeline system
containing high prssurised hydrocarbons. Briefly, the flow modelling involves the
numerical solution of the mass, energy, and momentum conservation equations
assuming onelimensional flow using a suitable technique such as the NEDCGow
andHoffman, 1975. This involves the discretisation of the pipeline into a sufficiently
large number of space and time eémts and determining the transient fluid
properties such as pressure, temperature, density, and the fluid phase at the
intersection of characteristic lines using interpolation, successive iteration, and flash
calculations. Liquid and vapour phases are mssuto be at thermal and mechanical
equilibrium. Heat transfer and frictional effects are determined using established
flow- and phas&lependent correl@ins for hydrocarbon mixture3his model also
accounts for inclined pipelines and punctures oriemati@ndles single or multi
component mixtures, supercritical pure components, and multiple segment pipelines

as well as simulates forward and reverse flows of the (Mahgerefteh et al., 1997)

Mahgerefteh et al. (1999%xtended the UCLnodel (Mahgerefteh et al., 199D
account for real fluid behaviour using the P&apinson Equation of State (PROE)

(Peng and Robinson, 1976Ywo-phase fluid liow is accounted for using the
Homogeneous Equilibrium Mixture model (HENKZhen et al., 1995a, hyhere the
constituent phases are assumed to be at thermal and mechanical equilibrium. In
addition, curved characteristics were employed, replacinghtaeacteristic lines with
parabolas. The latter was claimed to overcome the errors introduced as a result of
using linear characteristics, which assumes linear variation of the flow parameters

between the grid points.

The long computational runtimes assted with the simulation of long pipelines

were partly addressed by using a Compound Nested Grid System (CNGS) in which
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successively coarser discretisation grids were used away from the rupture plane.
Mahgerefteh et al.'s (1999jipeline flow model was validated against intact end
pressure data recorded for the rupture of the Piper Alpha to-0AC8ubsea line
(Cullen, 1990)as well as two sets of test results (P40 and P42) obtained from the Isle
of Grain depressurisation tegRichardson and Saville, 199@jigure 216 shows the
variation of pressure with time at the intactd of pipeline following the Full Bore
Rupture (FBR) of the Piper Alpha to ME@H subsea line.

120

100 {
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60 1

Pressure (Bara)

20 +

0 5000 10000 15000 20000
Time (s)

Figure 216: Intad end pressure vs. time profiles for the Piper Alpha to MCP pipeline
(Mahgereftetet al.,1999.

Curve A: Field Data

Curve B: CNGSVIOC, CPU runtime = 6 days

Curve C: CNGSMOC ideal gas, CPU runtime = 1.5 min

Curves A and B are respectively the measured gmeldictions data using the
Compound Nested Grid System MethafdCharacteristics (CNG®IOC) while curve

C is the corresponding data (CN&d&eal) generated based on the ideal gas
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assumption As it may be observedccounting for real fluid behaviour results in
improved agreement with field data. However this is at the cost of a significant
increasen the computational runtimed. 1.5 minutes for ideal gas compared with 6

days based on real fluid behaviour).

In order to assess the impact on computationalmenand simulation accuracy, three
different combinations of the formulation of the conservation equations were
empoyed. These included pressuRg,enthalpy H and velocity U (PHU); pressure,
entropy Sand velocity PSU); as well as the pressure, dépsD and velocity PDU)

with the latter formulation used kbiylahgerefteh et al. (199.7The effect of adopting
guadratic interpolation along theas® ceordinate, as opposed to linear int&giion

was also investigated.

The PDU, PHU and PSU based conservation equations were usedOkg et al.
(2003) to simulate the Isle of Grain ruptured® test.Briefly, the tests involved
depressurization of an instrumented 100 m long and 0.154 m inside diameter pipe
containing commercial LPG (95 % propane and 5 %utane) at pressure and
temperature of 21.6 bar and 17®, respectivelyFigure 217 shows the measured
variation of the discharge pressure with time compared to the simulated régalts.

et al. (2003)concluded that the PHU model performed best in terms of accuracy,
respectivelyfollowed by the PSU and PDU based models. The PHU model also
resulted in the least CPU runtime. The computational runtimes required corresponded
to 12, 13 and 86 mins for the PHU, PSU and PDU based models respectively on an
IBM Pentium IV 2.4 MHz PC. Althogh the use of quadratic as opposed to linear
interpolation marginally improved the model predictions, it also resuttddnger
simulation runtime. As may be observed, in all cases, the UCL model produces

relatively good predictions of the test data.
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Figure 217: FBR pressure vs. time profiles at the open end for test P40 (LPG)
showing the effect of primitiveariables on simulated resu(tSkeet al.,2003.

Curve A: Open end measement

Curve B: Open end simulation results using the PDU model

Curve C: Open end simulation results using the PHU model

Curve D: Open end simulation results using the PSU model

Mahgerefteh and Atti (2006Jeveloped an interpolation technique @ke's (208)

HEM model to reduce the computational runtime. The conservation equations were
formulated using the pressure, enthalpy and velocity (P¢@Y¥e et al., 2003and

solved in conjunction withpresure-enthalpy flash calculationsThe model was
validated by comparison against the results of the Isle of Grain rupture tests as well as
the closed end data relating to the MQP riser rupture during the Piper Alpha
disasterFigure 218 shows the varian of fluid pressure at the rupture plane for the
P40 Isle of Grain test.
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Figure 218: Pressure vs. time profiles at open end for test P40 (IM&)gerefteh et
al., 2007)

Curve A: Measuremer{Chen et al., 1995a, b)

Curve B: Simulation data without the interpolation scheme: CPU runtime = 12 min
Curve C: Simulation data employing theédrpolation scheme: CPU runtim&.5 min

The measured data is represented by curve A.eSuBsand C on the other hand
respectively represent the simulation results with and without the interpolation
schemeAs it may be observed frofigure 218 the simulated data (curves B and C)
are identical and in good accord with the test data. The ugkeointerpolation
scheme (curve B) results in a -BD % reduction in the computational runtime for the

cases presented.
2.5.3 SLURP

The mathematical basis of SLURP is the same as that originally developed by
Morrow (1982) with the further extension of thieermodynamic property model to
account for a wide range of fluids with a consistent degree of aco{Ceaver et al.,
2003) According to the authors, physical property predictions in SLURP are
determined from curves fed using the PR@&S (Peng and Robinson, 197&hd the
COSTALD method for the prediction of liquid densg{Thomson et al., 1982)
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