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Abstract—This paper investigates the relay hybrid precoding In a relay-assisted mmWave system, the channels from the
design in millimeter-wave (mmWave) massive MIMO systems. source to the relay and from the relay to the destination
The optimal design of the relay hybrid precoding is highly non- may be LoS, and the transmission range and coverage can

convex, due to the six-order polynomial objective function, six- be extended. Similar to the conventional mmWave massive
order polynomial constraint, and constant-modulus constraints. X - =Imi vent v SSIV

To efficiently solve this challenging non-convex problem, we first MIMO system, precoding plays an important role in the relay-
reformulate it into three quadratic subproblems, where one of assisted mmWave massive MIMO system to compensate for

the subproblems is convex _and the oth_er two are non-convex. the high path loss by the high antenna gain [7], [8]. However,
Then, we propose an iterative successive approximation (ISA) the optimal precoding design for the relay-assisted mmwWave

algorithm to attain the high-approximate optimal solution to the ) . .
original problem. Specifically, in the proposed ISA algorithm, we massive MIMO systems is a challenging problem due to the

first convert the two non-convex subproblems to convex ones by complicated signal processing.

the relaxation of the constant-modulus constraints, and then we It is well known that the classical full-digital precoding

solve the three corresponding convex subproblems iteratively. We can achieve the optimal antenna gain [9], [10], but it is too

theoretically prove that the ISA algorithm converges to a Karush- costly for mmWave massive MIMO systems. This is caused

Kuhn-Tucker (KKT) point of the original problem. Simulation " L .

results demonstrate that the proposed ISA algorithm achieves by the fact that the trad't'_onal full-digital preCOd'_ng demands

good performance in terms of achievable rate in both full- the same number of radio frequency (RF) chains as that of

connected and sub-connected relay hybrid precoding systems.the antennas, and each RF chain requires costly hardware and
high power consumption. Therefore, when a large number of

Index Terms—Millimeter wave, massive MIMO, relay, hybrid ~ antennas are deployed in mmWave massive MIMO systems,

precoding, non-convex optimization. the high hardware cost and power consumption of RF chains
make the full-digital precoding unaffordable in practice [11],
|. INTRODUCTION [12]. To this end, the recently proposed hybrid (analog/digital)

As a promising technology for the next generation gdrecoding is a more attractive alternative, since it achieves the
wireless communications, millimeter-wave (mmWave) consimilar performance to the full-digital one with much fewer
munication has drawn extensive research interests in fRE chains [13], [14]. The hybrid precoding is jointly realized
recent years [1] [2]. By utilizing large spectrum bands bén the digital and analog domains, where the digital precoding
tween 30 GHz and 300 GHz, mmWave communication isis realized by baseband signal processing, while the analog
capable of meeting the explosive growth of data rate [J)recoding is usually implemented by analog phase shifters
Although the mmWave signals undergo severe path loss, {A8], [16].
path loss can be compensated by high antenna gain usinghe hybrid precoding can be realized by two typical
massive multiple-input multiple-output (MIMO) [4]. However,structures: full-connected structure (where each RF chain
mmWave communications are mainly applied in line-of-sigh¢ connected to all antennas) [17], [18], and sub-connected
(LoS) dominant scenarios, since mmWave signals are sensitecture (where each RF chain is connected to a subset of
to blockage [5]. antennas) [19], [20]. For the relay-assisted mmWave system

To mitigate the negative effects caused by blockage, relajth the full-connected structure, downlink single-user and
can be employed in mmWave massive MIMO systems [Bfulti-user hybrid precoding schemes using matching pursuit

_ , , _ _ _éMP) algorithms have been studied in [21], [22]. Compared
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relay hybrid precoding algorithms are designed to minimiZgybrid precoding design and the proposed ISA algorithm in
the mean squared error (MSE) between the transmitted &ektion V, followed by Section VI that concludes this paper.
received signals with the power constraint. Specially, the mainNotations In this paper, bold lowercase and uppercase
contributions of this paper are summarized as follows. letters denote vectors and matrices, respectivel¥;and ()

. For the sub-connected structure, we propose a minim mbolize the transpose and conjugate trar_wspose operations;
ne 2-norm of a vectoa and the Frobenius norm of a

mean squared error (MMSE)-based relay hybrid Pre- ix A are denoted bylall> and ||Al[e; E[] represents

coding design. This challenging problem is highly non- : ’ -
convex due to the six-order polynomial objective func € expectation operatofr(-) and b.lk(') indicate the trace
and block-diagonal operatovgc(A) is the vectorization of a

tion, six-order polynomial constraint, block-diagonal con- rix A- & denotes the K K duct bet ;
straints, and constant-modulus constraints. To eliminger X 2% & e2no es the ¥ronecker product between wo ma-
s;CN(0,07) represents the zero-mean complex Gaussian

X . ce
the block-diagonal constraints and reduce the probletrtﬁ L . )
dimension, we reformulate the original problem as thre stribution with zero mean and the varianeé and thel,,

subproblems. Here, one of these three subproblems i§&J'0tes then xm identity matrix;arg(-) andexp(-) represent

convex quadratically constrained quadratic programmi € argument of a complex value and the exponential of a
(QCQP) problem, while the other two subproblems are lue.
non-convex QCQP problems with constant-modulus con-
straints. Il. SYSTEM DESCRIPTION

o To solve these three subproblems, we propose an it-
erative successive approximation (ISA) algorithm with This section briefly introduces the mmWave channel model
affordable complexity. In the proposed ISA algorithmand the relay hybrid precoding system model with both sub-
we first derive the closed-form solution to the conve%onnected and full-connected structures.
QCQP subproblem. Then, for the two non-convex QCQP
subproblems, we convert them to be convex by the relax-
ation of the constant-modulus constraints. Then, the high: Millimeter-Wave Channel Model
approximate solution is obtained by iteratively solving As shown in Figs. 1 and 2, we consider an amplify-and-
these three convex problems. The theoretical analysigward (AF) relay assisted mmWave massive MIMO system
and simulation results demonstrate that the proposed ISAthout direct link between the source and the destinatiés
algorithm converges to a Karush-Kuhn-Tucker (KKTkan be seen, the considered system includes the chaHnels
point. from the source to the relay, ai@ from the destination to the

« For the full-connected structure, the relay hybrid preelay. Here, we assume that the chanddlsind G are LoS.
coding design problem is simpler due to the fact thatccording to [23], the propagation loss of the LoS channels
the block-diagonal constraints are not needed. HoweMr and G obeys the Rician distribution.
er, the relay hybrid precoding design problem for the |n this paper, we consider the narrowband mmWave channel
full-connected structure is still challenging due to thénodel widely used in the literatures [14], [21], [22]. The more
six-order polynomial objective function and constanichallenging optimal design of the relay hybrid precoding over
modulus constraints. Fortunately, the proposed ISA alelay-d” wideband mmWave channels [24] is beyond the
gorithm can be extended to solve the hybrid precodingope of the current paper and will be studied in our future
design problem with the full-connected structure. SinGgork.
the proposed ISA algorithm does not need any pre-pye to the fact that mmWave channels exhibit limited
determined candidates for the analog precoders, it cafimper of paths [25] [26]H and G often have sparse
theoretically achieve better performance than the existidgryctures, which can be characterized by low-rank matrices

MP algorithm for the full-connected structure. as follows:

« Simulation results confirm that the proposed hybrid pre- L
coding for the full-connected structure is able to achieve H=— Zala}*(e}*)(a?(ef))H, (1a)
almost the same performance as the classical full-digital =

precoding. The theoretical analysis and simulation results L,

also demonstrate that the sub-connected structure is able G— Z’Yla?(ﬁzlq')(a%)(ﬂ?))f[ (1b)
. Y

to reduce the power consumption compared to the full- =1

connected structure. where L;, and L, are the numbers of propagation paths in

The rest of this paper is organized as follows. Section H and G, «; and~y, are the path loss coefficients of tl
briefly introduces the channel model and relay system modgéath inH and G, al¥, andal are the array response vectors
In Section 1ll, the MMSE-based hybrid precoding problerof the source, the relay and the destination. In this paper, we
is formulated at first, and then the QCQP reformulation
is presented. The ISA algorithm is proposed to solve thetlin practice, the direct link from the source to the destination may not

reformulated problem in Section IV, where the analysis @pysi(;ally exist due to the blockage in the mmWave systems. However, by
opting the relays, the channels from the source to relay and from the relay

. . . . . d
the proposed algorlthm is also prOVIded. Simulation I'(':'S’L'%the destination may be LoS. Therefore, in this paper, we consider the
are shown to evaluate the performance of the proposed relaywave relay system without direct link from the source to the destination.
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Fig. 2. Relay hybrid precoding with the full-connected stuve.

consider the widely used uniform linear arrays (ULA), wherl’'s worth noting that the number of antennas® is much

the array response vectors can be expressed as larger than that of RF chaink to achieve high antenna gain.
1 I s e At the source and the destination, the numbers of antennas
aj (0) Z\/—S[LGXPJTdS"‘(e)’ s exp/ M D RS ONT gre A 1S and MP, respectively. The transmitted symbols for
Ji/[ G o L, data streams at the source are represented=aS’: with
al(f) :\/m[l,eXpJTdsm @) . exp? M7 DTS (O1T - normalized powel[ss?] = 1.
. 1 22 4sin (0) (MP—1)2% dsin (91T In the f(_)llovying, We wi!l focus on sub—ponnected struct_ure
a; (0) :\/m[l, exp’ A ;oo exp’ A ]", as shown in Fig. 1, since it is more complicated for the optimal

) precoder design problem due to more constraints compared to

) the full-connected one. The extension to the full-connected
whered and \ are the antenna spacing and the wave lengtycture will be discussed in Section IV-C.

respectively.

To realize the precoding, we follow the assumption in [181
[27] that the channel#d and G are known at the source,
relay, and the destination. In practical systems, channel state y? = HWSs 4+ nf, ()
information (CSI) received at the relay can be obtained via el
training from the source to the relay [27], and the CSI received
at the destination can be obtained via training from the relsyshere H < CM"*M® s the channel matrix between the
to the destination. Then the CSl is shared with the transmiturce and the relay, and® ~ CA(0, 021 ,,r) is the additive
at the source via feedback from the relay to the source [28Rise vector at the relay.
and the CSI transmitted at the source is shared by the feedbackt the relay, hybrid precoding is carried out. More spe-

Filtered by the source precoding mati¥s € CM°*Ls,
he received signay® at the relay is

L£H

from the relay to the destination. cially, the received analog combindf® e CM"xK g
firstly employed for received signat®™. Then, one digital
B. Relay Hybrid Precoding precodingW? ¢ CX*X processes the signal in the baseband.

R .
For both the full-connected and the sub-connected structufféerwards, the analog precod#®> e CM"*X is used to
as shown in Figs. 1 and 2, the relay employs the hybrf@rward the transmitted signal at the relay to the destination.
precoding, wherek’ RF chains and/R antennas are used.Because each RF chain only connects to a subset/Bf
The difference between these two structures is thatkthe antennas in the sub-connected structure, the analog combiner

(k=1,2,---,K) RF chain is connected to a subset/gft F'* and the analog precod#'*: at the relay are constrained
antennas in the sub-connected structure, whilekthe(k = to be block-diagonal as follows:

o o .
1,2,---, K) RF chain is connected to alll* antennas in the FRi — blk(flRl7f21117 o 7f11§1)7 (42)

full-connected structure. For the sub-connected structure, the

R. R. R. R.
total number of antennas at the relayig® = Y MR F™ = blk(f;, 157, -+, %), (4b)
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where " ¢ CMix1(k = 1,2,..-,K), and f2 e combiner and precoder for the hybrid precoding at the felay
CM>1(1=1,2,--  K).

. . . lIl. MMSE-BASED RELAY HYBRID PRECODING DESIGN
Since the non-zero elements in the analog precoding matri-

cesFR andFR2 are usually realized by phase shifters [14], This section discusses the relay hybrid precoding design
the non-zero elements satisfy the constant-modulus constralitgnMmWave massive MIMO systems for the sub-connected

as follows: structure. The design goal is to minimize MSE between the
transmitted symbols at the source and the received signgls

£ =1,i=1,2,-- K, (53)  at the destination, with the constraint of the transmitted power

|flR2| =1,1=1,2,--- K. (5b) at the relay. In this regard, we first present the original prob-

lem formulation with block-diagonal and constant-modulus
Using the three matrice§F®:, WE, FR=} the transmitted constraints (i.e., (4) and (5)). Then, we eliminate the block-
signalx® at the relay can be expressed as diagonal constraints and refqrmulate the original problerr_1 as
- three QCQP subproblems with constant-modulus constraints.

XR _ FRZWR(FRl)HHS + FR2WR(FR1)H1’1R. (6)

, ) i A. Original MMSE-Based Relay Hybrid Precoding Problem
In practice, the power of the transmitted signal at the relay i i )
As mentioned in the above section, the analog precoders

is constrained as R R . .
E(||xR|2) < Pq @) F*t andF"2 are not only constrained to be block-diagonal,
- but also their non-zero elements are constrained to be constant-
where modulus. By utilizing (4), (5), and (7), the MMSE-based
hybrid precoding problem is formulated as follows:
o minE(lls - y3).
s.t. (7), (4a) (4b), (5a) (5b), (10)

E([x®[2) =Tr (FRZWR(FRwH(ﬂﬂH to?Lym)
X (FRZWR(FRl )H)H) .

) ) o s b wherey is given by (9), andPyr represents the maximum
Finally, a received combining matrifWP e CM" *Ls o0 iad power at the relay.

is u_sed.at the destination, so the received signait the Note that the expectation operatidi(||s — y|2) in the

destination can be expressed as original MMSE problem (10) is difficult to be handled. For
y :(VVD)HGHXR + (WD)HHD this reason, we propose the_followihgmma 1lto _convert (1Q)

to an equivalent problem without the expectation operation.

_ (\wD\VH ~«HpR R RiVH 1
=(W ~) GTFT=WH(F™) " Hs ~ Lemma 1: The MMSE-based optimal hybrid precoding for
+ (WPYHGHFRWR(FR) AR+ (WP)# P (8) (10) can be obtained by solving
where G € CM"xM” js the channel matrix between the(p) min ||VNVRR%R _(‘;HFR2WR(FR1)HR%R||%,
destination and the relay, anad® ~ CAN(0,02I,m) is the FR1, WR FR2 Y Y
noise at the destination. s.t. (7), (4a) (4b), (5a) (5b),
Let G = GWP andnP = (WD) nP be the equivalent Where
channel and noise, then the received signat the destination Ryr £ EyR(y®)H] = HAY + 621 x,
can be rewritten as WHR 2 E[s(yR)H|E[yR (yR)H]~! (11)
y = GIFR:WER(FR) T s  GHFR2WR(FR )R D = HY(HB + 021 x) "L
9
© Proof: See the detailed proof in AppendixB [

For the full-connected structure, the analog precoder andUnfortunately, although the converted optimization prable
combiner at the relay are also constrained to be constaff®) does not have the expectation operation any more, it is
modulus constraints, and the received signal at the destinatill challenging to be solved due to the following reasons.
can also be expressed as equation (9). However, the andtagt, the objective function inP) and the left-hand side
precoder and combiner in the full-connected structure awé constraint (7) are sixth-order polynomials, because there
not constrained to be block-diagonal. Therefore, the hybréide three precoding matric§F":, W FR2} to be jointly
precoding design for the full-connected structure is simpler

than that for the sub-connected one, since fewer ConstraintZSThe source hybrid precoding and destination hybrid combining designs
for a relay system are similar to the transmitter precoding and receiver

are requwed for the full-connected structure (i.e., only (5) %mbining designs in a MIMO system. The transmitter precoding and receiver
required, but (4) is not required any more). combining designs in the mmWave MIMO system have been extensively
studied in existing literature. Specifically, it should be pointed out that the

Throughout this paper, we assume that the hybrid precodeprid precoding matrice3¥S and WP can be obtained by the algorithms

at the sourcéV*s and the hybrid combiner at the destinatioff [*4) _ .
Since the source precoder exploits the mmWave channel characteristics,

i : .
W? have already been obtained (please see Appendix A {R& formuiation of the original problertiP) has adopted the sparse charac-
details). Therefore, we only focus on designing the optimadistics of the mmWave channels.
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optimized. Second, due to the hardware constraints in theLemma 2: Consider a matrixA = [a;, a2, - ,an]| €
sub-connected structure, the analog precoding and combin@®f **, and a vectox = [z, z2,--- ,zn]T € CV*!, where
matrices{F®: FR2} are required to be block-diagonal. Thirda,; denotes théth column ofA, andz; denotes théth element
the non-zero elements in the analog precod®ts and FR2  of x. If the ith (i = 1,2,---, N) element inx is zero, we
are constrained to be constant-modulus. will have

Ax = Ax,

B. Reformulation of The MMSE Problem where A = [ay, - ,a;_1,ai41, - ,ay] € CM*N=1 and
= [‘rh 3y Li—1, L4177 ,I‘N]T (= (C(N_I)X1_

x
To tackle the original high-di ional optimizati b- ) . :
0 1acide the original high-dimensional opimization pro Proof: The proof of this lemma can be easily obtained by

lem (P), we decompose it into three quadratic subproblems, . o
where one of the subproblems is convex and the other two f?g fact. that the £€r1o eleme_nts do not provide any contribution
non-convex. Then, to facilitate the mathematical tractabilitﬂf,1 matrix multiplying operation. _ ) u
we eliminate the block-diagonal constraints (4), and refor- NOW, we extract the non-zero elementsfift , leading to a
mulate the non-convex subproblems as QCQP problems wifW variable vector given by
constant-modulus constraints (5). FR1 [(flRl)Tv (fQRl)T’ L ’(fIR(})T]T. (15)

In order to guarantee the convergence of the proposed
algorithm in the following Section IV, we optimize the three ReplacingF®: by f&: we can see that the constraint (4a)
QCQP subproblems as follows. First we optimize the digitéd eliminated. According tc.emma 2, an equivalent problem
precodeiW® while keeping the received analog precoB&r  for (14) is obtained as
and transmitted analog precodBF: fixed. Then for fixed

: R A RifR1(|2
WR and FR2, we optimizeF®:. At last, we optimizeFR> (P2) min [la™ — AT, (16a)
e R Ry . : R
with fixed W* andF "™, 1_'he detailed reformulation of these st [|CRER |2 < Py, (16b)
three subproblems are given as follows. R
1) QCQP Subproblem-1When FR: and F® are fixed, £ =1, (16c)
the problem(P) can be reformulated as where ARt and CR: are generated by removing the corre-
~ 1 _ 1 i 1 R1 R1 ”
(P1) min ||WRRéR -~ GHFRQWR(FRl)HRéRH%, sponding columns of matrices andC_ . The _vecto.[ 1
WR y y means an all-one vector. By mathematical manipulatioh:
jal Rl . .
(12a) and C*t can be equivalently obtained by
s.t. (7). (12b) { ﬁﬁl 2 Gl oR;,GH @Ry, -, G @Rk,
Ch 2 [(T)T @Ry, (TH)” @ Ra,- (T @ Ry],

2) QCQP Subproblem-2Second, wheW® andFRz are
fixed, the problem(P) can be converted to whereRgR = [R1,Ra, - ,Ri], G = [G1,Ga, -, Gk,
X 35 R R _ PP
min [[R2 (W87 —R2 FRGH|12, andFWH = [T, Ty, -+, Tg]. |
I Y (13)  3) QCQP Subproblem-3When W= and F*: are fixed,

s.t.  (7), (4a) (5a) the problem(P) is expressed as
whereG, = GITET W™, | min [WIRE, — GUER W E) TR,
To tackle the block-diagonal constraint (4a), we transform  Fre (17)

the matrix operator into a vector operator, based on the prop- s.t. (7), (4b), (5b).
erties of Kronecker productec(AXB) = (BT @ A)vec(X).
Then, the problem (13) can be rewritten as

. R1 _ R1ipR1 2 r
min [la™ — AT £, min [Ja"? — ARz |2,
fR2
st. [|CR2fR2)2 < Py,
£R2 — vec(blk(FR2 €12 .+ £52)),

I£h2) =1, Vk=1,2,-- K, (18)

Similarly, based on the property of Kronecker product, the
problem (17) can be converted to the following problem

s.t. ||CR R |3 < P,
R = vee(blk(£RF £51 ... £R1),
=1, VE=1,2,-- K, (14)

where
- where

a2 veo(RZ, (WH)H),
Ri & ((GH\T 3 altz & VGC(WRR% )
AR 2 (GI)T @RE), - o
Ch: 2 ((FReWR)H)T @ R2,) ARz 2 ((WR(FRl)HRsR)T ® GH),
~ 1
G2 & (WR(ER)TR2,)T @ Iym).

It is observed from (14) that the variaf®: has many zero
elements. There is a property of matrix multiplication, which Following the similar derivations from (14) t¢P,), the
is presented in the followingemma 2, to show that the zero problem (18) can also be converted to the following problem
elements inf®* can be removed. by introducing a new variablé®> = [(fR2)7 (£f)T ...
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(F2)T7: is given by
(P3) min ||a — AR2fRe)|2) (19a) LWR ) =Tr(Aw — G WEHy )
fR2 N RS
st [|CRefRe 2 < Py (19b) X (Aw = Gw W Hy))
7] =1 (19¢) A (Tr(E WEHy Hiy
’ x (WRYH(FR2)H) _ ppy - (22)
with
_ _ _ whereA; > 0 is the Lagrangian multiplier to satisfy the power
Altz 2 [ ®_Gl’t§2 ® Ga, - b5 ® Gkl constraint (7).
Ch: 2 [t @I, t3° @5, -, th @ I, The derivative of (22) with respect tW?" is
WhereG = [Gl G’Q GK]H, IMR, = [il 12 iK], aL(WR7A1> ~ANH A Ro\H R R rH
152 2 TR 22U (G Gy + M (FR2)HFR2 ) WREL,
and (WR(FRl)HR;R)T _ [t?Z,tgb, o ,t?f]. OWR ( VAVH w ’ 11{( W) W) w iy
Up to now, one can understand that the original hybrid —2Gy AwHy,. (23)

precoding problem(P) has been decomposed into three ;; -, pe seen that a closed-form solution(f,) can be

subproblemgP;), (P2), and (Ps). The subproblem{P;) is . AL(WRN) L
convex, but both the subprobleni®;) and (P5;) are non- obtame.d by letting=5w== = 0, which is expressed as
.fqllows.
convex, due to the non-convex constant-modulus constraints o
(16¢) and (19c). In the following Section IV, we will propose W =(GH G + M\ (FR2)AFR2)~1
(24)
the ISA algorithm to iteratively solve these three subproblems. x GILAwHIL (Hy HI)

Here, the Lagrangian multipliek; satisfies the following
IV. PROPOSEDITERATIVE SUCCESSIVEAPPROXIMATION  €quation

ALGORITHM A (Tr(FReWERHy HIL (WP (FR2) ) — ppy =0, (25)

In this section, we will propose the ISA algorithm toyhere ), can be obtained by the bisection method [29].
attain the original problem’s high-approximate optimal so- \\e can see that for fixeB® andFR2, the optimal digital
lution. The key idea of the ISA algorithm is as fOHOWSprecoderWR at the relay for(P;) can be obtained using
First, for thenth iteration,(P2) and (Ps) are reformulated to equation (24). Now we turn to the hybrid precoding and
approximated problems denoted @{"') and (Q§"), which  combining design problem&P,) and (Ps), which are non-
are completely equivalent to the convex real-valued QCQdnvex due to the constant-modulus constraints (16c) and
subproblems(Q5"”) and (Q{"). Meanwhile, a closed-form (19¢).
solution to (P;) ((:a)n be( %btained. Then, the three convex
problems(P;), (Q5"), (Q4") are iteratively solved, until the o
stop crite(rior? éei%g)s;tigfie)d. Finally, we theoretically prov'é' Convex Approximations ¢P) and (Ps)
that the ISA algorithm converges to a KKT point of the Up to now, two of the three challenging facts of the problem
original precoding problentP), and present the complexity (P), sixth-order polynomials and block-diagonal constraints,
analysis of the proposed ISA algorithm. have been eliminated by problem reformulation in the Section

[ll. In this subsection, we focus on the approximation of
constant-modulus constraints (16c) and (19c) &%) and
A. Closed-Form Solution t6P; ) (Ps). Inspired by the successive closed forms (SCF) algorithm
) [30], we approximate the constraints (16¢) and (19c) as
For the subproblen{?;), we can obtain a closed-form¢g|iows.

solution as follows. LetAy, = WERZ,, Gw = G¥F™2,  Consider the sequences of constraints:
~ 1 . . . ~
andHy, = (FRl)HR;R. Then, the objective function dfP; ) Re(BR1(WfR1) — 1, (26a)
can be rewritten as Ro(m)sR
) ) Re(BR2(MfRz) — 1, (26b)
[Aw — GwWRHy |2

with
="Tr (AW — GWWRﬂw)H(AW — GWWRﬂW) . 3 N i X
( )(20) BRl(n) (Z ]) _ exp(fjarg (f[}:{ >( 1)>a 1=]= ea
’ 0, otherwise,
Similarly, considering the definition oR,= in (11), the (27a)
left-hand side of (7) can be rewritten as BRe()(;, j) {exp(jarg (ff2)=0) i=j =4,
Raoya/R R\ H Roya7R (1R1\H\H ’ 0, otherwise,
Tr(F WREFR)HR  (FRe WR(FR) ) ) A (27b)
= Ty(FR2WR131W131g/(WR)H(FR2)H). (21) Wheref?’" is the ¢th element off®» (m = 1,2).

In particular, the constraints(26) are adjusted to sat-
According to (20) and (21), the Lagrangian function®%) isfy the constant-modulus constraints. To illustrate this,
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let f&""" be the solution which satisfies the constrainAlgorithm 1 The proposed ISA Algorithm

t Re(BR:(=DFR" ) — 1 then the constant-modulus 1. |nitialize: g0 — 1 and R = 1

mapping solution of f&" " s given by x0T = 5 while |f(”+1) f™| > edo

exp(jarg(fR(nil))) If FR = xR we haveBRi(W = 3 setj = 0;

BR("+1) Then the constra.anRl<n+1>fR<”*”) =1 4 while [£{" — £V £ = £ 415~ 1] > 6

is the same as the constraiite(BRM(™W{Ri”) = 1. In do R ) N

this case, we will see that®"™ = xR Otherwise, the > For fixedF® " andFR2 ', updateW™"™ using

constraints are updated by the constant-modulus mapping (24), and calcu!?)tq"l" . .

solution of R according to (27). As a conclusion, the © For fixed W™ and F' update F*

sequences produced by the adaptive constraints converge to by solving (QQ(")), and the equationx; =

a constant-modulus solution. [Re(f*)T, Im(f%)7)T; and then calculat¢"";
Replacing constant-modulus constrairtséc) and (19¢) 7 For fixed WR™ and F®" update FR="

by (26a) and (26b) the subproblemgP,) and (Ps) in the
nth iteration can be reformulated as2,™) and (Q3(™),
respectively:

by solving (Q{”), and the equationx, =
[Re(fR2)7, Im(f%2)T]7; and then calculatg"’;

8: Letj=4+1,
(@) min [|a® — AR1fRL|2. o: end while
£ X 10: Letn =n+1, and updatdR2(") andBR2(") via (26).
st ||CH M3 < Pr, 11: end while
Re(BR1(WfR1) = 1, 12: return  FR1, WR andFRz,
(Q5) min [Jafe — AR {2
fR2 (n+1)

R and fR2""" in the (n+ 1)th iteration are updated by

solving the updating subproblenig, " ") and (05" ").
Note that the subproblem$P;) and (Ps;) are diffi-

cult to be solved by the existing algorithms due to the

The optimal solutions of complex-valued problef@s ™)) non-convex constant-modulus constraints. Fortunately, by
and (Q;™) can be obtained by solving their completelyeplacing the constant-modulus constraints with (26), the

s.t. [|CR2fR2 |12 < Py,
Re(BR2(MfR2) =1

equivalent real-valued problems as follows: global optimal solutions of the reformulated subproblem-
Sy e R , s (') and (Qs'™) can be obtained. Moreover, since

(Q37) min [[ar — Arxul3 the problems(Q,™)/(Q3™) is completely equivalent to

st ||(§1X1||§ < Pg, (Q} " )/(Q} " ), the following clarification and analysis are

expressed based on the complex-valued problgi$§”) and

S (n
B"x = 1. (Q3™) for better expression.
where A, — {Re(Ail) Im(A;LRl)} Although the reformulated problenf®,) and (Q;™)
R Im(A™)  Re(A™) do not result in constant-modulus solutions, they can produce
b; = [Re(a R) ,Im(a" ))R]T the non-increasing sequences that converge to the constant-
C, = {RG(CRP Im(%ll)], modulus solutions. The convergence is guaranteeBriopo-
(C™) Re(C™) sition 1 in Section IV-D later. Further, since the non-zero

x1 = [Re(ff)T, Im(f’Rl)T]
cos(arg (fH)" V), i i=j=1,

Bgn)(i,j) = { sin(arg (le)(" DY, if i=1land j =1+ M~,
0, otherwise.

elements in the analog precodd§' and FR2 are required
to be constant-modulus in the original problem, we initialize
the non-zero elements A%t andF®= to be 1. If the original
o . _ initialization of non-zero elements iF™: and FR2 are not

Slmllarl)g we can get the problerfQ; ) with variable constant-modulus, the optimal solution @ i ) in the first
xo = [Re(f®2)7 Im(f%2)T]7, which is the equwalent real iteration will not be seek in the feasible spacesFt: and

valued problem O(QJ(" ) and with same structure QQ2 ), FRz, In this case, the optimization may tend to some bad local

Due to the fact that the real-valued problen@@ ) optima. _ ) _
and (3, are convex problems with quadratic and linear FOF Petter expression, 1€Q,™) be equal tP1) in thenth
constraints, the global optimal solutlonsmf”) andx™ can iteration. It is worthy noting that the quadra(tlcally constrained
2 n
be obtained by the existing interior point algonthms [31]ggardera:rcdz:jogfsa?é?ljnngd(gccéapz)g;%bifgr(ngthe)}Zrol %I;ngan
Further, since the real-valued problen(@g( )) (Qg ) and g ¢ P protyief)

the complex-valued problent®, ™) (Q3(™) are completely which is given by

equivalent, the global optimaf® "’ and %"’ can be (P™) min ]E(||s—y||§),
obtained by the equations, = [Re(f®")7 Tm(f& )T |7 Ffa, Wi FH
andx{"” = [Re(fR2"")7 Tm(FR="")T|7. Then, the variables s.t. (7). (4a) (4b), (26a) (26b)
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Therefore, the procedure of the proposed ISA algorithm islt is worth noting that no block-diagonal constraints exist
to iteratively solve the problertP(™)), which is the external in (29), due to each RF chain is connected to all antennas
iteration. To solve the problerfP(™), we need to solve the in the full-connected structure. Similar to reformulation of
three subproblems(Q\™)},—1 2.3 iteratively, which is the problem(P) given in Section I1I-B, the problem (29) can also
internal iteration. Since the global optimal solutions to thee reformulated as three QCQP subproblems with constant-
subproblemg (Q'™)},_1 ».5 can be obtained in each externamodulus constraints. The three subproblems can be similarly
and internal iteration, an optimal solution {@(™) can be obtained by solving one of F™*, W F*"z}, with the other
guaranteed. two fixed.

To guarantee the convergence of the proposed ISA algorithFirst, whenF®: and F¥2 are fixed, the subproblem is as
m, we first solve the subproble(@gn)), and then we optimize Same agP).

the other two subproblen{©!™)) and(Q{™)). This is because _ Then, for fixed FR2 and W&, using the properties of
the problem(ggn+1)) is updated by the results quén)) Kronecker product, the second subproblem can be formulated

and (@), and (Q{"*") is uncorrelated to the adaptively®®

changing constraints (26). Therefore, the non-increasing of the
sequences produced by the subprobldt@\™),i = 1,2, 3}

can be guaranteed by optimizing the subprobqezﬁ”)) firstly. -

Moreover, according to convergence analysis in Section st [[CTE™ |3 < P,

IV-D, the stop criterion of the external iteration for the ISA |le| =1, (30)
algorithm is set agf("+t1) — f(")| < ¢, where f) is the
objective value of P) in the nth external iteration, andis a
small factor. Denote{fI”)J }i=1.2.3 as the objective values of .

in [l — AT 2
fR1

wherefR1, aRi AR1 andCR: are defined in (14).
Finally, whenF® andWR are fixed, the third subproblem

X . . . is given b
subproblems (™), i = 1,2,3} in the jth internal iteration. g y )
The stop criterion of the internal iteration of the ISA algorithm min ||a® — AR2fR2| |2
is setas|f{") — £+ | £ — £+ 157~ 1) < e Y aRapRa |2 < pR
The overall procedure of the proposed ISA algorithm is s.t. ||~C £z < P7,
summarized aglgorithm 1. |fR2| = 1, (32)

The parametergs and ¢;,, determine the accuracy of the “R. .Rs AR Ro . .
proposed algorithm. There is a fact that the smaller tméheref ca, A%, andC are defined n (18).
parameters are chosen, the more accurate optimal solution wil\OW the full-connected hybrid precoding problem (29)
be obtained. However, if the parameterande;, are setting Can Pe reformulated as three QCQP subproblghs, (30),

to be too large, the accuracy of the proposed algorithm c&Rd (31), where (30) and (31) only have constant-modulus
ngl constraints. Recall that the hybrid precoding design problem

not be guaranteed. On the other hand, if the parameta
are setting to be too small, the iteration number will pler the sub-connected structure can be_reformulated as three
subproblems(P;, i = 1,2,3). We confirm that the three
subproblems for the full-connected structure have the same
structures as the corresponding three subproblems for the sub-
C. ISA Application in Full-Connected Structure connected structuréP;, i = 1,2, 3). Consequently, the three
) ) ) ) ) _ QCQP subproblems for the full-connected structure can also
As mentioned in Section Il, the hybrid precoding design fqfe efficiently solved by the proposed ISA algorithm.
the full-connected structure is simpler than that for the sub-

connected one, since fewer constraints are required for the full- .
connected structure (i.e., only constant-modulus constraints BreConvergence Analysis

required, but block-diagonal constraints are not required anyThe |SA algorithm can be applied to design the hybrid
more). However, it still faces the challenges including sixsrecoders in both the sub-connected and the full-connected
order polynomials objective function and power constraigfructures by iteratively solving the three subproblems. The
and the constant-modulus constraints. Fortunately, the 1$8nvergence of the proposed ISA algorithm is guaranteed by
algorithm can also be applied to overcome these challengg® following proposition.

which is presented as follows. Proposition 1: The sequence of objective values generated

When the full-connected structure is adopted at the relay the proposed ISA algorithm monotonically non-increases
as shown in Fig. 2, the MMSE-based relay hybrid precodinghd eventually converges.

€in

very large, leading to high implementation complexity.

problem can be expressed as Proof: As definition in Section IV-II, for the subproblems
min ||V~VRR%R _ GHFRQWR(FRl)HR%RH%, {(Q,En))}i:17273 i_n the_nth_ external it(_ara'gion{fi(’b)J }1:_1,2,3 are
FR1 WR FR2 y y denoted as their objective values in tfté internal iteration.
s.t. E(||x%3) < Pg, In the nth external iteration, as the subproblems
PR = 1, {(Q")},—1.5.5 are obtained from the problef?™) and

their global optimal solutions can be obtained, their objective

Ra| . .
[F =1 (29)  values monotonically non-increase and eventually converge,
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i.e.,fl(”)1 > fz(")1 > fé”)l > fln)2 > ... > fi(”)j > . > When n is sufficiently large, the satisfaction of the stop
R N O O criterion indicates thatim,, .. [[£5" " — 2712 = 0.
Then, in the(n + 1)th external iteration, the subproblemintroducing this equation into (26) and (27a), we will have

(0" is updated by the results afo{™) and (Q{"), lim, e }?,i(nf : E,i(m = 1, where f is the conjugation of

! . X . ) i
which are uncorrelated t(.) th_e adaptively CP,?fl%lmg cgngtram >In other words, whelﬁ,f{1 converges t(f,f‘l, the constant-
(26). Therefore, the objective value ¢Q; ) satisfies

(nt1)t : _ modulus constrainrtf,f{ﬂ = 1 holds. On the other hand, when
| < f™". As a conclusion, we can see that thegm Ry- RO

objective values of the sequences satighy)” > f2° > £, — i, by* " is obtained. Therefore, the equation
©> f" > ... > f* which means that the objective(26) is equivalent to the constant-modulus constraint (5a)

values are non-increasing. On the other hand, it is known ttpgtce the stop criterion is satisfied. Similarly, when-> oo,

the objective value ofP) is not smaller than zero. ThereforefN€ approximation of linear constraint is equivalent to the

it can be concluded that the sequence of objective valugstant-modulus constraint for varialiié'z. Combining the

converges tof* whenn is sufficiently large. m Satisfaction of constant-modulus constraints with (32), it is

Moreover, it is worthy noting that when the sequencePncluded that the KKT conditions of problef®) hold. m
of objective values Converge§R§”'> and f£RY" converge to The Proposition 2 demonstrates that the solution solved by

constant-modulus solutions. As mentioned in Section |V_éhe ISA algorithm satisfies the KKT conditions. Although the

the sequence produced by the adaptively changing constrafiRbal optimal solution cannot be guaranteed due to inherent

converges to a constant-modulus constraint. Introducing tﬁigaracterist:]cs ]?f the r(;on-convex problergl, the KfKT cr:10ndit|iops
result into problemsP), we can see that the sequerfés’” 9uarantee the first-order necessary conditions for the solution

nd 25" satisfy th nstant-modul nstraint solved by ISA algorithm to be optimal.
a satisfy the constant-modulus constraints. On the other hand, the followingemma 3 demonstrates the

relation between the optimal solutions of the original problem

E. Optimality Analysis (P) and the three subproblenﬁ@,f"), i=1,2,3).
Based on the convergence analysis in the previous subsed-emma 3 Let {Ff, Wi Flz} is(fylocal minimizer
tion, we now present the optimality analysis of the proposéd the original problem(P). If Re(B,"”f®) = 1 and

ISA algorithm, which is given by the following proposition. Re(B{”#R2) = 1, then WR™, fRi, fR: are the global

Proposition 2: As the increasing of the iteration number minimizers of(Q{"), ("), and(Q{™), respectively.
the proposed ISA algorithm converges to a KKT poin{#1). Proof: See the detailed proof in Appendix C. ]

Proof: We here assume that the sequence of variablesThe Lemma 3 implies that the global optimal solutions of
{FREM,WR(”),FRém} obtained from the proposed the ISA(Q,E"), i = 1,2, 3) are the necessary conditions for the optimal
algorithm converges t§FRi, W™ FR2}, solution of the original problenP).

As the block-diagonal constraints (4a) and (5b) are naturally According to Proposition 2 and Lemma 3, we can see
satisfied by the reformulation as the three QCQP subproblertigt the proposed ISA algorithm guarantees the theoretically
we only consider the convex power constraint (7) and constanecessary conditions for the optimal solution to the original
modulus constraints (5a) and (5b). For generic representatjgmblem (P).
to problem(P), we denotef(-) as the objective functions,
g(+) as the power constraint.

In the nth iteration, since the subsequences generated foyComplexity Analysis of the Proposed ISA Algorithm

the internal iterations converge, the optimal solutiofi®™)  since the dimension of the analog precoder and combiner
can be obtained. Due to the equivalent convexity of therR js mych larger than that of the digital precodst the

subproblemigi(”)) and the fact that the objective functiongomplexity of the proposed algorithm is dominated by the
and power constraint df>(")) and(P) are the same, the KKT analog precoder and combirfer

conditions of(P(")) can be expressed as follows: For the sub-connected structure, the quadratic subproblems
| - o ¢
Vwn F(WR™) £ AWy WER™Y = 0, (Q2) and (Q3) have2M™ real variables, and the number of
wrf( ) wrd/( ) g iterations is upper bounded b§(v2M*%log(1/e€1)), where
Ry (™ (n) R, (™ 1 (ny.Ri(n) . €1 IS the accuracy parameter [29]. Therefore, the overall
Vpr f(E™ ) + A Vpn, g(F ) + 2 Z“lk by, - 0’complexity of the ISA algorithm for each external iteration

k=1 is O(2(2M")*log(1/e1))).

MR ~ ~
Vrs f(FR") 4 )\(n)vFRzg(FR;")) + 1 Z piWpRa() o Itcan be observed that by solyilﬁggn_)) and(Qg’_l)) instead
2 1 of solving (13) and (17), the dimension of variables can be

Mg x K 2Mg x1
AM >0, >\(”)g(WR("),FRY”,FR?')) ~0, reduced fromC*=>** to R=Mr>",

(n)((Re(le(n))TfRY”) _ 1) —0 4To further reduce the computational complexity of the hybrid precoding
Hik k k - algorithm, the mmWave channel characteristics can be exploited, e.g., the
(n) Ra(n)\T RV . analog precoding can be designed by exploiting the mmWave channels
Hop ((Re(bk ) fk : )f 1) =0, (32) characteristics, and then the digital precoding design is as same as (24).
Ri(n) 1 Ri(n) Ri(n) The detailed mathematical analysis and explanation is omitted due to space
whereBR: (") = [b "™ byt L. byr 7. constraints.
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each external iteration i€ (2(2K M®)2°log(1/ez))).

It can be seen that the complexity of the ISA algorithm
for sub-connected structure is much less than that for the fullg. 3.  Sub-systems for the relay hybrid precoding system.
connected one, which indicates that the ISA algorithm is more
applicable for the sub-connected structure.

For the full-connected structure, the quadratic subproblems Sub-systeml Sub-system2

of analog precoder and combiner ha2& M® real vari- ( Y. Lo Y !

1 1 | 1 1 |

ables, and the number of iterations is upper bounded by ¥R > b L % |

O(V2K MRlog(1/e2)), wheree, is the accuracy parameter. | —>X e WR L ‘r WR o> R :z_ﬂ

Therefore, the overall complexity of the ISA algorithm for | K i | K i !
‘ >

| | | |

| |

10"

V. NUMERICAL SIMULATION

In this section, we present numerical results of the pro-
posed relay hybrid precoding design in mmWave massive
MIMO systems. For simplicity, we assume that the number
of antennas connected to each RF chain is the same, i.e
ME=MR/K, (k=1,2,---,K). The number of antennas at
the source and destination are set\é$ = 64 and A/P° = 32.

The noise variance is? = 1, and the SNR is defined as = # = Full-digital precoding [32]

SNR £ & The factore ande;, in Algorithm 1 is setting as o rulcomeacd v oA

e=10-4 ande;,, = 10~ [31]. We adopt the mmWave channel < Sub-connected via the proposed ISA

model in (1a). The propagation loag and~, in the channels 10° , , , J , ‘ ‘

H and G obeys the Rician distribution, where the factors 2ot Re

set to be 13.2 according to the practical measurements [23].

It is worth noting that we focus on the relay hyb”dﬁ 4. MSE comparison for different precoding schemes, e/figft = 48,
precoding design in the paper. Since the full-digital precoqk 4,andLs = 2.
ing and combining can achieve the best performance of the
mmWave system, the full-digital precoders and combiners are
the upper bound of the hybrid ones. Therefore, to illustrate thelt shall be noted that the algorithms in [12] and [34] are pro-
performance of the proposed relay hybrid precoding desigrgsed for the hybrid precoding design in the single-hop MIMO
one of the important criteria is the gap between our proposgystems without relays. So it is not easy to directly compare
hybrid precoding scheme and the joint source-relay-destinatiau work with them. To this end, we decompose our relay hy-
full-digital precoding scheme. The reduced performance ghpd precoding system as two MIMO cascade sub-systems as
demonstrates the superior performance of our proposed hytsfiown in Fig. 3. Accordingly, the digital precod&® for the
precoding scheme. However, if the source, the relay, and thgorid precoding system is decomposed into two panst
destination are adopted by the hybrid precoding architecturesd W&z, with WR = WR2(WR1)H Then the relay hy-
the gap between the full-digital and the hybrid precoders whirid precoder can be expressedils Wz (W) (FR)
be brought by the source, the relay, or the destination. Without loss of generality, the relay hybrid precoder can also
this case, to demonstrate the performance of the proposedregarded as cascade of a receive hybrid pred®dew *
hybrid precoding schemes, we assume that the source and a transmit hybrid precod®> W=z, both of which can
the destination employ the full-digital precoding, which arbe solved by the hybrid precoding algorithms in [12] and [34].
realized by the algorithm in [32].

In our simulations, the sub-connected hybrid precodi
using the proposed ISA algorithm is compared with f|v'(§ MMSE Performance
existing precoding schemes: 1) full-connected hybrid precod-Since our objective function is the MSE between the
ing using MP algorithm [22]; 2) full-digital precoding [32], transmitted signal and the received signal at the destination,
which provides the performance upper bound; 3) full-analoge compare the MSE performance of different precoding
precoding [33], which provides the performance low bound; 4ghemes.
full-connected hybrid precoding using the algorithm in [12]; Fig. 4 compares the MSE performance of different precod-
5) sub-connected hybrid precoding using the algorithm in [34hg schemes against SNR. It can be seen clearly that the MSE
Further, recalling that the proposed ISA algorithm can also performance of the full-connected hybrid precoding using the
used for the full-connected structure, which has been discus$84 algorithm is close to that of the full-digital precoding.
in Section IV-C, the performance of full-connected precodingor the full-connected structure, the proposed ISA algorithm
using the ISA algorithm is also provided for comparison. Inutperforms the MP algorithm [22], which demonstrates the
addition, to demonstrate the impact of the hybrid precoding effectiveness of our proposed ISA algorithm. For the sub-
the source, the relay and the destination, we compare the abowenected structure, the proposed ISA algorithms achieves the
precoding schemes to the scheme with the hybrid precodiM@GE performance close to the full-digital precoding using
at the source, the relay and the destination. the MP algorithm, indicating that the proposed ISA algorith-
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— — = Full-digital precoding [32]

—p— Full-connected hybrid precoding via the proposed ISA

301 - #* — Full-connected hybrid precoding via MP [22] l
— A - Full-connected hybrid precoding via algorithm in [12]
—©— Sub-connected hybrid precoding via the proposed ISA

+ =— Sub-connected hybrid precoding via algorithm in [34]

- =A- - Hybrid precoding at the source, relay and the destination _
— = Full-analog precoding [33] /—R

25

Achievable Rate (bps/Hz)
Achievable Rate (bps/Hz)

= = = Full-digital precoding [32]
16 - —P— Full-connected hybrid precoding via the proposed ISA |{
= # = Full-connected hybrid precoding via MP [22]
—©6— Sub-connected hybrid precoding via the proposed ISA
- = Full-analog precoding [33] [l

16 20 24 28 32 36 40 44 48
Number of antennas (MR)

14+

Fig. 5. Achievable rate comparison for different precodiocesnes, where Fig. 6. Achievable rate comparison for different precodiebesnes, where
MR =48, K =4,andLs = 2. Ls = K =2 andSNR = 10 dB.

m achieves a reasonable performance for the sub-connecte ‘ ‘
structure. 40

w
o

B. Achievable Rate Performance

— — = Full-digital precoding [32]
—Pp— Full-connected hybrid precoding via ISA
— <4 - Full-connected hybrid precoding via MP[22]

The achievable rate and the MSE are two optimization
objectives for the precoding design problems. Both of them
have been widely investigated, such as [12], [34] for the
maximization of achievable rate problems and [35], [36] for
the minimization of MSE problems. To facilitate the solving of
the optimization problem, in this paper we choose to minimize
the MSE, since it is difficult to solve the maximization of the
achievable rate problem directly. In our paper, we first compare Y25 s 35 4 45 5 55 6
the MSE performance. Then, due to the fact that the achievabl SR (@®)
rate is a crucial criterion in the mmWave systems, we provide ) ) ] )
simulations in terms of the achievable rate. The achievable rgf§ an(;"&V:?L?I_&?éﬁaf%?;‘gﬁﬁg’ T oy ected hybprecoding
from the source to the destination is defined as:

w
o
T

Achievable Rate (bps/Hz)
N
ol

20

1
R = —log,(1 + SNR), .
2 o8 ) sub-connected structure, the proposed ISA algorithms also

where outperforms the full-analog precoding, which indicates that
WD) H GHFR2WR (FR1 ) H WS the proposed ISA algorithm achieves a reasonable perfor-
SNR = ~||( ) ( ) HNF mance for the sub-connected structure. Furthermore, it can

o?||(WP)H GHER WR(FR)H|p + o7]| (WD) HHF be seen clearly that the precoding scheme where the source

Fig. 5 compares the achievable rate performance of diffénd the destination adopt the full-digital precoding and the
ent precoding schemes against SNR. For the full-connectethy employs the hybrid one, outperforms the joint source-
structure, the proposed ISA algorithm outperforms the Mrlay-destination hybrid precoding scheme. This indicates that
algorithm, since MP algorithm does not guarantee the opthe gap between the full-digital precoding and the hybrid
mality [21] [22]. We can find from Fig. 5 that the proposedprecoding may be affected by the source, the relay and the
ISA algorithm also outperforms the algorithm in [12], sincélestination.
the relay hybrid precoding system is decomposed into twoFig. 6 compares the achievable rate performance of different
MIMO cascade sub-systems for the application of algorithprecoding algorithms for different number of antenng$t
in [12]. Furthermore, for the sub-connected structures, owhen the number of RF chaing is fixed. As can be seen
proposed ISA algorithm outperforms the precoding algorithfrom this figure, when the number of antennas at the relay
in [34]. It can be seen that our proposed ISA algorithrimcreases, the performance of different algorithms improves.
achieves good performance in both the full-connected amtiis is expected, as the antenna gain increases when the
sub-connected structures. Moreover, the achievable rate of thenber of antennas increases.
full-connected hybrid precoding using the ISA algorithm is Fig. 7 plots the achievable rates achieved by different
close to that of the full-digital precoding, which demonstratgwecoding schemes when the number of data streBms
the effectiveness of the proposed ISA algorithm. For thdifferent. It compares the full-connected precoding schemes

1053-587X (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSP.2018.2799201, IEEE

12

Achievable Rate (bps/Hz)

Fig. 8. Achievable rate comparison for different precodiehesnes, where Fig. 9.

Transactions on Signal Processing

-
N
ol

— — - full-digital precoding [34]

—p— full-connected hybrid precoding via the proposed ISA
— 4 - full-connected hybrid precoding via MP [22]

—©— sub-connected hybrid precoding via the proposed ISA

3 4 5 6 7
Number of RF chains (K)

Ls =2, MR = 48, andSNR = 0dB.

——p— full-connected hybrid precoding via the proposed ISA
0.8 —©— sub-connected hybrid precoding via the proposed ISA| 4

Power Efficiency (bit/Hz/J)

2 3 4 5 6 7 8
Number of RF chains (K)

Energy Efficiency comparison for the sub-connected te full-

connected hybrid precoding schemes using ISA algorithm, wiigre= 2,

MR =48, andSNR = 0dB.

using ISA algorithm and MP algorithm with the full-digital
precoding. It turns out that the ISA algorithm always outper-
forms the MP algorithm under different parameters. We find X|
that whenK = L, = 2, the MP algorithm works poorly, while
the proposed ISA algorithm always obtains close performance
to the full-digital one.

Fig. 8 compares the achievable rate performance of different
precoding schemes against the number of RF ch&indt 21
can be clearly found that the performance gap between the M
full-digital precoding and other hybrid precoding schemes
decreases as the increasing number of RF chains. Specially, _ . —
when the number of RF chains is large enough, the fuﬁl,%/'1 ;L,?é Suf,f’ggi;g&”;,“’;}?&ﬁﬂg odel for the hybrid precodingiizecture
connected hybrid precoding using the proposed ISA algorithm
almost performs the same as the full-digital one. However, the

MP algorithm can not achieve such good performance even

with a sufficiently large number of RF chains. Furthermore, tr%]b—connected structures using the proposed ISA algorithm in

comparison between the two hybrid precoding structures usiWémS of power efficiency [37].

the same ISA algorithm shows that the sub-connected structuré&onsidering the hybrid precoding architecture at the relay,
has to pay some unavoidable performance loss compared® approximate power consumption models for the sub-
the full-connected one. In theory, to realize the fu||_digita¢onnected and the full-connected structures are shown in figs.
precoding, it is sufficient that the number of RF chains shoul and 11, respectively. From these figures, we can see that in
be greater than or equal to twice of the number of data streatf® hybrid precoding architecture, the power consumed by five
i.e., K > 2L,. When the number of RF chains increaselocks: a) the low noise amplifiers (LNA) on the receiver side;
from 1 to 2 (or 2 to 3), the achievable rate performand® the phase shifter on both receiver and transmitter sides; c)
improves a lot because larger dimensional digital precodifige RF chains on both receiver and transmitter sides; d) the
is deployed. However, when the number of RF chains Rase-band (BB) processor; e) the power amplifiers (PA) on the
larger enough, the performance improvement achieved by fRansmitter side.

digital precoding will saturate. Furthermore, when the numberBased on the the above five blocks, the total power con-
of RF chains is larger enough (but still much less than tgimptionP, in the relay hybrid precoding architecture can be
number of antennas), the the hybrid precoding achieves vevsitten as

close performance to the full-digital one. In this case, addin R R

further RF chains would increase the power consumption andc — Ppp+2K Prp+M " PLna+M ™ Ppa+2Nps Pps, (33)

hardware complexity, with diminishing performance returnswhere Pgj; is the power consumed by baseband processor, and
Npg is the number of phase shifterBgr, Ppa, PLna, and
C. Power Efficiency Performance Ppg are the power of each RF chain, the power of each low
As mentioned in Section I, the power consumption is 0ise amplifier, and the power of each power amplifier, the
key issue which should be considered for both the suBower of each phase shifter, respectively.
connected and full-connected hybrid precoding structures. InHere we shall notice that for the full-connected and the sub-
this subsection, we aim at comparing the full-connected andnnected structures, the number of phase shifterscan be

1
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—6— K=4,M"=16,SNR=0 dB
—*— K=4,MR=16,SNR=10 dB
—b— K=4,MR=32,SNR=0 dB
—4A— K=4,MR=32,SNR=10 dB

MSE

Fig. 11. Power consumption model for the hybrid precodincigecture 2|
with the full-connected structure.

expressed as:

i i i i
0 10 20 30 40 50
Iteration number

KM?®, full-connecte
Nps = { ‘ (34)

MR, sub-connected

. . . Fig. 12. Convergence of the proposed ISA algorithm.
Introducing (34) into (33), it can be seen that the full-

connected structure requires more phase shifters than the sub- TABLE |
connected structure, which indicates that the power consumed COMPARISON OF DIFFERENT PARAMETERS
by the full-connected structure is larger than that of the s

connected structure. Extegg;e\allrﬁgtc(;racy Objective Value| Iteration Number
To better compare the performance of the two hybrid —
precoding structures, the power efficiengyis defined as e=10 ; 0.0097 6
the ratio between the achievable rateand the total power €= 10_4 0.0056 17
consumptionP,, which is expressed as follows: e=10" 0.0052 38
R e=10"F 0.0051 61
where the unite of is bps/Hz/J. SNR, which verifies the convergence of our proposed scheme.

In the following, we will simulate the power efficiency|n addition, the MSE decreases monotonically as the number
performance of the hybrid precoding using the proposefl iteration increases for different the number of antennas
ISA algorithm in the sub-connected and the fU”'ConneCt%d the value of SNR. Moreover, the MSE decreases as the
structures. increasing of either the number of antennas or the value of

Fig. 9 compares the power efficiency performance &NR, which is expected, as the diversity increases as the
the sub-connected and the full-connected hybrid precoding;reasing of the number of antennas.
schemes USing the proposed ISA algorithm. The SimUlationAS discussed above, the parameterand €in, determine
parameters in (33) and (35) are set as folloWsi; = 10W, the external and internal iteration numbers of the proposed
Prp = 100mW, Ppg = 10mW, andPixa = Ppa = 100mW  gigorithm. To demonstrate the impact of the parameters, we
[38] It can be see Clearly that for the full-connected Stru%ompare the different with the same channelEl and G.
ture, the power efficiency will increase tremendously as thg this case, the original problems remain unchanged when
increasing of the number of RF chaiS While for the sub- (ifferente is setting. Here, we focus on the comparison among
connected structure, the power efficiency remains almost stagigerent parameter in terms of objective value and the
over different number of RF chain&, due to the fact that external iteration number when the stop criterion is satisfied.
the number of phase shifters is independent of the numberraple | shows the objective value and the iteration number
of RF chainsK. On the other hand, as shown in Fig. 8for differente when the stop criterion is satisfied. From this
the achievable rates achieved by the proposed ISA algorithaple, we can find that when the external accuracy parameter
in both the full-connected and sub-connected structures @rgs too large (such ad0!), the optimal solution cannot

improved as the increasing of the number of RF chdins pe guaranteed. On the other hand, when dtie decreasing
Based on the above facts, the achievable rate increases Wighn 104 to 10—, the objective value decreases a little bit,
more power consumption for the full-connected structurgsile the iteration number increases almost 2 times (from
while it increases with the unchangeable power consumptigg to 61). As a conclusion, the external accuracy parameter

for the sub-connected structure. should be setting moderated to guarantee the convergence of
the proposed algorithm and the appropriate implementation
D. Convergence Performance complexity.

Fig. 12 shows the convergence of the proposed ISA algo- _ )
rithm in terms of MSE. We can find that the proposed IS&- Quantized Precoding Schemes
algorithm always converges within a reasonable number ofAccording to the proposed hybrid precoding design and
iterations, regardless the number of antennas and the valualgbrithm, each non-zero element of the analog precoders
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- . . ‘ ‘ J ‘ ‘ a KKT point of the original precoding problem. Simulation
results demonstrate that the proposed ISA algorithm achieves
superior performance in terms of achievable rate in both full-
connected and sub-connected structures. In the future, the
joint hybrid precoding design at the source, the relay, and the
destination can be studies based on the work in this paper.

APPENDIXA

— # — Full-digital precoding [32]

T gﬂ!if;ﬁiﬂc{ialt:?;f,';?sﬁIlssi HYBRID PRECODING DESIGNS AT THESOURCE AND THE
Quantized precoding with quatization bit B = 2 D ESTINATION

— $ — Quantized precoding with quatization bit B = 4
—~A— Quantized precoding with quatization bit B = 8

. ‘ ‘ ‘ : In the mmWave systems, we consider that the source,
2 3 4 5 6 7 8 ° 10 the relay, and the destination deploy the hybrid precoding
SNR (dB) . e . .
architectures. Specifically, the source is filtered by the digital
S S imi
Fig. 13. MSE comparison for full-digital precoding, sub-neated precoding preC.Ode.rW and .the ana.|09 F;;Zg:()dd? : DSImHarly’ tr;)e
via ISA algorithm, and different quantized precoding schemes, whefe—  destination combining matrices andW?®, whereW
48, K =4, andLs = 2. is the digital combiner and thEP is the analog combiner. In
addition, the relay hybrid precoders are denotedBy, W=,
" . _ _ andF® as mentioned before.
F™ and F™ has continuous values in phases. However, in Based on the hybrid precoders and combiners, the joint
practical implementation, the phase of each non-zero elemggkign of the source-relay-destination hybrid beamforming

is phosen to be quantized due to pract.ical adoption of phapgtrices can be formulated as maximizing the achievable rate
shifters. Therefore, we need to investigate the performangeihe whole system, which can be written as:

of our proposed precoding scheme and ISA algorithm in this
realistic situations, i.e., phases of the non-zero elements pf_ llogg (1+
FR andFR2 are quantized up t@® bits. The phase of each

non-zero element oF™ and F®2 can thus be written as |[((FPWP)H GHFR2WR(FR ) HHFSWS ||
¢ = (27n)/(2B), wheren is chosen according to o2|[(FOWD)HGHFR:WR (FR1)H o + 2| (FOWD)H|| )°
2 (37)
n = arg min lp — %L (36) ) .
ne{0,1,--,2B—1} 2 Our goal is to design the precoders

S WS FRi wWR FR: D wD i
where ¢ is the unquantized phase &% or F?2 obtained (FhZWb’IF ’t‘ZE  F 23’;? ’:V ) byd.mat>|<|m|zmg the
from the proposed ISA algorithm. Then the digital precodt%g7 ievable rateiv n '(t ) t_ovyevfr, rectly thmaX|m|zt|ng
is cpmputed with the quantized analog precoders. . S) “r]%q;llrgsWaR i{f’lig ng\'):]”gia Iownhicor:/ erlea d: trg a Ezes

Fig. 13 compares the MSE performance of the fuII—dlgltéﬁ ’ ¢ b’l I’b | ’ " ’ | ’ \uti ' To thi d desi
precoding, the sub-connected precoding via ISA aIgorithrW ractable global optimal solutions. 10 this end, we design

and the different quantized precoding schemes. In the qu%?\@ source precoding at first, and then seek the relay and

tized precoding scheme, the phases of the non-zero element eoﬁtination prgcoders and combiners utilizing the optimized

FRt andFR2 are quantized up t& bits. It can be see clearly S°4'¢® precodlné,]_ res(LjJIts: o simpl ver desi

that the MSE decreases as the increasing of the quantization b§ource precoding designto simp ify transceiver design,

B. It shall be noted that the power consumption and cost of twg_temporarlly seperate the joint source-rglay-destlnatlon op-
phase shifter devise increase with increasing the quantizatFBH'zat'on problem a_nd focus on Fhe. _deS|gn of _the source

bit B. Moreover. it can be seen that the benefits with t ecoder. Therefore, mstee_ld of maximizing the achievable rate,
quantization bitB saturate at higher values, indicating tha € source precoder c_1e5|gn problem can be formulated as
moderate-precision phase shifters are appropriate maximizing the mutual information over the mmWave channel

from the source to the relay:

VI. CONCLUSIONS T — 1Og2<|1+HFSWSHH(FSWS)H|). (38)
In this paper, we have proposed the relay hybrid precoding

design for mmWave massive MIMO systems. The hybrid Here, we maximize the mutual information in (38) instead
precoding design is to minimize the MSE between the transt the achievable rate in (37), and we assume that the relay
mitted symbols at the source and the received signals astd destination can perform near optimal decoding based on
the destination. To solve this challenging hybrid precodirije received signay.
design problem, an efficient ISA algorithm was proposed Relay and destination precoding desigBsy. using a linear
for both the sub-connected structure and the full-connect®tMSE receiver, the joint relay and destination precoding can
structure. This algorithm attains the high-approximate optimaé realized. The joint relay and destination precoding prob-
solution to the original hybrid precoding design problem. lem can be solved by alternating optimizing relay/destination
is theoretically proved that the ISA algorithm converges tprecoding with the other one being fixed.
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When the destination precoding is fixed, the relay precodiffior (an)). Since(an)) is a convex problem, theW!®" is
design can be formulated as problem (10). the global minimizer. Similarlyf®1 and f®: are the global
When the relay precoding is fixed, the destination precodimginimizers of(Qé”’) and (Qg")), respectively.
design can be formulated as
min E(||s—y||§). (39) REFERENCES
WD
; ; P 1] M. Xiao, S. Mumtaz, Y. Huang, L. Dai, Y. Li, M. Matthaiou, G. K.
. It shall _be noted that the deStm_atlon comb_mmg dé Karagiannidis, E. Bjornson, K. Yang, C. L. |, and A. Ghosh, “Millimeter
sign (39) is the same as the receiver precoding design wave communications for future mobile networkéZEE J. Sel. Areas

in conventional MIMO system. To determine the precoders Commun.vol. 35, no. 9, pp. 1909-1935, Sep. 2017.

S S D D ; ; 2] T. S. Rappaport, S. Sun and R. Mayzus, H. Zhao, Y. Azar, K. Wang, G.
(W>, F° F°, W )’ the conventional MP algorithm can be[ N. Wong, J. K. Schulz, M. Samimi and F. Gutierrez, “Millimeter wave

applied to obtain the sub-optimal solutions [14]. mobile communications for 5G cellular: It will work!"|EEE Access
vol. 1, pp. 335-349, May 2013.
APPENDIXB [3] R. C. Daniels and R. W. Health, “60 GHz wireless communications: E-
merging requirements and design recommendatidB&EE Veh. Technol.
PROOF OFLEMMA 1 Mag. vol. 2, no. 3, pp. 41-50, Sep. 2007.
. . . . [4] S. Mumtaz, J. Rodriquez, and L. Dai, “MmWave Massive MIMO: A
The objective function of (10) can be rewritten as Paradigm for 5G”Academic Press, ElsevietD16.
_ [5] C. X. Wang, F. Haider, X. Gao, X. H. You, Y. Yang, D. Yuan, H. M.
E(HS - (GHFR?WR(FRl)HyR + ﬁD)H%) Aggoune, H. Haas, S. Fletcher, and E. Hepsaydir, “Cellular architecture
_ and key technologies for 5G wireless communication networksZE
= Tr(E[ss”] — 2Re(E[s(y™)?](GH FR2WR (FR)H)H Comm. Mag.vol. 52, no. 2, pp. 122-130, Feb. 2014.
~AHRawR R \H R/. R\H 1R /mnRo\ H RA\H ~ [6] J. Garcia-Rois, F. Gomez-Cuba, M. Akdeniz, F. J. Gonzalez-Castano,
+ G"F*W (F ) E[y (y ) ]F (F ) (W ) G J. C. Burguillo-Rial, S. Rangan, and B. Lorenzo, “On the analysis of
+ &21) (40) acheduling in dynamic duplex multihop mmWave cellular systehEEE
a=/ Trans. Wireless Communvol. 14, no. 11, pp. 6028-6042, Nov. 2015.
Where&ﬁ _ Tr(WD (WD)H>03_ [7] H. Q. Ngo, H. A._Surayveera, M Matthaiou, anc_i E.G. Larsso_n, “Multipair
. . ‘53R A RAH full-duplex relaying with massive arrays and linear processitigEE J.
By introducing a constant matrbtW™ = E[s(y™)"] Sel. Areas Communvol. 32, no. 9, pp. 1721-1737, Sept. 2014.
E[y®(y®)7]~! in (11), the second term of (40) can bds] H. A. Suraweera, H. Q. Ngo, T. Q. Duong, C. Yuen, and E. G. Larsson,
“Multi-pair amplify-and-forward relaying with very large antenna arrays,”
reexpr
eexpressed as in Proc. IEEE International Conference on Communications (ICC)
E[S(yR)H](GHFszR(FRl)H)H Budapest, Hungary, Jun. 2013, pp. 4635-4640.
- B (42) [9] A. H. Phan, H. D. Tuan, H. H. Kha, and H. H. Nguyen, “Beamforming
= WRIE[yR (yR)H]FRl (WR)H(FRQ)HG. optimization in multi-user amplify-and-forward wireless relay networks,”

B B IEEE Trans. Wireless Commuynwol. 11, no. 4, pp. 1510-1520, Apr. 2012.
SinceTr(WRIE[yR(yR)H](WRl)H is a constant value, we [10] J. Joung and H. S. Ali, “Multiuser two-way amplify-and-forward relay

: ; processing and power control methods for beamforming systdEBEE
can formulate the problem (40) using the equation (41) as Trans. Signal Processvol. 58, no. 3, pp. 1833-1846, Mar. 2010,

follows [11] W. Roh, J. Y. Seol, J. Park, B. Lee, J. Lee, Y. Kim, J. Choi, and K.
- - Cheun, “Millimeter-wave beamforming as an enabling technology for 5G
Tr(WRE[yR (y™) | (WHHH cellular communications: Theoretical feasibility and prototype results,”

IEEE Commun. Mag.vol. 52, no. 2, pp. 106-113, Feb. 2014.

xR R/, R\H1RR Ro\H R\H &
- 2Re(W E[y (y ) ]F ! (F 2) (W ) G) [12] F. Sohrabi and W. Yu, “Hybrid digital and analog beamforming design

4 (_;HFRZWR(FRl)HE[yR(yR)H]FRl (FRZ)H(WR)H(_} for large-scale antenna arrayS'EEE J. Sel. Topics Signal Process.
! N vol. 10, no. 3, pp. 501-513, Apr. 2016.
+ Efss”] + 071 — WRE[y® (y®)#|(WF)H) [13] X. Gao, L. Dai, S. Han, C.-L. I, and X. Wang, “Reliable beamspace
- 1 _ 1 channel estimation for millimeter-wave massive MIMO systems with lens
— ||WRR)2’R — GHFRZWR(FR)HR;RH% + constant, antenna array,l[EEE Trans. Wireless Communwol. 16, no. 19, pp. 6010—

6021, Sep. 2017.
[14] O. E. Ayach, S. Rajagopal, S. Abu-Surra, Z. Pi, and R. W. Heath,
. . . “Spatially sparse precoding in millimeter wave MIMO systeml&EE
7y R(R\H
whereRyr = E[y™(y™)"] is given in (11). Trans. Wireless Communvol. 13, no. 3, pp. 1499-1513, Mar. 2014.
By subtracting the constant term, minimizing the problems] B. Wang, L. Dai, Z. Wagng, N. Ge, and S. Zhou, “Spectrum and energy

(42) is equivalent to solving the following minimization prob- efficient beamspace MIMO-NOMA for millimeter-wave communications
using lens antenna arrajEEE J. Sel. Areas Commurvol. 35, no. 10,

(42)

lem pp. 2370-2382, Oct. 2017.
. ~ 1 = 1 [16] S.Hur, T. Kim, D. J. Love, J. V. Krogmeier, T. A. Thomas and A. Ghosh,
FR1 W FRa ||WRR;R — GHFWh (Fi )HR;RH%- “Millimeter wave beamforming for wireless backhaul and access in small
’ ’ (43) cell networks,”,IEEE Trans. Communvol. 61, no. 10, pp. 43914403,
Oct. 2013.
[17] Y.Y. Lee, C. H. Wang, and Y. H. Huang, “A hybrid RF/Baseband precod-
APPENDIXC ing processor based on parallel-index-selection matrix-inversionbypass
simultaneous orthogonal matching pursuit for millimeter wave MIMO
PROOF OFLEMMA 3 systems,"IEEE Trans. Signal Processvol. 63, no. 2, pp. 305-317, Jan.
i R WR* WRIV T ; 2015.
. .Smce {F™, W= F=} s a. local ;{mmmger ROf the o [18] L. Liang, W. Xu, and X. Dong, “Low-complexity hybrid precoding in
riginal problem (P), any mamcesiF ' YV 7? 2} who massive multiuser MIMO systemsEEE Wireless Commun. Lettol. 3,
is in the neighborhood of {Ff1 WR' FR2} satisfy no. 6, pp. 653-656, Dec. 2014.
f(FRl,WR, FRQ) > f(FRT,WR*,FRS). [19] hxb _(éao, I_I Dai,dS.d‘H_anI, C. L.dl_, anfd R. WWHeat&,”\‘;IIg]ergy—Eﬁicienth
) b . " * ybrid analog and digital precoding for mmWave systems witl
Then for fixedF®1 andF®2, we havef (F* , WE F2) > large antenna arrayslEEE J. Sel. Areas Commuynvol. 34, no. 4,

1 i 2)), whi S inimu pp. 998— , Apr. .
FRi, WR FR hich meansW?®" is a local minimum 998-1009, Apr. 2016

1053-587X (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



Transactions on Signal Processing

16

[20] X. Gao, L. Dai, and A. M. Sayeed, “Low RF-complexity technologies
for 5G millimeter-wave MIMO systems with large antenna arrays,” tc
appear in IEEE Communications Magazine..

[21] J. Lee and Y. H. Lee, “AF relaying for millimeter wave communication
systems with hybrid RF/baseband MIMO processing,”Froc. |IEEE
International Conference on Communications (ICSydney, Australia,
Jun. 2014, pp. 5838-5842.

[22] X. Xue, T. E. Bogale, X. Wang, Y. Wang, and L. B. Le, “Hybrid analog-
digital beamforming for multiuser MIMO millimeter wave relay systems,’]
in Proc. IEEE/CIC International Conference on Communications i
China (ICCC) Shenzhen, China, Nov. 2015, pp. 1-7.

[23] S. Hur, T. Kim, D. J. Love, J. V. Krogmeier, T. A. Thomas, and A.applications.
Ghosh, “Millimeter wave beamforming for wireless backhaul and access
in small cell networks, 1EEE Trans. Communvol. 61, no. 10, pp. 4391-

4403, Oct. 2013.

[24] A. Alkhateeb, and R. W. Heath,, “Frequency selective hybrid precoding
for limited feedback millimeter wave systemdEEE Trans. Communp.
vol. 64, no. 5, pp. 1801-1818, May 2016.

[25] A. Alkhateeb, O. E. Ayach, G. Leus, and R. W. Heath, “Channg
estimation and hybrid precoding for millimeter wave cellular systems
IEEE J. Sel. Topics Signal Procesgol. 8, no. 5, pp. 831-846, Oct. 2014.

[26] J. He, T. Kim, H. Ghauch, K. Liu, and G. Wang, “Millimeter wave
MIMO channel tracking systems,” iRroc. IEEE Globecom Workshops
(GC Wkshps)pp. 416-421, 2014.

[27] Z. Gao, L. Dai, Z. Wang, and S. Chen, “Spatially common sparsity bas¢
adaptive channel estimation and feedback for FDD massive MIMO
IEEE Trans. Signal Processeol. 63, no. 23, pp. 6169-6183, Dec. 2015.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSP.2018.2799201, IEEE

Yongchao Wangreceived the B.E. degree in com-
munication engineering, M.E. and Ph.D. degrees in
information and communication engineering from
Xidian University, Xian, China, in 1998, 2004, and
2006, respectively. From Sept. 2008 to Jan. 2010,
he was a Visiting Scholar in ECE department of
University of Minnesota, USA. He is currently a full
processor of ISN key state Lab. in Xidian University.
His current research interests lie in the areas of
signal processing for communications, Massive MI-
MO, mathematical programming methods and their

Linglong Dai (M11-SM14) received the B.S. degree
from Zhejiang University in 2003, the M.S. degree
(with the highest honor) from the China Academy
of Telecommunications Technology in 2006, and the
Ph.D. degree (with the highest honor) from Tsinghua
University, Beijing, China, in 2011. From 2011 to
2013, he was a Post-Doctoral Research Fellow with
the Department of Electronic Engineering, Tsinghua
University, where he was an Assistant Professor
from 2013 to 2016 and has been an Associate Profes-
sor since 2016. He co-authored the book mmWave

[28] D. Love and R. W. Heath, Jr., “Limited feedback unitary precoding fofjassive MIMO: A Paradigm for 5G (Academic Press, Elsevier, 2016). He
spatial multiplexing systemsJEEE Trans. Inform. Theoryvol. 51, no.  pas published over 50 IEEE journal papers and over 40 IEEE conference
8, pp. 2967-2976, Aug. 2005. o i i papers. He also holds 13 granted patents. His current research interests
[29] J. Nocedal, S. Wright, “Numerical Optimization,” Berlin: Springer-jzclude massive MIMO, millimeter-wave communications, NOMA, sparse
Verlag Press, pp. 224-227. signal processing, and machine learning. He has received four conference
[30] A. Omar, V. Monga ,and M. Rangaswamy. “Tractable MIMO beampafgest paper Awards at the IEEE ICC 2013, the IEEE ICC 2014, the IEEE
tern design under constant modulus waveform constraintProt.2016 |cc 2017, and the IEEE VTC 2017-Fall. He has also received the Tsinghua
IEEE Radar Conference (RadarConfphiladelphia, USA, May 2016, yniversity Outstanding Ph.D. Graduate Award in 2011, the Beijing Excellent
pp. 1-6. ) ) _ .. Doctoral Dissertation Award in 2012, the China National Excellent Doctoral
[31] J. F. Sturm, “Using SeDuMi 1.02, a MATLAB toolbox for optimization pjssertation Nomination Award in 2013, the URSI Young Scientist Award in
over symmetric conesOptim. Meth. Softw.vol. 11-12, pp. 625-653, 2014, the IEEE Transactions on Broadcasting Best Paper Award in 2015,
1999. _ _ L _ the Second Prize of Science and Technology Award of China Institute
[32] K. Muhammad and Y. Rong, “Joint transceiver optimization for multiuspf communications in 2016, the IEEE Communications Letters Exemplary
er MIMO relay communication systemslEEE Trans. Signal Process., Editor Award in 2017, the National Natural Science Foundation of China
vol. 60, no. 11, pp. 5977-5986, Nov. 2012. _ for Outstanding Young Scholars in 2017, and the IEEE ComSoc Asia-Pacific
[33] D.J. Love and R. W. Heath, “Equal gain transmission in multiple-inpubytstanding Young Researcher Award in 2017. He currently serves as an
multiple-output wireless systemdEEE Trans. Communyol. 51, no. 7, Editor of the IEEE Transactions on Communications, the IEEE Transactions

pp. 1102-1110, Jul. 2003. _ ~__ on Vehicular Technology, and the IEEE Communications Letters.
[34] X.Yu,J.C. Shen, J. Zhang, and K. B. Letaief, “Alternating minimization

algorithms for hybrid precoding in millimeter wave MIMO systems,”
IEEE J. Sel. Topics Signal Processol. 10, no. 3, pp. 485-500, Apr.
2016.

[35] M. Fadel, A. El-Keyi, and A. Sultan, “QOS-constrained multiuser peer-
to-peer amplify-and-forward relay beamformingEEE Trans. Signal
Process.yvol. 60, no. 3, pp. 1397-1408, Mar. 2012.

[36] C. Li, X. Wang, L. Yang, and W. Zhu, “A joint source and relay powe
allocation scheme for a class of MIMO relay systemiZEE Trans.
Signal Process.yol. 57, no. 12, pp. 4852-4860, Dec. 2009.

Christos Masouros (SMIEEE, MIET) received the

Diploma degree in Electrical and Computer Engi-
neering from the University of Patras, Greece, in
2004, and MSc by research and PhD in Electrical
and Electronic Engineering from the University of

[37] R. Mendez-Rial, C. Rusu, N. Gonzalez-Prelcic, A. Alkhateeb, and |
W. Heath, “Hybrid MIMO architectures for millimeter wave communi-
cations: phase shifters or switched®EE Accessvol. 4, pp. 247-267,
Jan. 2016. '

[38] T. S. Rappaport, R. W. Heath, R. C. Daniels, and J. N. Murdoc

Manchester, UK in 2006 and 2009 respectively. In
2008 he was a research intern at Philips Research
Labs, UK. Between 2009-2010 he was a Research
Associate in the University of Manchester and be-
tween 2010-2012 a Research Fellow in Queen’s

University Belfast. He has held a Royal Academy
of Engineering Research Fellowship between 2011-2016.

He is currently an Associate Professor in the Communications and Infor-
mation Systems research group, Dept. Electrical and Electronic Engineering,
University College London. His research interests lie in the field of wire-
less communications and signal processing with particular focus on Green
Xuan Xue received the B.S. and Ph.D. degrees fl,Om(:(_)(nm_unication_s, Large Scale Antenna Systgms, Cognitiye Radio, interference
Xidian University, Xi'an Cﬁina in 2'01'0 and 2017, Mitigation techniques for MIMO and'multlcarrler communications. He was the
respectively. Froﬁ1 201:; to 2015. she was a visitir’1 ecipient of the Best I_Daper Award in the IEEE _GIobeCom 2015 conferen(_:e,
Ph.D studeht at Western Univers’ity Canada. Her r%Tnd hﬁs been regogmsedEas anI Exegplary EdetOI’ Lor ItE?EIIEE'EE Com_mumca—

o h - | - ions Letters, and as an Exemplary Reviewer for the ransactions on
jvi?/fhs;/rs]irrﬁztsalr?g Igggpgﬁszecgﬂmou'nggﬁ ster'Communications. He is an Editor for IEEE Transactions on Communications,

’ " an Associate Editor for [EEE Communications Letters, and was a Guest Editor
for IEEE Journal on Selected Topics in Signal Processing issues “Exploiting
Interference towards Energy Efficient and Secure Wireless Communications”
and “Hybrid Analog / Digital Signal Processing for Hardware-Efficient Large
Scale Antenna Arrays”.

“Millimeter wave wireless communications,” Prentice Hall, 2015.

1053-587X (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



