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Abstract—This paper investigates the relay hybrid precoding
design in millimeter-wave (mmWave) massive MIMO systems.
The optimal design of the relay hybrid precoding is highly non-
convex, due to the six-order polynomial objective function, six-
order polynomial constraint, and constant-modulus constraints.
To efficiently solve this challenging non-convex problem, we first
reformulate it into three quadratic subproblems, where one of
the subproblems is convex and the other two are non-convex.
Then, we propose an iterative successive approximation (ISA)
algorithm to attain the high-approximate optimal solution to the
original problem. Specifically, in the proposed ISA algorithm, we
first convert the two non-convex subproblems to convex ones by
the relaxation of the constant-modulus constraints, and then we
solve the three corresponding convex subproblems iteratively. We
theoretically prove that the ISA algorithm converges to a Karush-
Kuhn-Tucker (KKT) point of the original problem. Simulation
results demonstrate that the proposed ISA algorithm achieves
good performance in terms of achievable rate in both full-
connected and sub-connected relay hybrid precoding systems.

Index Terms—Millimeter wave, massive MIMO, relay, hybrid
precoding, non-convex optimization.

I. I NTRODUCTION

As a promising technology for the next generation of
wireless communications, millimeter-wave (mmWave) com-
munication has drawn extensive research interests in the
recent years [1] [2]. By utilizing large spectrum bands be-
tween 30 GHz and 300 GHz, mmWave communication is
capable of meeting the explosive growth of data rate [3].
Although the mmWave signals undergo severe path loss, the
path loss can be compensated by high antenna gain using
massive multiple-input multiple-output (MIMO) [4]. However,
mmWave communications are mainly applied in line-of-sight
(LoS) dominant scenarios, since mmWave signals are sensitive
to blockage [5].

To mitigate the negative effects caused by blockage, relay
can be employed in mmWave massive MIMO systems [6].
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In a relay-assisted mmWave system, the channels from the
source to the relay and from the relay to the destination
may be LoS, and the transmission range and coverage can
be extended. Similar to the conventional mmWave massive
MIMO system, precoding plays an important role in the relay-
assisted mmWave massive MIMO system to compensate for
the high path loss by the high antenna gain [7], [8]. However,
the optimal precoding design for the relay-assisted mmWave
massive MIMO systems is a challenging problem due to the
complicated signal processing.

It is well known that the classical full-digital precoding
can achieve the optimal antenna gain [9], [10], but it is too
costly for mmWave massive MIMO systems. This is caused
by the fact that the traditional full-digital precoding demands
the same number of radio frequency (RF) chains as that of
the antennas, and each RF chain requires costly hardware and
high power consumption. Therefore, when a large number of
antennas are deployed in mmWave massive MIMO systems,
the high hardware cost and power consumption of RF chains
make the full-digital precoding unaffordable in practice [11],
[12]. To this end, the recently proposed hybrid (analog/digital)
precoding is a more attractive alternative, since it achieves the
similar performance to the full-digital one with much fewer
RF chains [13], [14]. The hybrid precoding is jointly realized
in the digital and analog domains, where the digital precoding
is realized by baseband signal processing, while the analog
precoding is usually implemented by analog phase shifters
[15], [16].

The hybrid precoding can be realized by two typical
structures: full-connected structure (where each RF chain
is connected to all antennas) [17], [18], and sub-connected
structure (where each RF chain is connected to a subset of
antennas) [19], [20]. For the relay-assisted mmWave system
with the full-connected structure, downlink single-user and
multi-user hybrid precoding schemes using matching pursuit
(MP) algorithms have been studied in [21], [22]. Compared
with the full-connected structure, the sub-connected structure
is more practically attractive, since it can further reduce the
hardware complexity and power consumption without an obvi-
ous performance loss. However, to the best of our knowledge,
there is no existing work on the topic of sub-connected relay
hybrid precoding design for mmWave massive MIMO systems.

In this paper, we try to fill this gap by proposing an effi-
cient relay hybrid precoding algorithm for the sub-connected
structure in mmWave massive MIMO systems. The proposed
algorithm can be also extended to the full-connected structure.
For both the sub-connected and full-connected structures, the
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relay hybrid precoding algorithms are designed to minimize
the mean squared error (MSE) between the transmitted and
received signals with the power constraint. Specially, the main
contributions of this paper are summarized as follows.

• For the sub-connected structure, we propose a minimum
mean squared error (MMSE)-based relay hybrid pre-
coding design. This challenging problem is highly non-
convex due to the six-order polynomial objective func-
tion, six-order polynomial constraint, block-diagonal con-
straints, and constant-modulus constraints. To eliminate
the block-diagonal constraints and reduce the problem
dimension, we reformulate the original problem as three
subproblems. Here, one of these three subproblems is a
convex quadratically constrained quadratic programming
(QCQP) problem, while the other two subproblems are
non-convex QCQP problems with constant-modulus con-
straints.

• To solve these three subproblems, we propose an it-
erative successive approximation (ISA) algorithm with
affordable complexity. In the proposed ISA algorithm,
we first derive the closed-form solution to the convex
QCQP subproblem. Then, for the two non-convex QCQP
subproblems, we convert them to be convex by the relax-
ation of the constant-modulus constraints. Then, the high-
approximate solution is obtained by iteratively solving
these three convex problems. The theoretical analysis
and simulation results demonstrate that the proposed ISA
algorithm converges to a Karush-Kuhn-Tucker (KKT)
point.

• For the full-connected structure, the relay hybrid pre-
coding design problem is simpler due to the fact that
the block-diagonal constraints are not needed. Howev-
er, the relay hybrid precoding design problem for the
full-connected structure is still challenging due to the
six-order polynomial objective function and constant-
modulus constraints. Fortunately, the proposed ISA al-
gorithm can be extended to solve the hybrid precoding
design problem with the full-connected structure. Since
the proposed ISA algorithm does not need any pre-
determined candidates for the analog precoders, it can
theoretically achieve better performance than the existing
MP algorithm for the full-connected structure.

• Simulation results confirm that the proposed hybrid pre-
coding for the full-connected structure is able to achieve
almost the same performance as the classical full-digital
precoding. The theoretical analysis and simulation results
also demonstrate that the sub-connected structure is able
to reduce the power consumption compared to the full-
connected structure.

The rest of this paper is organized as follows. Section II
briefly introduces the channel model and relay system model.
In Section III, the MMSE-based hybrid precoding problem
is formulated at first, and then the QCQP reformulation
is presented. The ISA algorithm is proposed to solve the
reformulated problem in Section IV, where the analysis of
the proposed algorithm is also provided. Simulation results
are shown to evaluate the performance of the proposed relay

hybrid precoding design and the proposed ISA algorithm in
Section V, followed by Section VI that concludes this paper.

Notations: In this paper, bold lowercase and uppercase
letters denote vectors and matrices, respectively;(·)T and(·)H
symbolize the transpose and conjugate transpose operations;
The 2-norm of a vectora and the Frobenius norm of a
matrix A are denoted by||a||2 and ||A||F; E[·] represents
the expectation operator;Tr(·) and blk(·) indicate the trace
and block-diagonal operator;vec(A) is the vectorization of a
matrixA; ⊗ denotes the Kronecker product between two ma-
trices;CN (0, σ2) represents the zero-mean complex Gaussian
distribution with zero mean and the varianceσ2 and theIm
denotes them×m identity matrix;arg(·) andexp(·) represent
the argument of a complex value and the exponential of a
value.

II. SYSTEM DESCRIPTION

This section briefly introduces the mmWave channel model
and the relay hybrid precoding system model with both sub-
connected and full-connected structures.

A. Millimeter-Wave Channel Model

As shown in Figs. 1 and 2, we consider an amplify-and-
forward (AF) relay assisted mmWave massive MIMO system
without direct link between the source and the destination1. As
can be seen, the considered system includes the channelsH

from the source to the relay, andG from the destination to the
relay. Here, we assume that the channelsH andG are LoS.
According to [23], the propagation loss of the LoS channels
H andG obeys the Rician distribution.

In this paper, we consider the narrowband mmWave channel
model widely used in the literatures [14], [21], [22]. The more
challenging optimal design of the relay hybrid precoding over
“delay-d” wideband mmWave channels [24] is beyond the
scope of the current paper and will be studied in our future
work.

Due to the fact that mmWave channels exhibit limited
number of paths [25] [26],H and G often have sparse
structures, which can be characterized by low-rank matrices
as follows:

H =

Lh∑

l=1

αla
R
l (θ

R
l )(a

S
l (θ

S
l ))

H , (1a)

G =

Lg∑

l=1

γla
R
l (β

R
l )(a

D
l (β

D
l ))

H , (1b)

whereLh and Lg are the numbers of propagation paths in
H andG, αl andγl are the path loss coefficients of thelth
path inH andG, aRl , andaDl are the array response vectors
of the source, the relay and the destination. In this paper, we

1In practice, the direct link from the source to the destination may not
physically exist due to the blockage in the mmWave systems. However, by
adopting the relays, the channels from the source to relay and from the relay
to the destination may be LoS. Therefore, in this paper, we consider the
mmWave relay system without direct link from the source to the destination.
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Fig. 1. Relay hybrid precoding with the sub-connected structure.
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Fig. 2. Relay hybrid precoding with the full-connected structure.

consider the widely used uniform linear arrays (ULA), where
the array response vectors can be expressed as

aSl (θ) =
1√
MS

[1, expj
2π
λ

d sin (θ), · · · , expj(MS−1) 2π
λ

d sin (θ)]T ,

aRl (θ) =
1√
MR

[1, expj
2π
λ

d sin (θ), · · · , expj(MR−1) 2π
λ

d sin (θ)]T ,

aDl (θ) =
1√
MD

[1, expj
2π
λ

d sin (θ), · · · , expj(MD−1) 2π
λ

d sin (θ)]T ,

(2)

whered andλ are the antenna spacing and the wave length,
respectively.

To realize the precoding, we follow the assumption in [18],
[27] that the channelsH and G are known at the source,
relay, and the destination. In practical systems, channel state
information (CSI) received at the relay can be obtained via
training from the source to the relay [27], and the CSI received
at the destination can be obtained via training from the relay
to the destination. Then the CSI is shared with the transmitter
at the source via feedback from the relay to the source [28],
and the CSI transmitted at the source is shared by the feedback
from the relay to the destination.

B. Relay Hybrid Precoding

For both the full-connected and the sub-connected structures
as shown in Figs. 1 and 2, the relay employs the hybrid
precoding, whereK RF chains andMR antennas are used.
The difference between these two structures is that, thekth
(k = 1, 2, · · · ,K) RF chain is connected to a subset ofMR

k

antennas in the sub-connected structure, while thekth (k =
1, 2, · · · ,K) RF chain is connected to allMR antennas in the
full-connected structure. For the sub-connected structure, the
total number of antennas at the relay isMR =

∑K

k=1 M
R
k .

It’s worth noting that the number of antennasMR is much
larger than that of RF chainsK to achieve high antenna gain.
At the source and the destination, the numbers of antennas
are MS and MD, respectively. The transmitted symbols for
Ls data streams at the source are represented ass ∈ CLs with
normalized powerE[ssH ] = ILs

.

In the following, we will focus on sub-connected structure
as shown in Fig. 1, since it is more complicated for the optimal
precoder design problem due to more constraints compared to
the full-connected one. The extension to the full-connected
structure will be discussed in Section IV-C.

Filtered by the source precoding matrix̃WS ∈ CMS×Ls ,
the received signalyR at the relay is

yR = HW̃S
︸ ︷︷ ︸

,H̄

s+ nR, (3)

where H ∈ CMR×MS

is the channel matrix between the
source and the relay, andnR ∼ CN (0, σ2

rIMR) is the additive
noise vector at the relay.

At the relay, hybrid precoding is carried out. More spe-
cially, the received analog combinerFR1 ∈ CMR×K is
firstly employed for received signalyR. Then, one digital
precodingWR ∈ CK×K processes the signal in the baseband.
Afterwards, the analog precoderFR2 ∈ CMR×K is used to
forward the transmitted signal at the relay to the destination.
Because each RF chain only connects to a subset ofMR

k

antennas in the sub-connected structure, the analog combiner
FR1 and the analog precoderFR2 at the relay are constrained
to be block-diagonal as follows:

FR1 = blk(fR1
1 , fR1

2 , · · · , fR1

K ), (4a)

FR2 = blk(fR2
1 , fR2

2 , · · · , fR2

K ), (4b)
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where fR1

k ∈ CMR
k ×1(k = 1, 2, · · · ,K), and fR2

l ∈
CMR

l ×1(l = 1, 2, · · · ,K).

Since the non-zero elements in the analog precoding matri-
cesFR1 andFR2 are usually realized by phase shifters [14],
the non-zero elements satisfy the constant-modulus constraints
as follows:

|fR1

k | = 1, i = 1, 2, · · · ,K, (5a)

|fR2

l | = 1, l = 1, 2, · · · ,K. (5b)

Using the three matrices{FR1 ,WR,FR2}, the transmitted
signalxR at the relay can be expressed as

xR = FR2WR(FR1)HH̄s+ FR2WR(FR1)HnR. (6)

In practice, the power of the transmitted signal at the relay
is constrained as

E(‖xR‖22) ≤ PR, (7)

where

E(‖xR‖22) =Tr

(

FR2WR(FR1)H(H̄H̄H + σ2
rIMR)

× (FR2WR(FR1)H)H
)

.

Finally, a received combining matrixW̃D ∈ CMD×Ls

is used at the destination, so the received signaly at the
destination can be expressed as

y =(W̃D)HGHxR + (W̃D)HnD

=(W̃D)HGHFR2WR(FR1 )HH̄s

+ (W̃D)HGHFR2WR(FR1)HnR + (W̃D)HnD, (8)

where G ∈ CMR×MD

is the channel matrix between the
destination and the relay, andnD ∼ CN (0, σ2

dIMD) is the
noise at the destination.

Let Ḡ = GW̃D and n̄D = (W̃D)HnD be the equivalent
channel and noise, then the received signaly at the destination
can be rewritten as

y = ḠHFR2WR(FR1)HH̄s+ḠHFR2WR(FR1)HnR+ n̄D.
(9)

For the full-connected structure, the analog precoder and
combiner at the relay are also constrained to be constant-
modulus constraints, and the received signal at the destination
can also be expressed as equation (9). However, the analog
precoder and combiner in the full-connected structure are
not constrained to be block-diagonal. Therefore, the hybrid
precoding design for the full-connected structure is simpler
than that for the sub-connected one, since fewer constraints
are required for the full-connected structure (i.e., only (5) is
required, but (4) is not required any more).

Throughout this paper, we assume that the hybrid precoder
at the sourceW̃S and the hybrid combiner at the destination
W̃D have already been obtained (please see Appendix A for
details). Therefore, we only focus on designing the optimal

combiner and precoder for the hybrid precoding at the relay2.

III. MMSE-BASED RELAY HYBRID PRECODING DESIGN

This section discusses the relay hybrid precoding design
in mmWave massive MIMO systems for the sub-connected
structure. The design goal is to minimize MSE between the
transmitted symbolss at the source and the received signalsy

at the destination, with the constraint of the transmitted power
at the relay. In this regard, we first present the original prob-
lem formulation with block-diagonal and constant-modulus
constraints (i.e., (4) and (5)). Then, we eliminate the block-
diagonal constraints and reformulate the original problem as
three QCQP subproblems with constant-modulus constraints.

A. Original MMSE-Based Relay Hybrid Precoding Problem

As mentioned in the above section, the analog precoders
FR1 andFR2 are not only constrained to be block-diagonal,
but also their non-zero elements are constrained to be constant-
modulus. By utilizing (4), (5), and (7), the MMSE-based
hybrid precoding problem is formulated as follows:

min
FR1 ,WR,FR2

E

(

||s− y||22
)

,

s.t. (7), (4a), (4b), (5a), (5b), (10)

where y is given by (9), andPR represents the maximum
transmitted power at the relay.

Note that the expectation operationE(||s − y||22) in the
original MMSE problem (10) is difficult to be handled. For
this reason, we propose the followingLemma 1 to convert (10)
to an equivalent problem without the expectation operation.

Lemma 1: The MMSE-based optimal hybrid precoding for
(10) can be obtained by solving

(P) min
FR1 ,WR,FR2

||W̃RR
1
2

yR − ḠHFR2WR(FR1)HR
1
2

yR ||2F,

s.t. (7), (4a), (4b), (5a), (5b),

where






RyR , E[yR(yR)H ] = H̄H̄H + σ2
rIMR ,

W̃R , E[s(yR)H ]E[yR(yR)H ]−1

= H̄H(H̄H̄H + σ2
rIMR )−1.

(11)

Proof: See the detailed proof in Appendix B3.
Unfortunately, although the converted optimization problem

(P) does not have the expectation operation any more, it is
still challenging to be solved due to the following reasons.
First, the objective function in(P) and the left-hand side
of constraint (7) are sixth-order polynomials, because there
are three precoding matrices{FR1 ,WR,FR2} to be jointly

2The source hybrid precoding and destination hybrid combining designs
for a relay system are similar to the transmitter precoding and receiver
combining designs in a MIMO system. The transmitter precoding and receiver
combining designs in the mmWave MIMO system have been extensively
studied in existing literature. Specifically, it should be pointed out that the
hybrid precoding matrices̃WS andW̃D can be obtained by the algorithms
in [14].

3Since the source precoder exploits the mmWave channel characteristics,
the formulation of the original problem(P) has adopted the sparse charac-
teristics of the mmWave channels.
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optimized. Second, due to the hardware constraints in the
sub-connected structure, the analog precoding and combining
matrices{FR1 ,FR2} are required to be block-diagonal. Third,
the non-zero elements in the analog precodersFR1 andFR2

are constrained to be constant-modulus.

B. Reformulation of The MMSE Problem

To tackle the original high-dimensional optimization prob-
lem (P), we decompose it into three quadratic subproblems,
where one of the subproblems is convex and the other two are
non-convex. Then, to facilitate the mathematical tractability,
we eliminate the block-diagonal constraints (4), and refor-
mulate the non-convex subproblems as QCQP problems with
constant-modulus constraints (5).

In order to guarantee the convergence of the proposed
algorithm in the following Section IV, we optimize the three
QCQP subproblems as follows. First we optimize the digital
precoderWR while keeping the received analog precoderFR1

and transmitted analog precoderFR2 fixed. Then for fixed
WR andFR2 , we optimizeFR1 . At last, we optimizeFR2

with fixed WR andFR1 . The detailed reformulation of these
three subproblems are given as follows.

1) QCQP Subproblem-1:When FR1 and FR2 are fixed,
the problem(P) can be reformulated as

(P1) min
WR

||W̃RR
1
2

yR − ḠHFR2WR(FR1)HR
1
2

yR ||2F,

(12a)

s.t. (7). (12b)

2) QCQP Subproblem-2:Second, whenWR andFR2 are
fixed, the problem(P) can be converted to

min
FR1

||R
1
2

yR(W̃
R)H −R

1
2

yRF
R1GH

1 ||2F,

s.t. (7), (4a), (5a),
(13)

whereG1 = ḠHFR2WR.
To tackle the block-diagonal constraint (4a), we transform

the matrix operator into a vector operator, based on the prop-
erties of Kronecker product:vec(AXB) = (BT ⊗A)vec(X).
Then, the problem (13) can be rewritten as

min
f̃R1

||aR1 −AR1 f̃R1 ||22,

s.t. ||CR1 f̃R1 ||22 ≤ PR,

f̃R1 = vec(blk(fR1
1 , fR1

2 , · · · , fR1

K )),

|fR1

k | = 1, ∀k = 1, 2, · · · ,K, (14)

where 





aR1 , vec(R
1
2

yR(W̃
R)H),

AR1 , ((GH
1 )T ⊗R

1
2

yR),

CR1 , (((FR2WR)H)T ⊗R
1
2

yR).

It is observed from (14) that the variablef̃R1 has many zero
elements. There is a property of matrix multiplication, which
is presented in the followingLemma 2, to show that the zero
elements iñfR1 can be removed.

Lemma 2: Consider a matrixA = [a1, a2, · · · , aN ] ∈
CM×N , and a vectorx = [x1, x2, · · · , xN ]T ∈ CN×1, where
ai denotes theith column ofA, andxi denotes theith element
of x. If the ith (i = 1, 2, · · · , N) element inx is zero, we
will have

Ax = Âx̂,

where Â = [a1, · · · , ai−1, ai+1, · · · , aN ] ∈ CM×(N−1) and
x̂ = [x1, · · · , xi−1, xi+1, · · · , xN ]T ∈ C(N−1)×1.

Proof: The proof of this lemma can be easily obtained by
the fact that the zero elements do not provide any contribution
in matrix multiplying operation.

Now, we extract the non-zero elements inf̃R1 , leading to a
new variable vector given by

f̂R1 = [(fR1
1 )T , (fR1

2 )T , · · · , (fR1

K )T ]T . (15)

ReplacingFR1 by f̂R1 , we can see that the constraint (4a)
is eliminated. According toLemma 2, an equivalent problem
for (14) is obtained as

(P2) min
f̂R1

||aR1 − ÂR1 f̂R1 ||22, (16a)

s.t. ||ĈR1 f̂R1 ||22 ≤ PR, (16b)

|f̂R1 | = 1, (16c)

where ÂR1 and ĈR1 are generated by removing the corre-
sponding columns of matricesAR1 andCR1 . The vector “1”
means an all-one vector. By mathematical manipulation,ÂR1

andĈR1 can be equivalently obtained by
{

ÂR1 , [ĜH
1 ⊗R1, Ĝ

H
2 ⊗R2, · · · , ĜH

K ⊗RK ],

ĈR1 , [(TH
1 )T ⊗R1, (T

H
2 )T ⊗R2, · · · , (TH

K)T ⊗RK ],

whereR
1
2

yR = [R1,R2, · · · ,RK ], G1 = [Ĝ1, Ĝ2, · · · , ĜK ],
andFR2WR = [T1,T2, · · · ,TK ].

3) QCQP Subproblem-3:When WR and FR1 are fixed,
the problem(P) is expressed as

min
FR2

||W̃RR
1
2

yR − ḠHFR2WR(FR1)HR
1
2

yR ||2F,

s.t. (7), (4b), (5b).
(17)

Similarly, based on the property of Kronecker product, the
problem (17) can be converted to the following problem

min
f̃R2

||aR2 −AR2 f̃R2 ||22,

s.t. ||CR2 f̃R2 ||22 ≤ PR,

f̃R2 = vec(blk(fR2
1 , fR2

2 , · · · , fR2

K )),

|fR2

k | = 1, ∀k = 1, 2, · · · ,K, (18)

where






aR2 , vec(W̃RR
1
2

yR),

AR2 , ((WR(FR1)HR
1
2

yR)
T ⊗ ḠH),

ĈR2 , ((WR(FR1 )HR
1
2

yR)
T ⊗ IMR).

Following the similar derivations from (14) to(P2), the
problem (18) can also be converted to the following problem
by introducing a new variablêfR2 = [(fR2

1 )T , (fR2
2 )T , · · · ,
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(fR2

K )T ]T :

(P3) min
f̂R2

||aR2 − ÂR2 f̂R2 ||22, (19a)

s.t. ||ĈR2 f̂R2 ||22 ≤ PR, (19b)

|f̂R2 | = 1, (19c)

with
{

AR2 , [tR2
1 ⊗ Ḡ1, t

R2
2 ⊗ Ḡ2, · · · , tR2

K ⊗ ḠK ],

CR2 , [tR2
1 ⊗ Ī1, t

R2
2 ⊗ Ī2, · · · , tR2

K ⊗ ĪK ],

where Ḡ = [Ḡ1, Ḡ2, · · · , ḠK ]H , IMR = [Ī1, Ī2, · · · , ĪK ],

and (WR(FR1)HR
1
2

yR)
T = [tR2

1 , tR2
2 , · · · , tR2

K ].
Up to now, one can understand that the original hybrid

precoding problem(P) has been decomposed into three
subproblems(P1), (P2), and (P3). The subproblem(P1) is
convex, but both the subproblems(P2) and (P3) are non-
convex, due to the non-convex constant-modulus constraints
(16c) and (19c). In the following Section IV, we will propose
the ISA algorithm to iteratively solve these three subproblems.

IV. PROPOSEDITERATIVE SUCCESSIVEAPPROXIMATION

ALGORITHM

In this section, we will propose the ISA algorithm to
attain the original problem’s high-approximate optimal so-
lution. The key idea of the ISA algorithm is as follows.
First, for thenth iteration,(P2) and(P3) are reformulated to
approximated problems denoted as(Q(n)

2 ) and(Q(n)
3 ), which

are completely equivalent to the convex real-valued QCQP
subproblems(Q̃(n)

2 ) and (Q̃(n)
3 ). Meanwhile, a closed-form

solution to (P1) can be obtained. Then, the three convex
problems(P1), (Q̃(n)

2 ), (Q̃(n)
3 ) are iteratively solved, until the

stop criterion being satisfied. Finally, we theoretically prove
that the ISA algorithm converges to a KKT point of the
original precoding problem(P), and present the complexity
analysis of the proposed ISA algorithm.

A. Closed-Form Solution to(P1)

For the subproblem(P1), we can obtain a closed-form

solution as follows. LetAW = W̃RR
1
2

yR , ĜW = ḠHFR2 ,

and ĤW = (FR1 )HR
1
2

yR . Then, the objective function of(P1)
can be rewritten as

||AW − ĜWWRĤW ||2F
= Tr

(

(AW − ĜWWRĤW )H(AW − ĜWWRĤW )
)

.

(20)

Similarly, considering the definition ofRyR in (11), the
left-hand side of (7) can be rewritten as

Tr
(

FR2WR(FR1)HRyR(FR2WR(FR1)H)H
)

= Tr
(

FR2WRĤW ĤH
W (WR)H(FR2 )H

)

. (21)

According to (20) and (21), the Lagrangian function of(P1)

is given by

L(WR, λ1) =Tr((AW − ĜWWRĤW )H

× (AW − ĜWWRĤW ))

+ λ1(Tr(F
R2WRĤW ĤH

W

× (WR)H(FR2)H)− PR), (22)

whereλ1 ≥ 0 is the Lagrangian multiplier to satisfy the power
constraint (7).

The derivative of (22) with respect toWR is

∂L(WR, λ1)

∂WR
=2(ĜH

W ĜW + λ1(F
R2

W )HFR2

W )WRĤW ĤH
W

− 2ĜH
WAW ĤH

W . (23)

It can be seen that a closed-form solution to(P1) can be
obtained by letting∂L(WR,λ)

∂WR = 0, which is expressed as
follows:

WR =(ĜH
W ĜW + λ1(F

R2)HFR2)−1

× ĜH
WAW ĤH

W (ĤW ĤH
W )−1.

(24)

Here, the Lagrangian multiplierλ1 satisfies the following
equation

λ1(Tr(F
R2WRĤW ĤH

W (WR)H(FR2)H)− PR) = 0, (25)

whereλ1 can be obtained by the bisection method [29].
We can see that for fixedFR1 andFR2 , the optimal digital

precoderWR at the relay for(P1) can be obtained using
equation (24). Now we turn to the hybrid precoding and
combining design problems(P2) and (P3), which are non-
convex due to the constant-modulus constraints (16c) and
(19c).

B. Convex Approximations of(P2) and (P3)

Up to now, two of the three challenging facts of the problem
(P), sixth-order polynomials and block-diagonal constraints,
have been eliminated by problem reformulation in the Section
III. In this subsection, we focus on the approximation of
constant-modulus constraints (16c) and (19c) for(P2) and
(P3). Inspired by the successive closed forms (SCF) algorithm
[30], we approximate the constraints (16c) and (19c) as
follows.

Consider the sequences of constraints:

Re(BR1(n)f̂R1) = 1, (26a)

Re(BR2(n)f̂R2) = 1, (26b)

with

BR1(n)(i, j) =

{

exp(−jarg (fR1

ℓ )(n−1)), i = j = ℓ,

0, otherwise,
(27a)

BR2(n)(i, j) =

{

exp(−jarg (fR2

ℓ )(n−1)), i = j = ℓ,

0, otherwise,
(27b)

wherefRm

ℓ is the ℓth element of̂fRm (m = 1, 2).
In particular, the constraints(26) are adjusted to sat-

isfy the constant-modulus constraints. To illustrate this,
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let f̂R
(n−1)
1 be the solution which satisfies the constrain-

t Re(BR1(n−1)f̂R
(n−1)
1 ) = 1, then the constant-modulus

mapping solution of f̂R
(n−1)
1 is given by xR

(n−1)
1 =

exp(jarg(f̂R
(n−1)
1 )). If f̂R

(n)
1 = xR

(n−1)
1 , we haveBR1(n) =

BR1(n+1). Then the constraintRe(BR1(n+1)f̂R
(n+1)
1 ) = 1

is the same as the constraintRe(BR1(n)f̂R
(n)
1 ) = 1. In

this case, we will see that̂fR
(n+1)
1 = xR(n)

. Otherwise, the
constraints are updated by the constant-modulus mapping
solution of f̂R

(n)
1 according to (27). As a conclusion, the

sequences produced by the adaptive constraints converge to
a constant-modulus solution.

Replacing constant-modulus constraints(16c) and (19c)
by (26a) and (26b), the subproblems(P2) and (P3) in the
nth iteration can be reformulated as(Q2

(n)) and (Q3
(n)),

respectively:

(Q2
(n)) min

f̂R1

||aR1 −AR1 f̂R1 ||22,

s.t. ||CR1 f̂R1 ||22 ≤ PR,

Re(BR1(n)f̂R1) = 1,

(Q3
(n)) min

f̂R2

||aR2 −AR1 f̂R2 ||22,

s.t. ||CR2 f̂R2 ||22 ≤ PR,

Re(BR2(n)f̂R2) = 1.

The optimal solutions of complex-valued problems(Q2
(n))

and (Q3
(n)) can be obtained by solving their completely

equivalent real-valued problems as follows:

(Q̃(n)
2 ) min

x1

||â1 − Â1x1||22
s.t. ||Ĉ1x1||22 ≤ PR,

B̂
(n)
1 x1 = 1,

whereÂ1 =

[

Re(AR1) −Im(AR1)
Im(AR1) Re(AR1)

]

,

b̂1 = [Re(aR1)T , Im(aR1))T ]T ,

Ĉ1 =

[

Re(CR1) −Im(CR1)
Im(CR1) Re(CR1)

]

,

x1 = [Re(f̂R1)T , Im(f̂R1)T ]T ,

B̂
(n)
1 (i, j) =











cos(arg (f̂R1
l

)(n−1)), if i = j = l,

sin(arg (f̂R1
l

)(n−1)), if i = l, and j = l +MR,

0, otherwise.

Similarly, we can get the problem(Q̃3
(n)

) with variable
x2 = [Re(f̂R2)T , Im(f̂R2)T ]T , which is the equivalent real-

valued problem of(Q3
(n)) and with same structure of(Q̃2

(n)
).

Due to the fact that the real-valued problems(Q̃2
(n)

)

and (Q̃3
(n)

) are convex problems with quadratic and linear
constraints, the global optimal solutions ofx(n)

1 andx(n)
2 can

be obtained by the existing interior point algorithms [31].

Further, since the real-valued problems(Q̃2
(n)

) (Q̃3
(n)

) and
the complex-valued problems(Q2

(n)) (Q3
(n)) are completely

equivalent, the global optimal̂fR1
(n)

and f̂R2
(n)

can be
obtained by the equationsx1 = [Re(f̂R1

(n)

)T , Im(f̂R1
(n)

)T ]T

andx
(n)
2 = [Re(f̂R2

(n)

)T , Im(f̂R2
(n)

)T ]T . Then, the variables

Algorithm 1 The proposed ISA Algorithm

1: Initialize: f̂R1
(0)

k = 1 and f̂R2
(0)

k = 1;
2: while |f (n+1) − f (n)| > ǫ do
3: set j = 0;
4: while |f (n)

1 −f
(n)
2 |+ |f (n)

2 −f
(n)
3 |+ |f (n)

3 −f
(n)
1 | > ǫin

do
5: For fixedFR

(n−1)
1 andFR

(n−1)
2 , updateWR(n)

using
(24), and calculatef (n)j

1 ;
6: For fixed WR(n)

and FR2
(n−1)

update FR1
(n)

by solving (Q̃2
(n)

), and the equationx1 =

[Re(f̂R1)T , Im(f̂R1)T ]T ; and then calculatef (n)j

2 ;
7: For fixed WR(n)

and FR1
(n)

update FR2
(n)

by solving (
˜Q(n)
3 ), and the equationx2 =

[Re(f̂R2)T , Im(f̂R2)T ]T ; and then calculatef (n)j

3 ;
8: Let j = j + 1;
9: end while

10: Let n = n+1, and updateBR2(n) andBR2(n) via (26).
11: end while
12: return FR1 , WR1 , andFR2 .

f̂R1
(n+1)

and f̂R2
(n+1)

in the(n+1)th iteration are updated by

solving the updating subproblems(Q̃2
(n+1)

) and (Q̃3
(n+1)

).

Note that the subproblems(P2) and (P3) are diffi-
cult to be solved by the existing algorithms due to the
non-convex constant-modulus constraints. Fortunately, by
replacing the constant-modulus constraints with (26), the
global optimal solutions of the reformulated subproblem-
s (Q2

(n)) and (Q3
(n)) can be obtained. Moreover, since

the problems(Q2
(n))/(Q3

(n)) is completely equivalent to

(Q̃2
(n)

)/(Q̃3
(n)

), the following clarification and analysis are
expressed based on the complex-valued problems(Q2

(n)) and
(Q3

(n)) for better expression.

Although the reformulated problems(Q2
(n)) and (Q3

(n))
do not result in constant-modulus solutions, they can produce
the non-increasing sequences that converge to the constant-
modulus solutions. The convergence is guaranteed byPropo-
sition 1 in Section IV-D later. Further, since the non-zero
elements in the analog precodersFR1 andFR2 are required
to be constant-modulus in the original problem, we initialize
the non-zero elements inFR1 andFR2 to be 1. If the original
initialization of non-zero elements inFR1 and FR2 are not
constant-modulus, the optimal solution of(Q(n)

1 ) in the first
iteration will not be seek in the feasible spaces ofFR1 and
FR2 . In this case, the optimization may tend to some bad local
optima.

For better expression, let(Q(n)
1 ) be equal to(P1) in thenth

iteration. It is worthy noting that the quadratically constrained
quadratic programming (QCQP) problems{(Q(n)

i )}i=1,2,3 can
be regarded as being decomposed from the problem(P̃(n)),
which is given by

(P̃(n)) min
FR1 ,WR,FR2

E

(

||s− y||22
)

,

s.t. (7), (4a), (4b), (26a), (26b).
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Therefore, the procedure of the proposed ISA algorithm is
to iteratively solve the problem(P̃(n)), which is the external
iteration. To solve the problem(P̃(n)), we need to solve the
three subproblems{(Q(n)

i )}i=1,2,3 iteratively, which is the
internal iteration. Since the global optimal solutions to the
subproblems{(Q(n)

i )}i=1,2,3 can be obtained in each external
and internal iteration, an optimal solution to(P̃(n)) can be
guaranteed.

To guarantee the convergence of the proposed ISA algorith-
m, we first solve the subproblem(Q(n)

1 ), and then we optimize
the other two subproblems(Q(n)

2 ) and(Q(n)
3 ). This is because

the problem(Q(n+1)
1 ) is updated by the results of(Q(n)

2 )

and (Q(n)
3 ), and (Q(n+1)

1 ) is uncorrelated to the adaptively
changing constraints (26). Therefore, the non-increasing of the
sequences produced by the subproblems{(Q(n)

i ), i = 1, 2, 3}
can be guaranteed by optimizing the subproblem(Q(n)

1 ) firstly.
Moreover, according to convergence analysis in Section

IV-D, the stop criterion of the external iteration for the ISA
algorithm is set as|f (n+1) − f (n)| ≤ ǫ, wheref (n) is the
objective value of(P) in thenth external iteration, andǫ is a

small factor. Denote{f (n)j

1 }i=1,2,3 as the objective values of
subproblems{(Q(n)

i ), i = 1, 2, 3} in the jth internal iteration.
The stop criterion of the internal iteration of the ISA algorithm
is set as|f (n)

1 − f
(n)
2 | + |f (n)

2 − f
(n)
3 | + |f (n)

3 − f
(n)
1 | ≤ ǫin.

The overall procedure of the proposed ISA algorithm is
summarized asAlgorithm 1 .

The parametersǫ and ǫin determine the accuracy of the
proposed algorithm. There is a fact that the smaller the
parameters are chosen, the more accurate optimal solution will
be obtained. However, if the parametersǫ and ǫin are setting
to be too large, the accuracy of the proposed algorithm can
not be guaranteed. On the other hand, if the parametersǫ and
ǫin are setting to be too small, the iteration number will be
very large, leading to high implementation complexity.

C. ISA Application in Full-Connected Structure

As mentioned in Section II, the hybrid precoding design for
the full-connected structure is simpler than that for the sub-
connected one, since fewer constraints are required for the full-
connected structure (i.e., only constant-modulus constraints are
required, but block-diagonal constraints are not required any
more). However, it still faces the challenges including six-
order polynomials objective function and power constraint
and the constant-modulus constraints. Fortunately, the ISA
algorithm can also be applied to overcome these challenges,
which is presented as follows.

When the full-connected structure is adopted at the relay
as shown in Fig. 2, the MMSE-based relay hybrid precoding
problem can be expressed as

min
FR1 ,WR,FR2

||W̃RR
1
2

yR − ḠHFR2WR(FR1)HR
1
2

yR ||2F,

s.t. E(‖xR‖22) ≤ PR,

|FR1 | = 1,

|FR2 | = 1. (29)

It is worth noting that no block-diagonal constraints exist
in (29), due to each RF chain is connected to all antennas
in the full-connected structure. Similar to reformulation of
problem(P) given in Section III-B, the problem (29) can also
be reformulated as three QCQP subproblems with constant-
modulus constraints. The three subproblems can be similarly
obtained by solving one of{FR1 ,WR,FR2}, with the other
two fixed.

First, whenFR1 andFR2 are fixed, the subproblem is as
same as(P1).

Then, for fixed FR2 and WR, using the properties of
Kronecker product, the second subproblem can be formulated
as

min
f̃R1

||aR1 −AR1 f̃R1 ||22,

s.t. ||CR1 f̃R1 ||22 ≤ PR,

|f̃R1 | = 1, (30)

where f̃R1 , aR1 , AR1 , andCR1 are defined in (14).
Finally, whenFR1 andWR are fixed, the third subproblem

is given by

min
f̃R2

||aR2 −AR2 f̃R2 ||22,

s.t. ||CR2 f̃R2 ||22 ≤ PR,

|f̃R2 | = 1, (31)

where f̃R2 , aR2 , AR2 , andCR2 are defined in (18).
Now the full-connected hybrid precoding problem (29)

can be reformulated as three QCQP subproblems(P1), (30),
and (31), where (30) and (31) only have constant-modulus
constraints. Recall that the hybrid precoding design problem
for the sub-connected structure can be reformulated as three
subproblems(Pi, i = 1, 2, 3). We confirm that the three
subproblems for the full-connected structure have the same
structures as the corresponding three subproblems for the sub-
connected structure(Pi, i = 1, 2, 3). Consequently, the three
QCQP subproblems for the full-connected structure can also
be efficiently solved by the proposed ISA algorithm.

D. Convergence Analysis

The ISA algorithm can be applied to design the hybrid
precoders in both the sub-connected and the full-connected
structures by iteratively solving the three subproblems. The
convergence of the proposed ISA algorithm is guaranteed by
the following proposition.

Proposition 1: The sequence of objective values generated
by the proposed ISA algorithm monotonically non-increases
and eventually converges.

Proof: As definition in Section IV-II, for the subproblems
{(Q(n)

i )}i=1,2,3 in thenth external iteration,{f (n)j

i }i=1,2,3 are
denoted as their objective values in thejth internal iteration.

In the nth external iteration, as the subproblems
{(Q(n)

i )}i=1,2,3 are obtained from the problem(P̃(n)) and
their global optimal solutions can be obtained, their objective
values monotonically non-increase and eventually converge,
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i.e., f (n)1

1 ≥ f
(n)1

2 ≥ f
(n)1

3 ≥ f
(n)2

1 ≥ · · · ≥ f
(n)j

i ≥ · · · ≥
f
(n)∗

1 = f
(n)∗

2 = f
(n)∗

3 , f (n)∗ .
Then, in the(n + 1)th external iteration, the subproblem

(Q(n+1)
1 ) is updated by the results of(Q(n)

2 ) and (Q(n)
3 ),

which are uncorrelated to the adaptively changing constraints
(26). Therefore, the objective value of(Q(n+1)

1 ) satisfies

f
(n+1)1

1 ≤ f (n)∗ . As a conclusion, we can see that the
objective values of the sequences satisfyf (1)∗ ≥ f (2)∗ ≥
· · · ≥ f (n)∗ ≥ · · · ≥ f∗, which means that the objective
values are non-increasing. On the other hand, it is known that
the objective value of(P) is not smaller than zero. Therefore,
it can be concluded that the sequence of objective values
converges tof∗ whenn is sufficiently large.

Moreover, it is worthy noting that when the sequence
of objective values converges,fR

(n)
1 and fR

(n)
2 converge to

constant-modulus solutions. As mentioned in Section IV-B,
the sequence produced by the adaptively changing constraints
converges to a constant-modulus constraint. Introducing this
result into problems(P), we can see that the sequencefR

(n)
1

and fR
(n)
2 satisfy the constant-modulus constraints.

E. Optimality Analysis

Based on the convergence analysis in the previous subsec-
tion, we now present the optimality analysis of the proposed
ISA algorithm, which is given by the following proposition.

Proposition 2: As the increasing of the iteration numbern,
the proposed ISA algorithm converges to a KKT point of(P).

Proof: We here assume that the sequence of variables
{FR

(n)
1 ,WR(n)

,FR
(n)
2 } obtained from the proposed the ISA

algorithm converges to{FR∗

1 ,WR∗

,FR∗

2}.
As the block-diagonal constraints (4a) and (5b) are naturally

satisfied by the reformulation as the three QCQP subproblems,
we only consider the convex power constraint (7) and constant-
modulus constraints (5a) and (5b). For generic representation
to problem(P), we denotef(·) as the objective functions,
g(·) as the power constraint.

In the nth iteration, since the subsequences generated by
the internal iterations converge, the optimal solution to(P̃(n))
can be obtained. Due to the equivalent convexity of the
subproblems(Qi

(n)) and the fact that the objective functions
and power constraint of(P̃(n)) and(P) are the same, the KKT
conditions of(P̃(n)) can be expressed as follows:

∇WRf(WR(n)

) + λ(n)∇WRg(WR(n)

) = 0,

∇FR1 f(F
R1

(n)

) + λ(n)∇FR1 g(F
R1

(n)

) +
1

2

MR

∑

k=1

µ
(n)
1k b

R1(n)
k = 0,

∇FR2 f(F
R2

(n)

) + λ(n)∇FR2 g(F
R

(n)
2 ) +

1

2

MR

∑

k=1

µ
(n)
2k b

R2(n)
k = 0,

λ(n) ≥ 0, λ(n)g(WR(n)

,FR
(n)
1 ,FR

(n)
2 ) = 0,

µ
(n)
1k ((Re(b

R1(n)
k )T f

R
(n)
1

k )− 1) = 0,

µ
(n)
2k ((Re(b

R2(n)
k )T f

R
(n)
2

k )− 1) = 0, (32)

whereBR1(n) = [b
R1(n)
1 ,b

R1(n)
2 , · · · ,bR1(n)

MR ]T .

When n is sufficiently large, the satisfaction of the stop
criterion indicates thatlimn→∞ ||fR1

(n−1)

k − fR1
(n)

k ||22 = 0.
Introducing this equation into (26) and (27a), we will have
limn→∞ f̄R1

(n−1)

ℓ,k fR1
(n)

ℓ,k = 1, where f̄ is the conjugation of

f . In other words, whenf
R

(n)
1

k converges tofR
∗

1

k , the constant-
modulus constraint|fR

∗

1

k | = 1 holds. On the other hand, when

f
R

(n)
1

k → fR1
∗

k , b
R

(
1∗)

k is obtained. Therefore, the equation
(26) is equivalent to the constant-modulus constraint (5a)
once the stop criterion is satisfied. Similarly, whenn → ∞,
the approximation of linear constraint is equivalent to the
constant-modulus constraint for variableFR2 . Combining the
satisfaction of constant-modulus constraints with (32), it is
concluded that the KKT conditions of problem(P) hold.

The Proposition 2 demonstrates that the solution solved by
the ISA algorithm satisfies the KKT conditions. Although the
global optimal solution cannot be guaranteed due to inherent
characteristics of the non-convex problem, the KKT conditions
guarantee the first-order necessary conditions for the solution
solved by ISA algorithm to be optimal.

On the other hand, the followingLemma 3 demonstrates the
relation between the optimal solutions of the original problem
(P) and the three subproblems(Q(n)

i , i = 1, 2, 3).
Lemma 3: Let {FR∗

1 ,WR∗

,FR∗

2} is a local minimizer
of the original problem(P). If Re(B

(n)
1 f̂R1) = 1 and

Re(B
(n)
2 f̂R2) = 1, then WR∗

, fR
∗

1 , fR
∗

2 are the global
minimizers of(Q(n)

1 ), (Q(n)
2 ), and(Q(n)

3 ), respectively.
Proof: See the detailed proof in Appendix C.

The Lemma 3 implies that the global optimal solutions of
(Q(n)

i , i = 1, 2, 3) are the necessary conditions for the optimal
solution of the original problem(P).

According to Proposition 2 and Lemma 3, we can see
that the proposed ISA algorithm guarantees the theoretically
necessary conditions for the optimal solution to the original
problem(P).

F. Complexity Analysis of the Proposed ISA Algorithm

Since the dimension of the analog precoder and combiner
MR is much larger than that of the digital precoderK, the
complexity of the proposed algorithm is dominated by the
analog precoder and combiner4 .

For the sub-connected structure, the quadratic subproblems
(Q̃2) and (Q̃3) have2MR real variables, and the number of
iterations is upper bounded byO(

√
2MRlog(1/ǫ1)), where

ǫ1 is the accuracy parameter [29]. Therefore, the overall
complexity of the ISA algorithm for each external iteration
is O(2(2MR)2.5log(1/ǫ1))).

It can be observed that by solving(
˜Q(n)
2 ) and(

˜Q(n)
3 ) instead

of solving (13) and (17), the dimension of variables can be
reduced fromCMR×K to R2MR×1.

4To further reduce the computational complexity of the hybrid precoding
algorithm, the mmWave channel characteristics can be exploited, e.g., the
analog precoding can be designed by exploiting the mmWave channels
characteristics, and then the digital precoding design is as same as (24).
The detailed mathematical analysis and explanation is omitted due to space
constraints.
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For the full-connected structure, the quadratic subproblems
of analog precoder and combiner have2KMR real vari-
ables, and the number of iterations is upper bounded by
O(

√
2KMRlog(1/ǫ2)), whereǫ2 is the accuracy parameter.

Therefore, the overall complexity of the ISA algorithm for
each external iteration isO(2(2KMR)2.5log(1/ǫ2))).

It can be seen that the complexity of the ISA algorithm
for sub-connected structure is much less than that for the full-
connected one, which indicates that the ISA algorithm is more
applicable for the sub-connected structure.

V. NUMERICAL SIMULATION

In this section, we present numerical results of the pro-
posed relay hybrid precoding design in mmWave massive
MIMO systems. For simplicity, we assume that the number
of antennas connected to each RF chain is the same, i.e.,
MR

k = MR/K, (k = 1, 2, · · · ,K). The number of antennas at
the source and destination are set asMS = 64 andMD = 32.
The noise variance isσ2

r = 1, and the SNR is defined as
SNR , PR

σ2
r

. The factorǫ andǫin in Algorithm 1 is setting as
ǫ = 10−4 andǫin = 10−4 [31]. We adopt the mmWave channel
model in (1a). The propagation lossαℓ andγℓ in the channels
H andG obeys the Rician distribution, where the factorκ is
set to be 13.2 according to the practical measurements [23].

It is worth noting that we focus on the relay hybrid
precoding design in the paper. Since the full-digital precod-
ing and combining can achieve the best performance of the
mmWave system, the full-digital precoders and combiners are
the upper bound of the hybrid ones. Therefore, to illustrate the
performance of the proposed relay hybrid precoding design,
one of the important criteria is the gap between our proposed
hybrid precoding scheme and the joint source-relay-destination
full-digital precoding scheme. The reduced performance gap
demonstrates the superior performance of our proposed hybrid
precoding scheme. However, if the source, the relay, and the
destination are adopted by the hybrid precoding architectures,
the gap between the full-digital and the hybrid precoders will
be brought by the source, the relay, or the destination. In
this case, to demonstrate the performance of the proposed
hybrid precoding schemes, we assume that the source and
the destination employ the full-digital precoding, which are
realized by the algorithm in [32].

In our simulations, the sub-connected hybrid precoding
using the proposed ISA algorithm is compared with five
existing precoding schemes: 1) full-connected hybrid precod-
ing using MP algorithm [22]; 2) full-digital precoding [32],
which provides the performance upper bound; 3) full-analog
precoding [33], which provides the performance low bound; 4)
full-connected hybrid precoding using the algorithm in [12];
5) sub-connected hybrid precoding using the algorithm in [34].
Further, recalling that the proposed ISA algorithm can also be
used for the full-connected structure, which has been discussed
in Section IV-C, the performance of full-connected precoding
using the ISA algorithm is also provided for comparison. In
addition, to demonstrate the impact of the hybrid precoding at
the source, the relay and the destination, we compare the above
precoding schemes to the scheme with the hybrid precoding
at the source, the relay and the destination.
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Fig. 3. Sub-systems for the relay hybrid precoding system.
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Fig. 4. MSE comparison for different precoding schemes, where MR = 48,
K = 4, andLs = 2.

It shall be noted that the algorithms in [12] and [34] are pro-
posed for the hybrid precoding design in the single-hop MIMO
systems without relays. So it is not easy to directly compare
our work with them. To this end, we decompose our relay hy-
brid precoding system as two MIMO cascade sub-systems as
shown in Fig. 3. Accordingly, the digital precoderWR for the
hybrid precoding system is decomposed into two parts:WR1

and WR2 , with WR = WR2(WR1)H . Then the relay hy-
brid precoder can be expressed asFR2WR2(WR1 )H(FR1)H .
Without loss of generality, the relay hybrid precoder can also
be regarded as cascade of a receive hybrid precoderFR1WR1

and a transmit hybrid precoderFR2WR2 , both of which can
be solved by the hybrid precoding algorithms in [12] and [34].

A. MMSE Performance

Since our objective function is the MSE between the
transmitted signal and the received signal at the destination,
we compare the MSE performance of different precoding
schemes.

Fig. 4 compares the MSE performance of different precod-
ing schemes against SNR. It can be seen clearly that the MSE
performance of the full-connected hybrid precoding using the
ISA algorithm is close to that of the full-digital precoding.
For the full-connected structure, the proposed ISA algorithm
outperforms the MP algorithm [22], which demonstrates the
effectiveness of our proposed ISA algorithm. For the sub-
connected structure, the proposed ISA algorithms achieves the
MSE performance close to the full-digital precoding using
the MP algorithm, indicating that the proposed ISA algorith-
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Fig. 5. Achievable rate comparison for different precoding schemes, where
MR = 48, K = 4, andLs = 2.

m achieves a reasonable performance for the sub-connected
structure.

B. Achievable Rate Performance

The achievable rate and the MSE are two optimization
objectives for the precoding design problems. Both of them
have been widely investigated, such as [12], [34] for the
maximization of achievable rate problems and [35], [36] for
the minimization of MSE problems. To facilitate the solving of
the optimization problem, in this paper we choose to minimize
the MSE, since it is difficult to solve the maximization of the
achievable rate problem directly. In our paper, we first compare
the MSE performance. Then, due to the fact that the achievable
rate is a crucial criterion in the mmWave systems, we provide
simulations in terms of the achievable rate. The achievable rate
from the source to the destination is defined as:

R =
1

2
log2(1 + SNR),

where

SNR =
||(W̃D)HGHFR2WR(FR1)HHW̃S||F

σ2
r ||(W̃D)HGHFR2WR(FR1)H ||F + σ2

d||(W̃D)H ||F
.

Fig. 5 compares the achievable rate performance of differ-
ent precoding schemes against SNR. For the full-connected
structure, the proposed ISA algorithm outperforms the MP
algorithm, since MP algorithm does not guarantee the opti-
mality [21] [22]. We can find from Fig. 5 that the proposed
ISA algorithm also outperforms the algorithm in [12], since
the relay hybrid precoding system is decomposed into two
MIMO cascade sub-systems for the application of algorithm
in [12]. Furthermore, for the sub-connected structures, our
proposed ISA algorithm outperforms the precoding algorithm
in [34]. It can be seen that our proposed ISA algorithm
achieves good performance in both the full-connected and
sub-connected structures. Moreover, the achievable rate of the
full-connected hybrid precoding using the ISA algorithm is
close to that of the full-digital precoding, which demonstrates
the effectiveness of the proposed ISA algorithm. For the
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Fig. 7. Achievable rate comparison for full-connected hybrid precoding
schemes and the full-digital precoding, whereMR = 96.

sub-connected structure, the proposed ISA algorithms also
outperforms the full-analog precoding, which indicates that
the proposed ISA algorithm achieves a reasonable perfor-
mance for the sub-connected structure. Furthermore, it can
be seen clearly that the precoding scheme where the source
and the destination adopt the full-digital precoding and the
relay employs the hybrid one, outperforms the joint source-
relay-destination hybrid precoding scheme. This indicates that
the gap between the full-digital precoding and the hybrid
precoding may be affected by the source, the relay and the
destination.

Fig. 6 compares the achievable rate performance of different
precoding algorithms for different number of antennasMR

when the number of RF chainsK is fixed. As can be seen
from this figure, when the number of antennas at the relay
increases, the performance of different algorithms improves.
This is expected, as the antenna gain increases when the
number of antennas increases.

Fig. 7 plots the achievable rates achieved by different
precoding schemes when the number of data streamsLs is
different. It compares the full-connected precoding schemes
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Fig. 8. Achievable rate comparison for different precoding schemes, where
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using ISA algorithm and MP algorithm with the full-digital
precoding. It turns out that the ISA algorithm always outper-
forms the MP algorithm under different parameters. We find
that whenK = Ls = 2, the MP algorithm works poorly, while
the proposed ISA algorithm always obtains close performance
to the full-digital one.

Fig. 8 compares the achievable rate performance of different
precoding schemes against the number of RF chainsK. It
can be clearly found that the performance gap between the
full-digital precoding and other hybrid precoding schemes
decreases as the increasing number of RF chains. Specially,
when the number of RF chains is large enough, the full-
connected hybrid precoding using the proposed ISA algorithm
almost performs the same as the full-digital one. However, the
MP algorithm can not achieve such good performance even
with a sufficiently large number of RF chains. Furthermore, the
comparison between the two hybrid precoding structures using
the same ISA algorithm shows that the sub-connected structure
has to pay some unavoidable performance loss compared to
the full-connected one. In theory, to realize the full-digital
precoding, it is sufficient that the number of RF chains should
be greater than or equal to twice of the number of data streams,
i.e., K ≥ 2Ls. When the number of RF chains increases
from 1 to 2 (or 2 to 3), the achievable rate performance
improves a lot because larger dimensional digital precoding
is deployed. However, when the number of RF chains is
larger enough, the performance improvement achieved by the
digital precoding will saturate. Furthermore, when the number
of RF chains is larger enough (but still much less than the
number of antennas), the the hybrid precoding achieves very
close performance to the full-digital one. In this case, adding
further RF chains would increase the power consumption and
hardware complexity, with diminishing performance returns.

C. Power Efficiency Performance

As mentioned in Section I, the power consumption is a
key issue which should be considered for both the sub-
connected and full-connected hybrid precoding structures. In
this subsection, we aim at comparing the full-connected and
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Fig. 9. Energy Efficiency comparison for the sub-connected and the full-
connected hybrid precoding schemes using ISA algorithm, whereLs = 2,
MR = 48, andSNR = 0dB.
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with the sub-connected structure.

sub-connected structures using the proposed ISA algorithm in
terms of power efficiency [37].

Considering the hybrid precoding architecture at the relay,
the approximate power consumption models for the sub-
connected and the full-connected structures are shown in figs.
10 and 11, respectively. From these figures, we can see that in
the hybrid precoding architecture, the power consumed by five
blocks: a) the low noise amplifiers (LNA) on the receiver side;
b) the phase shifter on both receiver and transmitter sides; c)
the RF chains on both receiver and transmitter sides; d) the
base-band (BB) processor; e) the power amplifiers (PA) on the
transmitter side.

Based on the the above five blocks, the total power con-
sumptionPc in the relay hybrid precoding architecture can be
written as

Pc = PBB+2KPRF+MRPLNA+MRPPA+2NPSPPS, (33)

wherePBB is the power consumed by baseband processor, and
NPS is the number of phase shifters.PRF, PPA, PLNA, and
PPS are the power of each RF chain, the power of each low
noise amplifier, and the power of each power amplifier, the
power of each phase shifter, respectively.

Here we shall notice that for the full-connected and the sub-
connected structures, the number of phase shiftersNPS can be
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expressed as:

NPS =

{

KMR, full-connected,

MR, sub-connected.
(34)

Introducing (34) into (33), it can be seen that the full-
connected structure requires more phase shifters than the sub-
connected structure, which indicates that the power consumed
by the full-connected structure is larger than that of the sub-
connected structure.

To better compare the performance of the two hybrid
precoding structures, the power efficiencyη is defined as
the ratio between the achievable rateR and the total power
consumptionPc, which is expressed as follows:

η =
R

Pc

, (35)

where the unite ofη is bps/Hz/J.
In the following, we will simulate the power efficiency

performance of the hybrid precoding using the proposed
ISA algorithm in the sub-connected and the full-connected
structures.

Fig. 9 compares the power efficiency performance of
the sub-connected and the full-connected hybrid precoding
schemes using the proposed ISA algorithm. The simulation
parameters in (33) and (35) are set as follows:PBB = 10W,
PRF = 100mW, PPS = 10mW, andPLNA = PPA = 100mW
[38]. It can be see clearly that for the full-connected struc-
ture, the power efficiency will increase tremendously as the
increasing of the number of RF chainsK. While for the sub-
connected structure, the power efficiency remains almost stable
over different number of RF chainsK, due to the fact that
the number of phase shifters is independent of the number
of RF chainsK. On the other hand, as shown in Fig. 8,
the achievable rates achieved by the proposed ISA algorithm
in both the full-connected and sub-connected structures are
improved as the increasing of the number of RF chainsK.
Based on the above facts, the achievable rate increases with
more power consumption for the full-connected structure,
while it increases with the unchangeable power consumption
for the sub-connected structure.

D. Convergence Performance

Fig. 12 shows the convergence of the proposed ISA algo-
rithm in terms of MSE. We can find that the proposed ISA
algorithm always converges within a reasonable number of
iterations, regardless the number of antennas and the value of
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Fig. 12. Convergence of the proposed ISA algorithm.

TABLE I
COMPARISON OF DIFFERENT PARAMETERSǫ

External Accuracy
Parameter

Objective Value Iteration Number

ǫ = 10−1 0.0097 6
ǫ = 10−2 0.0056 17
ǫ = 10−4 0.0052 38
ǫ = 10−6 0.0051 61

SNR, which verifies the convergence of our proposed scheme.
In addition, the MSE decreases monotonically as the number
of iteration increases for different the number of antennas
and the value of SNR. Moreover, the MSE decreases as the
increasing of either the number of antennas or the value of
SNR, which is expected, as the diversity increases as the
increasing of the number of antennas.

As discussed above, the parametersǫ and ǫin determine
the external and internal iteration numbers of the proposed
algorithm. To demonstrate the impact of the parameters, we
compare the differentǫ with the same channelsH and G.
In this case, the original problems remain unchanged when
differentǫ is setting. Here, we focus on the comparison among
different parameterǫ in terms of objective value and the
external iteration number when the stop criterion is satisfied.

Table I shows the objective value and the iteration number
for different ǫ when the stop criterion is satisfied. From this
table, we can find that when the external accuracy parameter
ǫ is too large (such as10−1), the optimal solution cannot
be guaranteed. On the other hand, when theǫ is decreasing
from 10−4 to 10−6, the objective value decreases a little bit,
while the iteration number increases almost 2 times (from
38 to 61). As a conclusion, the external accuracy parameter
should be setting moderated to guarantee the convergence of
the proposed algorithm and the appropriate implementation
complexity.

E. Quantized Precoding Schemes

According to the proposed hybrid precoding design and
algorithm, each non-zero element of the analog precoders
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Fig. 13. MSE comparison for full-digital precoding, sub-connected precoding
via ISA algorithm, and different quantized precoding schemes, whereMR =
48, K = 4, andLs = 2.

FR1 andFR2 has continuous values in phases. However, in
practical implementation, the phase of each non-zero element
is chosen to be quantized due to practical adoption of phase
shifters. Therefore, we need to investigate the performance
of our proposed precoding scheme and ISA algorithm in this
realistic situations, i.e., phases of the non-zero elements of
FR1 andFR2 are quantized up toB bits. The phase of each
non-zero element ofFR1 and FR2 can thus be written as
φ̂ = (2πn̂)/(2B), wheren̂ is chosen according to

n̂ = arg min
n∈{0,1,··· ,2B−1}

|φ− 2πn

2B
|, (36)

whereφ is the unquantized phase ofFR1 or FR2 obtained
from the proposed ISA algorithm. Then the digital precoder
is computed with the quantized analog precoders.

Fig. 13 compares the MSE performance of the full-digital
precoding, the sub-connected precoding via ISA algorithm,
and the different quantized precoding schemes. In the quan-
tized precoding scheme, the phases of the non-zero elements of
FR1 andFR2 are quantized up toB bits. It can be see clearly
that the MSE decreases as the increasing of the quantization bit
B. It shall be noted that the power consumption and cost of the
phase shifter devise increase with increasing the quantization
bit B. Moreover, it can be seen that the benefits with the
quantization bitB saturate at higher values, indicating that
moderate-precision phase shifters are appropriate.

VI. CONCLUSIONS

In this paper, we have proposed the relay hybrid precoding
design for mmWave massive MIMO systems. The hybrid
precoding design is to minimize the MSE between the trans-
mitted symbols at the source and the received signals at
the destination. To solve this challenging hybrid precoding
design problem, an efficient ISA algorithm was proposed
for both the sub-connected structure and the full-connected
structure. This algorithm attains the high-approximate optimal
solution to the original hybrid precoding design problem. It
is theoretically proved that the ISA algorithm converges to

a KKT point of the original precoding problem. Simulation
results demonstrate that the proposed ISA algorithm achieves
superior performance in terms of achievable rate in both full-
connected and sub-connected structures. In the future, the
joint hybrid precoding design at the source, the relay, and the
destination can be studies based on the work in this paper.

APPENDIX A

HYBRID PRECODING DESIGNS AT THESOURCE AND THE

DESTINATION

In the mmWave systems, we consider that the source,
the relay, and the destination deploy the hybrid precoding
architectures. Specifically, the source is filtered by the digital
precoderWS and the analog precoderFS. Similarly, the
destination combining matrices areFD andWD, whereWD

is the digital combiner and theFD is the analog combiner. In
addition, the relay hybrid precoders are denoted byFR2 ,WR,
andFR1 as mentioned before.

Based on the hybrid precoders and combiners, the joint
design of the source-relay-destination hybrid beamforming
matrices can be formulated as maximizing the achievable rate
of the whole system, which can be written as:

R =
1

2
log2

(

1+

||(FDWD)HGHFR2WR(FR1)HHFSWS||F
σ2
r ||(FDWD)HGHFR2WR(FR1)H ||F + σ2

d||(FDWD)H ||F

)

.

(37)

Our goal is to design the precoders
(FS,WS,FR1 ,WR,FR2 ,FD,WD) by maximizing the
achievable rateR in (37). However, directly maximizing
(37) requires a joint optimization over the matrices
(FS,WS,FR1 ,WR,FR2 ,FD,WD), which leads to be
intractable global optimal solutions. To this end, we design
the source precoding at first, and then seek the relay and
destination precoders and combiners utilizing the optimized
source precoding results.

Source precoding design:To simplify transceiver design,
we temporarily seperate the joint source-relay-destination op-
timization problem and focus on the design of the source
precoder. Therefore, instead of maximizing the achievable rate,
the source precoder design problem can be formulated as
maximizing the mutual information over the mmWave channel
from the source to the relay:

I = log2

(

|I+HFSWSHH(FSWS)H |
)

. (38)

Here, we maximize the mutual information in (38) instead
of the achievable rate in (37), and we assume that the relay
and destination can perform near optimal decoding based on
the received signaly.

Relay and destination precoding designs:By using a linear
MMSE receiver, the joint relay and destination precoding can
be realized. The joint relay and destination precoding prob-
lem can be solved by alternating optimizing relay/destination
precoding with the other one being fixed.
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When the destination precoding is fixed, the relay precoding
design can be formulated as problem (10).

When the relay precoding is fixed, the destination precoding
design can be formulated as

min
W̃D

E

(

||s− y||22
)

. (39)

It shall be noted that the destination combining de-
sign (39) is the same as the receiver precoding design
in conventional MIMO system. To determine the precoders
(WS,FS,FD,WD), the conventional MP algorithm can be
applied to obtain the sub-optimal solutions [14].

APPENDIX B

PROOF OFLEMMA 1

The objective function of (10) can be rewritten as

E

(

||s− (ḠHFR2WR(FR1)HyR + n̄D)||22
)

= Tr(E[ssH ]− 2Re(E[s(yR)H ](ḠHFR2WR(FR1)H)H

+ ḠHFR2WR(FR1)HE[yR(yR)H ]FR1(FR2)H(WR)HḠ

+ σ̂2
dI), (40)

whereσ̂2
d = Tr(W̃D(W̃D)H)σ2

d.
By introducing a constant matrixW̃R , E[s(yR)H ]

E[yR(yR)H ]−1 in (11), the second term of (40) can be
reexpressed as

E[s(yR)H ](ḠHFR2WR(FR1)H)H

= W̃R
E[yR(yR)H ]FR1(WR)H(FR2)HḠ.

(41)

SinceTr
(
W̃RE[yR(yR)H ](W̃R1)H is a constant value, we

can formulate the problem (40) using the equation (41) as
follows

Tr
(
W̃R

E[yR(yR)H ](W̃R1)H

− 2Re(W̃R
E[yR(yR)H ]FR1(FR2 )H(WR)HḠ)

+ ḠHFR2WR(FR1)HE[yR(yR)H ]FR1(FR2)H(WR)HḠ

+ E[ssH ] + σ2
dI− W̃R

E[yR(yR)H ](W̃R)H
)

= ||W̃RR
1
2

yR − ḠHFR2WR(FR)HR
1
2

yR||2F + constant,

(42)

whereRyR , E[yR(yR)H ] is given in (11).
By subtracting the constant term, minimizing the problem

(42) is equivalent to solving the following minimization prob-
lem

min
FR1 ,WR,FR2

||W̃RR
1
2

yR − ḠHFR2WR(FR1)HR
1
2

yR ||2F.
(43)

APPENDIX C

PROOF OFLEMMA 3

Since {FR∗

1 ,WR∗

,FR∗

2} is a local minimizer of the o-
riginal problem (P), any matrices{FR1 ,WR,FR2} who
is in the neighborhood of {FR∗

1 ,WR∗

,FR∗

2} satisfy
f(FR1 ,WR,FR2) ≥ f(FR∗

1 ,WR∗

,FR∗

2 ).
Then for fixedFR∗

1 andFR∗

2 , we havef(FR∗

1 ,WR,FR∗

2 ) ≥
f(FR∗

1 ,WR∗

,FR∗

2 )), which meansWR∗

is a local minimum

for (Q(n)
1 ). Since(Q(n)

1 ) is a convex problem, thenWR∗

is
the global minimizer. Similarly,fR

∗

1 and fR
∗

2 are the global
minimizers of(Q(n)

2 ) and (Q(n)
3 ), respectively.
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