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Abstract—In this study we investigated the novel application
of Principle Component Analysis (PCA) in order to reduce the
dimensionality of acoustic data. The acoustic data are recorded
by fibre optic distributed acoustic sensors which are attached
along 4000 (m) pipe with frequency of 10 (kHz) and for a period
of 24 hours. Data are collected from distributed acoustic sensors
are very large and we need to identify the area that contains the
most informative signals. The algorithm is applied to water, oil
and gas dataset. We aimed to form the smaller dataset which
preserves the pattern of original dataset but it is more efficient
and less expensive for further analysis. The result of this study
will lead to automation of multiphase flow pattern recognition
for oil and gas industry application.

Index Terms—Feature extraction, Principle component analy-
sis (PCA), Signal processing, Dimension reduction

I. INTRODUCTION

Monitoring in-well flow was a fundamental subject for
oil industry to manage the oil field. Flow surveillance can
help identify the region of unusual condition in the pipes to
optimise and maximise the oil production [1]. Furthermore,
effective flow monitoring results in low cost intervention
which means material cost savings are achievable by the oil
companies. Flow regime recognition techniques and devices
became even more desirable for oil and gas industries as the
they need to separate unprocessed multiphase flow materi-
als [2]. In addition, receiving real time flow information in
downhole flow for injection wells enables the changing of
the injection rate appropriately which improves the reservoir
life time and efficiency of oil producers. The other potential
applications are leak detection, monitoring the condition of
flow control devices in downhole and identifying the gas
breakthrough [3].

Many investigations performed and techniques developed
by experts to overcome the challenge exists to process oil
and gas data [4]. The ultrasonic techniques are one of the
popular methods for measuring the flow meter and to extract
the required information from the flow in the oil industry
[4]. These methods have the advantage of inexpensive, non-
invasive and robust although the signal needs to calibrate
before any measurement is taken. Artificial Neural Network
(ANN) is proposed as an alternative solution to overcome the
difficulties of prior methods because it improves the precision

of flow measurement and in some cases no pre-processing
is required [6], [7]. Ultrasonic attenuation data fed into the
neural network for training and learning the multiphase flow
pattern. In recent work [8] the use of Artificial Neural network
with dual energy fan-beam gamma-ray attenuation technique
increased the accuracy of oil, gas and water classification with
mean absolute error of less than 5.68% . They used radial basis
function to train the ANN and classify the flow regime by
selecting just four features. The methodology was developed to
recognise the pattern in gamma-ray pulse height distributions
using ANN to identify the flow regime in multiphase flow [9].
This method has also been developed using ANN to describe
the details of two phase flow regimes [10]. The network
trained by Levenberg-Marquardt algorithm is based on the
competing forces occurring within the multiphase flow. A
similar procedure was followed by another research group [11]
when they developed a new multiphase flow metering device
for real time multi phase flow classification.Their device used
multilayer Neural Network to process the signals which the
neural network trained by using the parameters in physical
models of multiphase fluid.

Although the few challenges for oil and gas processing
has been addressed by mainly developing new sensors and
applying Artificial Intelligence algorithms for pattern recog-
nition in multiphase flow, but these techniques have their
drawbacks. The sensors produce a lot of data, Big Data, which
is sometimes complex and requires an expensive storage and
process resources.

The big data complexity refers to its Volume, Variety, Verac-
ity and Velocity [12]. There are key challenges for processing
big data such as; data quality, data validation, data cleansing,
feature engineering, high dimensionality, data reduction, data
representation, distributed data sources, data sampling, real
time analysis, scalability of algorithms, data visualisation, par-
allel and distributed data processing, decision making and data
discovery. Therefore, the different methodologies developed to
handle the complexity of Big data depend on the application
[13]. The number of technique are increasing and the demand
for processing and storing Big Data arises Cloud computing,
quantum computing and bio-inspired computing are just a few
examples of these technologies [13], [14].
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TABLE I
THE PROPERTIES OF PIPES

Well Type Packer True Vertical Depth(m) Length Optical (m)
Oil 2600 3000
Gas 2700 3500

Water 2400 3200

Our data collection starts by running an optical fibre down
a well alongside a pipe carrying a fluid, and it is attached to
that pipe at several points. Then a laser pulse is sent down
the optical fibre and it reflects from non-uniformities in the
glas [5] from every point along the fibre. As the fluid mixture
travels through the pipe its motion is very turbulent and it
generates a noisy sound. This sound affects the light pulse so
that when it is received at the surface again, the sound can be
recorded from every depth as if it was an array of thousands
of microphones about a meter or less apart, all along the well
pipe over a distance of thousands of meters. The pipe acts like
an acoustic wave guide tending to guide sound waves up and
down the pipe. The sound is recorded continuously at each
microphone and this results in a very large amount of data
recorded each day, typically 48 Terabytes.

In this study the novel application of principle component
analysis is presented. The focus on this work is investigating
the effect of reducing the dimensionality of the acoustic data
prior to any other further analysis. The result of this study will
lead to the automation the multiphase flow pattern recognition
for oil and gas industry application.

II. EXPERIMENTAL DATA

The dataset was collected from distributed acoustic sensors
which attached along 4235 (m) of pipes with one meter apart.
Data is collected with 10 kHz spatial frequency from oil, water
and gas pipes. Table I provides the details of each pipeline such
as the length of optical fibre for each pipe [3]. The Packer
True Vertical Depth is the vertical distance from a final depth
to a point at the surface which is usually less than the optical
fibre length. The other parameters of the pipes such as their
diameter and pipe material are not considered in this study.
Also, the optical characteristics (single or multiphase optical
fibre), the position of the optical fibre and sensor’s parameters
are not included in this research.

III. METHODOLOGY AND RESULT

1) Principle Componet Analysis: Principle Component
Analysis (PCA) is an unsupervised technique which reduce
the dimensionality of data by finding the new variable that are
linear combination of the variable in the dataset. Therefore the
algorithm maximises the variance of uncorrelated variables
called principle components [15]. PCA simplifies the data
structure by selecting the significant data points [17]. In our
application we aim to find out which part of the data set
best describes the information so PCA reduces the dimension
of acoustic data. Fig. ?? shows three dimensional data with
distance and time in x and y axis respectively and acoustic
energy in z axis. Therefore, the PCA applied on our high

Fig. 1. Time vs distance data set.

dimensional dataset both with regards to distance and also with
regards to time. The first step in PCA algorithm to standardize
the original dataset by using Eq. 1.

X =
x− µ
σ

(1)

Fig. 2. Eigenvalues. The strenght of 4000 eigenvalues which each corre-
sponded with 4000 feature vectors is shown.

Where X , x, µ and σ are normalised signal, input signal,
mean of all data set and standard deviation of data set respec-
tively. This follows by calculating the Covariance matrix (Eq.
2) and finding the eigenvalues and eigenvectors of covariance
matrix by solving the Eq. 3. If the dataset is n dimension the
covariance matrix is n × n. The Eq. 2 shows the covariance
matrix for 2 dimensional data set [16].
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(a) Acoustic energy verces distance (water pipe)

(b) Variance of eigenvalue

Fig. 3. PCA result for water dataset with regards to distance. PCA applied to
water dataset to reduce the dimensionality with regards to distance (a). The
first fifty eigenvalues (b) plotted, however the eigenvelues are very small after
the 23rd one.

A =

[
V ar(X1) Cov(X1, X2)

Cov(X2, X1) V ar(X2)

]
(2)

Where A is the covariance matrix, X1 and X2 are dataset
belong to first and second dimension of dataset.

det(δI −A) = 0 (3)

Where A and I have the same dimension and I is an identity
matrix. The condition to solve the Eq. 3 is (δI − A)v = 0
where δ is eigenvalue and v is eigenvector. The larger eigen-
values related to more significant component of the data or
principle component. Therefore we can form our features
vector by choosing the number the principle component which
in our case we selected the first 50 (Eq. 4). The eigen values

(a) Acoustic energy vs time (water pipe)

(b) Variance of eigenvalue

Fig. 4. PCA result for water dataset with regards to time. PCA applied to
water dataset to reduce the dimensionality with regards to distance (a). The
first fifty eigenvalues (b) plotted, however the eigenvelues are very small after
the 20st one.

after 50 are very small, approximately zero, as it is evident in
Fig.2 and so these values are ignored.

FeatureV ector = (eig1, eig2, ..., eign) (4)

Where n is dataset dimension. The eigenvectors explain the
pattern of the data and it forms the feature vector (Eq.4). The
last step is using the feature vector to form the new dataset
(5). The transpose of the feature vector multiplies by transpose
of scaled data to achieve the lower dimension data.

NewDataset =

Transpose(FeatureV ector)× Transpose(ScaledData)
(5)

IEEE 3 | P a g e



Intelligent Systems Conference 2018
6-7 September 2018 | London, UK

The first dataset is from water pipe during 4000 (s) and
within 1000 (m), so the dimension of the data is 4000× 1000
as it is shown in Fig. 1. PCA is applied to this data set
with regards to distance to reduce the dimensionality whilst
preserving the features. After calculating the high dimensional
covariance matrix, we have 4000 eigenvalues and 4000 eigen
vector associated to those eigen value (Eq. 2). Matlab software
used for all the computation for this analysis. The same
procedure applied to oil and gas data set within the same
distance and during the same amount of time.

(a) Acoustic energy vs distance (oil pipe)

(b) Variance of eigenvalue

Fig. 5. PCA result for water dataset with regards to distance. PCA applied to
oil dataset to reduce the dimensionality with regards to distance (a). The first
fifty eigenvalues (b) plotted, however the eigenvelues are very small after the
20st one.

The result of applying PCA on water, oil and gas dataset
with regards to distance are shown in Fig.3 (b), Fig.5 (b) and
7 (b) respectively. The original data in all three cases (water in
Fig. 3 (a), oil in Fig.5 (a) and gas in Fig.7 (a)) has very large
dimension therefore, the first 50 largest eigenvector selected to
form the feature vector. However, after first 20 eigenvalues the

(a) Acoustic energy verces time (oil pipe)

(b) Variance of eigenvalue

Fig. 6. PCA result for water dataset with regards to time. PCA applied to
oil dataset to reduce the dimensionality with regards to distance (a). The first
fifty eigenvalues (b) plotted, however the eigenvelues are very small after the
20st one.

variance of eigenvalue become very small and close to zero (3
(b), Fig.5 (b) and 7 (b)). The result is slightly different when
PCA is applied to the datasets with regards to time as it can be
seen in Fig. 4 (b), Fig.6 (b) and 8 (b) in which there are non-
zero feature vectors even after first 30 eigenvalues. Looking at
the result of PCA on distance vector (Fig.3 (b), Fig.5 (b) and 7
(b)) and comparing with the result on time vectors (Fig.4 (b),
Fig.6 (b) and 8 (b)) we can see the variance of eigenvectors
in PCA with distance are higher than PCA with time.

IV. CONCLUSION

In this research Principal Component Analysis (PCA) is
applied on three high dimensional acoustic dataset which are
water, oil and gas to reduce the dimensionality of the high
volume data. PCA applied to each dataset with regards to
both distance and time by creating new uncorrelated variables
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(a) Acoustic energy verces distance (gas pipe)

(b) Variance of eigenvalue

Fig. 7. PCA result for gas dataset with regards to distance. PCA applied to
gas dataset to reduce the dimensionality with regards to distance (a). The first
fifty eigenvalues (b) plotted, however the eigenvelues are very small after the
20st one.

that successively maximize variance to form the feature vector.
Therefore the new dataset can be processed more efficiently,
faster and less expensive. The result of this study can be used
for further analysis and flow measurements in oil and gas
industry.
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(a) Acoustic energy verces time (gas pipe)

(b) Variance of eigenvalue

Fig. 8. PCA result for gas dataset with regards to time. PCA applied to gas
dataset to reduce the dimensionality with regards to distance (a). The first
fifty eigenvalues (b) plotted, however the eigenvelues are very small after the
20st one.
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