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Abstract

A strong correlation between the far-IR and HCN(1−0) line luminosities, known as the Gao–Solomon relation, has
been observed to hold over more than 10 orders of magnitude in the local universe. Departures from this relation at
redshifts 1.5 have been interpreted as evidence for increased dense gas star formation efficiency in luminous
galaxies during the period of peak of star formation in the history of the universe. We examine whether the offsets
from the relation can be explained by the hotter Cosmic Microwave Background (CMB) at high redshift, which,
due to a loss of contrast against the hotter background, reduces the observable molecular-line flux far more
significantly than the far-IR continuum bands. Simple line-of-sight modeling argues for highly significant
departures from the Gao–Solomon relation at high redshift for kinetic temperatures ∼15 K, while more complex
toy-galaxy models based on NGC 1068 suggest a much weaker effect with the galaxy integrated HCN line flux
falling by only 10% at z=3, within the intrinsic scatter of the relation. We conclude that, while the CMB is
unlikely to explain the deviations reported in the literature, it may introduce a second-order effect on the relation by
raising the low-luminosity end of the Gao–Solomon relation in cooler galaxies. A similar examination of the CO-
IR relation finds tantalizing signs of the CMB having a measurable effect on the integrated CO emission in high-
redshift galaxies, but these signs cannot be confirmed with the current data.
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1. Introduction

Studies have found the HCN(1−0) line emission from the
molecular medium in galaxies, which is thought to trace dense
molecular gas, to be very well correlated with the IR emission
(e.g., Solomon et al. 1992; Gao & Solomon 2004a, 2004b; Wu
et al. 2005, 2010; García-Burillo et al. 2012; Bigiel et al. 2015).
This correlation is most often expressed in terms of the
canonical Gao–Solomon luminosity relation between IR and
HCN(1−0) line luminosity: = ¢ +L Llog 0.99 log 2.90IR HCN
(units of Le and K km s−1 pc2), which was first derived from
integrated luminosities of nearby star-forming galaxies, from
normal disk galaxies to ultraluminous infrared galaxies
(ULIRGs), but subsequently shown to extend, without
modification, all the way down to individual star-forming
clumps in the Milky Way. This “universality,” spanning more
than 10 orders of magnitude in luminosity, was interpreted by
Wu et al. (2005) as evidence that the HCN emission in starburst
galaxies is well described by an optically thin ensemble of
Milky Way–like star-forming clumps of dense gas. This
interpretation is also consistent with 500 pc resolution
observations in the Antennae galaxies (Bigiel et al. 2015). In
this scenario, star formation in ULIRGs is fundamentally similar
to that in the Milky Way, but with many more star-forming
clumps, and therefore also a higher fraction of dense gas, but
importantly not a significantly shorter gas-depletion timescale
( ~t M SFRdepl dense ). This interpretation was further supported
by analyses of Herschel observations of the CO(5−4) through to
(13−12) transitions of normal star-forming galaxies, which show
linear trends with LFIR over 13 orders of magnitude, with only
0.2–0.3 dex of scatter (Liu et al. 2015; Kamenetzky et al. 2016).
Only ULIRGs show deviations from linearity for these high-J
transitions, owing to the significant contribution from mechan-
ical heating to the excitation of these lines (see the discussion in
Greve et al. 2014).

Extending the ¢–L LIR HCN relation to higher redshifts has
proven challenging due to the faintness of the HCN lines
(typically ∼5–10× fainter than CO). Both Gao et al. (2007) and
Riechers et al. (2007) found that extremely luminous galaxies
at high redshift (z∼2.7 and z=6.4 respectively) show a
deviation from the Gao–Solomon relation, lying about a factor
of 2 above the z=0 relation (see Greve et al. 2006). This
excess far-IR emission was interpreted as evidence that
luminous galaxies at high redshift are forming stars more
efficiently than their counterparts in the local universe, even
beyond the enhanced star formation efficiency (SFE) found in
local (ultra)luminous infrared galaxies by García-Burillo
et al. (2012).
A further complication arises from the increasing fraction of

active galactic nuclei (AGNs) with redshift (e.g., Eastman
et al. 2007). Since AGNs contribute more to the continuum
luminosity than to the HCN luminosity, they have the potential
to systematically offset galaxies from the Gao–Solomon
relation, especially in the most luminous galaxies. This should
be contrasted with the potential for AGN activity to induce star
formation, and the potential stimulation of HCN emission via
mid-IR pumping as well as chemical-abundance enhancement
of HCN by obscured AGNs (Kohno 2005; Lintott & Viti 2006;
Gaibler et al. 2012; Aalto et al. 2015; Imanishi et al. 2016;
Izumi et al. 2016).
While it seems that high-redshift galaxies tend to have higher

dense gas fractions (as indeed we see in local ULIRGs; Daddi
et al. 2010; Tacconi et al. 2010), due to the greater turbulence,
there is little and conflicting evidence beyond the offsets from
the Gao–Solomon relation to suggest that they have intrinsi-
cally higher dense gas star formation efficiencies (e.g., Combes
et al. 2013; Magdis et al. 2014).
In this paper, building upon the work of da Cunha et al.

(2013) and Tunnard & Greve (2016), we examine to what
extent the hitherto undiscussed effect of the Cosmic Microwave
Background (CMB) on the HCN(1−0) emission can account
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for the observed deviations in the ¢–L LFIR HCN relation at high
redshifts. Throughout this paper we discuss the line luminos-
ity,1 ¢ -( )LHCN 1 0 , which we abbreviate to ¢LHCN. For plotting, we
adopt cosmological parameters h=0.75, W = 0.3m , and
W = 0.7;vac the values of these parameters have no effect on
the conclusions of this work.

2. Modeling

We explore the effects of the rising CMB in two ways. First,
we examine the effect on single lines of sight. We then explore a
more complex model where we set up a toy model of the local
active galaxy NGC 1068 and push this model back to higher
redshifts. For much of the analysis in this paper, we use the
non-LTE molecular line radiative transfer code RADEX (van der
Tak et al. 2007) with collisional data from the Leiden Lambda
database, specifically HCN collisional rates (Dumouchel et al.
2010) and CO collisional rates (Yang et al. 2010).

In Section 2.3, we repeat the exploration of the effect of the
CMB on the correlation between the CO line luminosity and
the FIR luminosity. In this case, the lower excitation energy
and increased optical depth (due to abundance) of the CO(1−0)
line renders it potentially more susceptible to CMB effects.

2.1. Theory

The increasing temperature of the CMB with redshift can
significantly affect both the dust and molecular-line emission
from galaxies, especially at z>2 (e.g., da Cunha et al. 2013;
Narayanan & Krumholz 2014; Tunnard & Greve 2016; Zhang
et al. 2016). There are two key effects that come into play
depending upon the optical thickness of the line. In low optical-
depth regions, the CMB photons help pump the low-J
transitions when the energy of the CMB photons approaches
the excitation energy of the line. In higher optical-depth regions
the effect of the CMB on the line emission is negligible; instead
there is a significant loss of contrast due to the higher
temperature background, which does not propagate through the
line-emitting gas due to the high optical depth.

Photons from the background radiation field stimulate the
rotational excitation and de-excitation of the molecules, with
the greatest effect on the lowest levels, generally leading to an
overall increase in the excitation temperatures of the rotational
lines. In a low optical-depth environment the escape prob-
ability, β, (the probability for a given point within a cloud that a
photon escapes along a given line of sight, or equivalently the
probability that a photon from outside the cloud reaches the
point) is high. Most of the background radiation field passes
through the gas, and emission from the gas adds to the total
emission from the cloud and background. In this case, the
dominant effect is the CMB’s stimulation of the low-level lines.
The precise effect is non-trivial to calculate, due to the coupling
of the radiation field with the level populations. Nevertheless,
insight may be obtained by considering the effect of the
background field on the rate equation for the rotational level i.
Namely, the background introduces the additional term,

å b-
¹

( )( ) ( )B T B n B n , 1
j i

ji ji j ij i jibg

into the rate equation, where ( )B Tji bg is the background
radiation field with temperature Tbg at the frequency nji, Bji and

Bij are the Einstein coefficients and bji is the escape probability
at frequency nji. Using a two level system for clarity, this can
be expressed as
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One can then consider the limiting cases of this term. When
molecular excitation is low, the background radiation term
becomes negative, as molecules in level 1 are stimulated into
level 2 by the background photons. When the molecules are
highly excited, the exponential term tends to unity and the
effect of the background tends to zero. Notably, the stimulation
of the molecules by the background field will increase the
excitation temperature: hence the rate equations must be solved
iteratively.
When the cloud becomes optically thick the background can

no longer be seen through the cloud. In general, the observed
intensity is
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where Sν is the source function, which for the two level
molecular rotational system above can be expressed as
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(e.g., Equation (28) in da Cunha et al. 2013), and for a high
optical depth the observed intensity tends to n ( )B Tex21 , with the
background term tending to zero as all of the background field
is absorbed by the cloud. In this case, the emission from the
cloud at Tex is seen against a background at TCMB. Therefore, for
constant physical conditions, as redshift and TCMB increase, the
contrast –T Tex CMB falls, rendering the clouds harder to observe
and leading to an underestimate of the true emission if not
properly accounted for.

2.2. Single Lines of Sight: HCN

We investigate whether a hotter CMB can account for the
departure from the Gao–Solomon relation seen by Gao et al.
(2007) and Riechers et al. (2007). To this end, we take the
observed relation at z=0 and extrapolate to higher redshifts
assuming an average kinetic temperature, HCN abundance and
H2 density. Under the null hypothesis that there is no evolution
in the SFE with redshift the inherent HCN and FIR emission
will lie on the Gao–Solomon relation, with the redshift related
deviation being due to the CMB effects. Therefore, for a given
LFIR, we are assuming the same quantity of dense gas, but alter
its excitation and observability by increasing the CMB
temperature. This leads to an evolution of the Gao–Solomon
relation from its local universe form:

= ¢ +( ) ( ) ( )L Llog 0.99 log 2.90 510 FIR 10 HCN

(Gao & Solomon 2004b; Gao et al. 2007), to the form that
would be observed at redshift z:

= ¢ =
+
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where Tb is the line brightness temperature. We plot these
adjusted relations in Figure 1 for z=3, two different average
densities ( = ´n̄ 1 10H

4
2
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Jy km s 1 (Solomon et al. 1992).

2

The Astrophysical Journal, 849:37 (10pp), 2017 November 1 Tunnard & Greve



HCN abundance with respect to H2 of 2×10−8 and assuming
virialized gas ( =dv dr 2.7 km s−1 pc−1 and 8.5 km s−1 pc−1

respectively). These two values of the density were chosen as
the critical density of the HCN(1−0) lines is approximately
1×105 cm−3 (e.g., Greve et al. 2014), but the effective critical
density, when taking into account the potential for line
trapping, can be as low as ∼1×104 cm−3 (Shirley 2015). It
should be noted that both of these values are kinetic
temperature sensitive but that RADEX was used to calculate
the CMB affected brightness temperatures, which calculates the
level populations without assuming a critical density.

For local galaxies, Gao & Solomon (2004b) reported LIR, but
in later works (including Gao et al. 2007) it has become
conventional to use LFIR. Therefore, the local galaxies used in
this paper had to have LFIR recalculated; for this purpose, we
used the IRAS flux definition of LFIR from Sanders & Mirabel
(1996)2 and use the galaxy luminosity distances from Gao &
Solomon (2004b) for consistency and comparability with their
¢LHCN. The LFIR values for the high-redshift galaxies are taken

directly from Gao et al. (2007).
In Figure 2, we plot the =T Tz zb, b, 0 contours as a function of

redshift and kinetic temperature for the same parameters as
those used in Figure 1. These may be thought of as the
generalized correction factor surfaces for the vertical offset in
the Gao–Solomon relation due to the two CMB effects
discussed above. The contours show the expected rapid fall
to zero observability as the kinetic temperature of the gas
approaches that of the CMB, with a general trend toward
decreased observability with increasing redshift. The lower
density surface is much more strongly affected by the CMB as

the HCN in this gas is subthermally excited. Nevertheless, even
in the dense case, if the kinetic temperature of the gas is
approaching that of the CMB (as it indeed does in cold pre-
stellar GMCs), then the loss of contrast becomes very
significant.
Given that we are searching for a shift in observable HCN,

we must confirm that there is not also a compensating reduction
in LFIR. In Figure 3, we plot the observable fraction of the dust
brightness temperature against the CMB as a function of
redshift and observed wavelength for dust temperatures of 20
and 40 K. The surfaces are calculated following the discussion
and Equation (18) in da Cunha et al. (2013). The plots in
Figure 1 have not been adjusted to include this effect as it
depends on the method used to observe and calculate LFIR,
which varies for each galaxy. The dust in luminous high-
redshift galaxies is primarily at temperatures 30–50 K, more
closely represented by the 40 K surface than the 20 K.
Nevertheless, even for the 20 K case, at z=3 and an observing
wavelength of 1 mm the CMB only reduces the observed dust
temperature by 10%. For the much more realistic parameters of
40 K dust and an 850 μm measurement the reduction is less
than 0.5%, while for the galaxies shown in Figure 1 LFIR was
calculated using observations at 60 and 100 μm, where the
effect is less than 0.1%. Therefore, while care should be taken
to ensure that the CMB is not affecting the dust observations of
a specific galaxy, it is extremely unlikely to be having any
effect on the observations as a whole.
We note that using a naïve analytical approach to the loss of

contrast significantly overestimates the effect of the CMB. I.e.,
if one assumes high optical depth and that:

- -
= -

= =

= =

 ( )
( )

T T T T

T z T , 7
z z z z

z z

b, b, 0 CMB, CMB, 0

b, 0 CMB, 0

then one can significantly underestimate the observable HCN,
due to a combination of optical depth effects and the hotter

Figure 1. Effect of the CMB on the Gao–Solomon relation at z=3 for a range of kinetic temperatures with = ´n̄ 1 10H
4

2 cm−3 (left) and = ´n̄ 1 10H
5

2 cm−3

(right), calculated using RADEX. Data from Gao et al. (2007) and references therein: Beelen et al. (2006), Carilli et al. (2005), Solomon & Vanden Bout (2005), Wagg
et al. (2005), Egami et al. (2000), Riechers et al. (2006), Isaak et al. (2004), and Greve et al. (2006).

2 p= = ´ +m-
-[ { }]L L D C f f4 1.26 10 2.58LFIR 40 500 m

2 14
60 100 , where DL

is the luminosity distance in meters, and f60 and f100 are the respective IRAS
fluxes in jansky. C is a correction factor lying between 1.4 and 1.8; we adopt an
average value of 1.6 here as we are not actually fitting to the galaxies.
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CMB contributing to exciting the low-J lines. This is not an
issue in the current analysis as RADEX takes the incident
background radiation field and its propagation through the gas
column into account.

2.3. Single Lines of Sight: CO

So far in this paper we have focussed on the effect of the
CMB on the HCN(1−0) line. However, there is undoubtedly
also an effect on the CO lines (e.g., da Cunha et al. 2013). We
therefore repeated the previous analysis but for CO, assuming
an abundance of 5×10−5 with respect to H2. We use the
galaxies and data from Greve et al. (2014, and references
therein), while recalculating LFIR and ¢LCO to be consistent with
the definitions and cosmology used in this paper. The
40–500 μm FIR luminosities of the local (U)LIRGs and high-
redshift sources were calculated using the CIGALE SED fits
performed by Greve et al. (2014).3 In Greve et al. (2014), the
galaxies were carefully chosen to have well-sampled, and thus
well fitted, SEDs.

Fitting to all of the galaxies, using orthogonal distance regression
(ODR), we find =  ¢ +( ) ( ) ( )L Llog 1.04 0.04 log10 FIR 10 CO

( )1.5 0.4 , consistent with the results of Greve et al. (2014).
Note that when fitting only the z<1 galaxies with ODR, we
find =  ¢ + ( ) ( ) ( ) ( )L Llog 0.90 0.06 log 2.8 0.610 FIR 10 CO . This
relation was then adjusted for redshift in the same manner as
for HCN.

The results are shown in Figure 4. We find that the high-
redshift galaxies are indeed systematically offset from the
redshift-zero relation, consistent with a loss of emission from
cooler gas at high redshift.

Do high-redshift galaxies really form a separate “population”
in the ¢–L LFIR CO diagram? With the current data, we can make
no conclusive claims, but an examination of the ¢L LFIR CO ratio
finds values of 83±7, 95±12, and 140±27 for z<1,
1<z<2.5, and z>2.5 galaxies, respectively. Welch’s t-test
for the null hypothesis that the local and high-redshift galaxies
have the same mean ¢L LFIR CO ratio finds the two to be

inconsistent at the 2.6σ level (p-value=0.005).4 Therefore,
we find the evidence too weak to claim that the systematic
offset of the high-redshift galaxies is real, based on the present
data alone. The current analysis also cannot show conclusively
that a change in the ¢L LFIR CO ratio is not due to a luminosity
dependent effect. Nevertheless, the 1<z<2.5 and z>2.5
galaxies share similar LFIR, suggesting that if the offset is real
then the effect is consistent with redshift related effects
(including evolution). A confirmed offset could then be due
to CMB effects, strengthening the case for either significant
reservoirs of cold molecular gas in high-redshift galaxies,
which are undetectable with conventional, or for evolution of
the CO-IR relation has high redshifts. This is discussed further
in Section 3.

2.4. Galaxy Averaged Effects

The local active galaxy NGC 1068 has been extensively
studied and modeled, most recently by García-Burillo et al.
(2014) and Viti et al. (2014). Here, we use the physical
conditions from Viti et al. (2014), found by modeling the HCN
and CO line emission, to generate a toy model galaxy which we
then shift to higher redshifts. The toy model is based upon that
used in Tunnard & Greve (2016), and uses RADEX to generate
an optically thin ensemble5 of 104 putative clouds across
analytically defined temperature and density gradients, with the
clouds distributed radially according to an exponential profile
with scale length of 1.4 kpc. Note that while the ensemble is
optically thin there are no such restrictions on the emission
from the clouds themselves.
The toy galaxy is separated into two radial regimes: the

AGN dominated core out to r=400 pc followed by the
starbursting spiral arms out to r=1750 pc. Since we only

Figure 2. Contour plots of the ratio of the HCN(1−0) line brightness at the indicated redshift and at z=0 for given gas kinetic temperatures for = ´n̄ 1 10H
4

2 cm−3

(left) and = ´n̄ 1 10H
5

2 cm−3 (right), calculated using RADEX. Plotting against the kinetic temperature allows us to incorporate the effect of the CMB on the line
excitation temperature. The effect of the CMB is far less pronounced in the higher density plot, where the higher collisional excitation rate drives the line excitation
temperature closer to the kinetic temperature of the gas. In these plots, the CMB temperature at a given redshift is approximately equal to the 0.01 contour.

3 See http://demogas.astro.noa.gr/hercules_seds.htm and http://demogas.
astro.noa.gr/DSFGs_seds.htm.

4 That is to say, that if the means of the local and high-redshift galaxy
populations are in fact the same, and are both normally distributed, then with
the sample sizes we have there is a 0.5% chance of seeing a difference as great
or greater than we see here.
5 For example, the clouds are either nonoverlapping or kinematically
decoupled. We assume that the unresolved galaxy kinematics lead to a
Gaussian profile: we do not model the galaxy kinematics or otherwise include
them in the analysis.
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include the effects of the CMB in our model; i.e., we do not
consider the effects of cosmological dimming, the radii are
largely arbitrary. Over the AGN region, the kinetic temperature
falls linearly from 200 to 60 K, and then down to 40 K at the
edge of the starburst. Density falls linearly in log-space, over
the same radii as the kinetic temperature, from 106 cm−3 to
105 cm−3 and then 104 cm−3. Throughout we assume

= ´ -X 2 10HCN
8 and virialized gas.

To examine the effect in less active galaxies, we include a
cooler version of the model, which is identical but with kinetic
temperature pivot points of 100, 40, and 10 K. Note that in no
case is the kinetic temperature allowed to fall below the CMB
temperature at the model redshift.

We also run the models with CO. For the CO toy models, we
use the same physical parameters as for HCN (except for

= ´ -X 5 10HCN
5), but also add a diffuse CO field in the form

of an additional 104 clouds with = ´n 5 10H
2

2
cm−3

and =T 15K K.
The results of the models are shown in Figure 5, where we

plot the integrated galaxy line luminosities, relative to their
z=0 values, for the various models. We include in Figure 5
three comparison models with constant temperature and
density. These models have uniform temperatures of 50 K
and uniform densities of = ´n 1 10H

4
2

cm−3 and = ´n 1H2

105 cm−3 for HCN, and = ´n 1 10H
3

2 cm−3 for CO.
Importantly, these toy models allow us to begin to account

for variations in the physical parameters across the galaxies, as
opposed to assuming a constant temperature and density. This
approach avoids the potentially problematic assumption of a
constant gas density and temperature across the disk, which can
overestimate the effect of the CMB because the hot, dense
galactic nuclei are far less affected by the loss of contrast than
the cooler outer regions. Unsurprisingly, for CO, the biggest
effect is the assumption of a constant temperature, since for
reasonable column densities the line is approximately therma-
lized at densities as low as 1×103 cm−3, whereas HCN is
subthermally excited even at 1×104 cm−3. The effect of the
hotter central regions of the galaxy, whether they be heated by
an AGN, mechanical turbulence (as is the case for the Central
Molecular Zone in our own galaxy Ginsburg et al. 2015), or a

greater surface density of star formation, is important to
consider when trying to predict or interpret high-redshift
observations.

3. Discussion

We have shown that, to a lesser or greater extent, the loss of
contrast against the CMB with increasing redshift can lead to a
shift in the Gao–Solomon relation upwards, increasing the
logarithmic intercept. This shift applies whatever the intrinsic
trend may be, whether it is super linear, bi-modal or indeed if
there is no change in the intrinsic relation (García-Burillo et al.
2012; Usero et al. 2015). These results complements the
findings of Lintott & Viti (2006) who argued that the apparent
HCN deficit in high-redshift galaxies might be due to
metallicity evolution; i.e., suggesting that there is no intrinsic
evolution in the Gao–Solomon relation with redshift. Never-
theless, the CMB effects do not appear to be significant in
galaxies at least as active as NGC 1068, requiring cooler or less
dense gas to be prevalent in order to exceed the natural scatter
in the relationship.
Interestingly, this could lead to a second-order effect on the

Gao–Solomon relation at high redshifts: if more luminous
galaxies are, on average, denser and warmer than less luminous
galaxies, then as redshift increases there will be a gradual
shifting of not only the intercept but also the gradient of the
Gao–Solomon relation, i.e., if there is no inherent evolution of
the Gao–Solomon relation with redshift then we should
observe the gradient decreasing and the intercept increasing
due to redshift related effects alone. Unfortunately, this
prediction is extremely challenging to test as it requires a
statistically significant sampling of less luminous galaxies at
high redshift; an observationally unachievable aim at the
current time.
The reduced observability of molecular lines at high redshift

has further implications, and when considering an entire galaxy
there is the additional complication of variations in density and
temperature throughout and across a galaxy. Therefore, if a
significant fraction of the HCN emission in a galaxy originates
from cool gas near the effective critical density, with a core of
much denser gas near the galactic center (reminiscent of the

Figure 3. Contour plots of the observable fraction of the dust as functions of redshift and the observed wavelength, for a dust temperature of 20 K (left) and 40 K
(right). Contour levels are indicated in the plots. The contours are calculated using Equation (18) from da Cunha et al. (2013; see also their Figure 3), and indicate the
difference between the intrinsic dust brightness temperature and that of the CMB, normalized by that intrinsic dust brightness temperature.
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Central Molecular Zone in the Milky Way) this can lead to
large fractions of the gas being lost against the CMB.
Furthermore, if there is a radial density profile across the
galaxy, with the average density at the outer edges much lower
than the center, this will inevitably bias size measurements with
the edges much harder to distinguish from the CMB. This
would also likely lead to an artificially high SFE being
observed toward the edges of high-redshift galaxies in future
resolved studies. The local observations of Gao & Solomon
(2004b), Wu et al. (2010), and Kepley et al. (2014) found that
for resolved galaxies the ¢L LFIR HCN ratio increases toward the

galactic centers, probably due to increased SFE (Leroy
et al. 2013), suggesting that at high redshifts the loss of the
outskirts is very possible. This last point is currently
controversial with the exact opposite trend seen by Usero
et al. (2015) and Bigiel et al. (2016), who found that the

¢L LIR HCN ratio decreases toward the centers of local galaxies.
In particular, Bigiel et al. (2016) found evidence suggesting
that star formation does not care for the total density but rather
the local density contrast.
A more general but related side note is that the increasing

CMB will bias molecular gas detections toward hotter gas. This

Figure 4. Effect of the CMB on the ¢–L LFIR CO relation at z=3 for a range of kinetic temperatures with = ´n̄ 1 10H
2

2 cm−2 (left), = ´n̄ 1 10H
3

2 cm−3 (right), and
= ´n̄ 1 10H

4
2 cm−3 (bottom) calculated using RADEX. Data are recalculated from Greve et al. (2014) to use LFIR as defined in the rest of this paper over the range of

40–500 μm. We fit only the z<1 galaxies with orthogonal distance regression (ODR), and find =  ¢ + ( ) ( ) ( ) ( )L Llog 0.90 0.06 log 2.8 0.610 FIR 10 CO and is shown
by the solid line. The 3σ uncertainty in the ODR fit is indicated by the gray-shaded area. The high-redshift galaxies all appear to lie consistently above the z=0
relation, consistent with the predicted CMB effects.
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is not a new result, but is important to keep in mind in the
coming decade as next generation instruments allow for more
regular observations of high-redshift molecular lines.

Some “observations” of HCN(1−0) at high redshift are
observations of HCN(2−1) or higher lines, which are then
converted to HCN(1−0) by making assumptions about the
excitation of the gas or using locally calibrated conversions.
Not only are these inherently uncertain, but they will be
affected by the CMB differently. For the HCN(2−1) line, we
show in the Appendix A that this effect is not significant over
the parameter space discussed for the single lines of sight, with
the fractional loss in HCN(2−1) brightness temperature closely
following that of HCN(1−0). The mid to high-J lines, however,
are far less significantly affected, although they are troubled by
potentially being biased by AGNs, especially the J=4−3 line
(Riechers et al. 2007; Imanishi et al. 2016; Izumi et al. 2016).

In Section 2.3, we used the data from Greve et al. (2014) to
explore the potential effect of the CMB on the CO emission in
high-redshift galaxies, and found tentative evidence of an offset
from the low-redshift relationship, consistent with the predicted
CMB effects, but insufficiently significant to make any firm
claims. Since the sample was selected to have secure SED fits
and CO(1−0) detections, it is small, with only 20 high-redshift
galaxies and 50 local galaxies. While the ¢L LFIR CO ratio does
imply that the high-redshift galaxies form a separate popula-
tion, consistent with CMB effects, the effect is too weak to be
confirmed. The offset also depends on the fitting to the local
(U)LIRGs: a visual inspection of Figure 4 might suggest that
the data would be better fitted if ULIRGs and high-redshift
galaxies were fitted together as one population, and the less
luminous galaxies fitted as a second. In this case, no redshift
related offset would be seen. Physically, this could be
motivated by the enhanced dense gas fractions in local
ULIRGs and high-redshift galaxies.

Recent, low-J, observations of CO in 17, z>2, star-forming
galaxies by Aravena et al. (2016) show no significant offset of
the high-redshift galaxies from local ULIRGs. This calls into
question the offset seen in Figure 4, suggesting that it may be
merely a sampling effect.

One possibility is that selection effects are leading to
galaxies with cooler dust being preferentially identified at high
redshift. For local galaxies, LFIR is calculated using the

IRAS60 μm and 100 μm fluxes, while for high-redshift
galaxies observations are usually in the region 850–870 μm
(rest frame ∼300 μm). Therefore, for a given bolometric
luminosity, there is a selection bias for galaxies with colder
dust. However, colder galaxies have a greater fraction of their
bolometric luminosity in the far-IR. This might explain why in
our Figure 4 we see the high-redshift galaxies as having an
excess of far-IR emission, with respect to local (U)LIRGs,
whereas Aravena et al. (2016), who plot total IR luminosity6 do
not see any offset above local ULIRGs. However, the high-
redshift galaxies in our sample are almost all ULIRGs or even
HLIRGs (hyper-luminous infrared galaxies), and as such are
expected to have dust as warm as, or even warmer than, the
local ULIRGs (e.g., Kovács et al. 2006). It is therefore unclear
whether the offset is simply due to random sampling, a
systematic bias stemming from dust temperature selection or is
a real effect, potentially due to the CMB. Of the three, we
consider random sampling to be the most likely culprit.
The toy galaxy models, which attempt to introduce a

description of the continuum of physical conditions present
within a galaxy, generate contributions from “clouds” with a
single density and temperature. The real effect of the CMB may
be greater or smaller than predicted here depending upon the
temperature, density, and abundance distributions within the
observed galaxy. Starburst heated gas and dust is usually cooler
and less dense than AGN heated gas (see, for example, the
resolved modeling of NGC 1068 in Viti et al. 2014), which
means that starburst galaxies are more susceptible to CMB
effects than those dominated by the activity of the central
AGN, while normal star-forming galaxies will be the most
seriously affected. Furthermore, the presence of an extensive
but relatively diffuse CO reservoir tracing ~ ´ –n 5 10 10H

2 3
2

cm−3 will be extremely hard to detect above z∼3 with the
observable flux falling to less than ∼0.3 at z=3 and ∼0.1 at
z=4 (see also Zhang et al. 2016), further biasing attempts to
trace molecular gas at these redshifts. Note that the addition of
similar diffuse clouds to the HCN toy model has no effect on
the integrated emission, as expected given the low column and
volume densities. On the other hand, cold and dense gas not yet
heated by protostars, not included in the toy models, could

Figure 5. Galaxy integrated line luminosities, relative to those at z=0, as functions of redshift for the toy models. Left: HCN(1−0). Right: CO(1−0). The loss of
contrast against the CMB is evident even for the NGC 1068 analogue. In both subplots the constant density model (CD) is also plotted in gray with crosses.

6 Total IR covers the range of 8–1000 μm.
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contribute significantly to the HCN emission at low redshift:
this gas would be much more susceptible to the increased CMB
at high redshift.

The toy-galaxy models show that it is important to consider
the effect of the CMB on the nonuniform temperatures and
densities in galaxies when extrapolating to higher redshift.
However, the strength of the effect is extremely sensitive to the
kinetic temperature, density, and optical depth of the gas, with
many reasonable conditions leading to negligible effects The
spatial distribution of the emission is far more sensitive to
nonuniformities in the kinetic temperature and density than the
galaxy integrated line emission, with the cooler and less dense
regions lost much more quickly than the hotter and denser
regions. The ideal solution to this problem is a suite of
SPH simulations with comprehensive chemical and radiative
transfer modeling for which the radiative transfer can be
calculated for a range of redshifts.

The CO toy-galaxy models include a diffuse layer of CO
emission spread throughout the disk. While this is reasonable in
the local universe, at high redshifts where UV fields may be
significantly enhanced with respect to local values the CO may
be efficiently photo-dissociated in low density regions. This
would exacerbate the loss of CO emission seen here.
Furthermore, the enhanced cosmic-ray rates, which may be
found in highly star-forming galaxies due to the increased
supernova rate are also capable of effectively dissociating CO,
further reducing the CO emission in the diffuse gas as well as
in the denser cores, which are UV shielded but transparent to
cosmic rays (Bisbas et al. 2015).

4. Conclusions

In this paper, we have described the hitherto unexplored
effect of the CMB on the Gao–Solomon relation with a
perspective on explaining the apparent offset observed in high-
redshift galaxies. This effect has been examined both for
representative single lines of sight and for toy-galaxy models
including a realistic range of physical conditions. While the
extent of the effect is strongly sensitive to the temperature and
density of the emitting gas there is a predicted systematic offset
at z=3 for all reasonable physical conditions, although for the
warm, dense gas associated with ongoing star formation this
effect is small and is much less than the scatter in the Gao–
Solomon relation.

The increasing significance of the CMB on the HCN(1−0)
line measurement in cooler galaxies may lead to further
variation in the observed Gao–Solomon relation. The cooler,
low-luminosity end of the relation may rise (being more
strongly affected by the CMB), leading to a sublinear slope.
However, if the Gao–Solomon relation is indeed due to galaxy
wide HCN and FIR emission from individual star-forming
cores then as the temperature of the cores is largely determined
by a (presumably universal) star formation process the kinetic
temperature of the emitting HCN will also be universal, even
between low-luminosity normal star-forming galaxies and
ULIRGs, and there would be no sublinear slope. On the other
hand, if there is substantial mechanical heating of HCN, as in
the galactic Central Molecular Zone, the effect may be
pronounced.

Extending the examination to CO, we found very tentative
signs of a potential offset from the local ¢–L LFIR CO relation in
high-redshift galaxies, consistent with the predicted CMB
effects. However, this offset was found to be too weak to be

statistically significant in the present data. Furthermore, the
offset is not seen in Aravena et al. (2016), suggesting that the
apparent offset in our data may simply be due to random
sampling.
While the effect of the CMB is unlikely to be important

when extending the Gao–Solomon relation to higher redshifts,
owing to it being less than the intrinsic scatter in the relation,
the effect may still be important for individual galaxies,
especially when resolved. By z=3, even the NGC 1068 model
lost 10% of the integrated flux, while the cooler model lost
more than 20%; in both cases, the flux is preferentially lost in
the cooler outer regions. This will have significant implications
for resolved dense gas studies at z2 unless it is properly
accounted for.
Radial temperature and density gradients in galaxies

combined with the CMB effects may lead to apparent radial
variations in the SFE in high-redshift galaxies, with the
suppression of the HCN line in cooler gas emulating an
enhanced SFE in the outer regions of galaxies.
Further study of the effect of the CMB on the observability

of galaxy integrated low-J line emission is essential, in
particular, a full suite of SPH model galaxies with chemical
modeling and radiative transfer would allow for a meaningful
exploration of the systematic effects of the CMB on unresolved
HCN(1−0) observations. The assumption of single “average”
densities and temperatures to represent a galaxy can have
significant effects on conclusions compared to more realistic
ranges of parameters.
This study demonstrates that a single unresolved line is

insufficient when observing at high redshift, as the additional
affect of the CMB enormously complicates the interpretation.
With the HCN(1−0) line alone it is impossible to distinguish
between a compact, hot galaxy where all of the dense
molecular gas is observed and an extended, cooler galaxy with
significant loss of observable emission against the hotter CMB,
a problem not found in the local universe or at other
wavelengths.

This research is supported by an STFC PhD studentship. T.R.G.
acknowledges support from an STFC Advanced Fellowship. We
thank the anonymous referee for their suggestions, which
improved the paper. This research has made use of the NASA/
IPAC Extragalactic Database (NED), which is operated by
the Jet Propulsion Laboratory, California Institute of Technology,
under contract with the National Aeronautics and Space
Administration.

Appendix A
Sensitivity to line transition

As was discussed in the main text, due to difficulties in
observing the highly redshifted HCN(1−0) line it is often
estimated from observations of higher transitions before
converting this (with implicit assumptions regarding excitation)
to the 1−0 line. While we do not explore the effects of the
assumptions here, we do assess how much weaker the effect of
the CMB on the 2−1 line is. The results are shown in Figure 6.
For the 2−1 line, there is no significant difference over the
parameter range explored for the single lines of sight. However,
for the galaxy integrated emission, the effects become much
more complicated due to partial stimulation of the line by the
CMB and excitation gradients across the galaxy. Nevertheless,
the line tends to be similarly affected (Tunnard & Greve 2016),

8

The Astrophysical Journal, 849:37 (10pp), 2017 November 1 Tunnard & Greve



and the stimulated emission is a small effect (Shirley 2015).
Higher J transitions will be much less affected by the CMB due
to the rapid fall off of the Blackbody spectrum with decreasing
wavelength, although attempts to use these lines as proxies for
the J=1−0 line are plagued by uncertainties in the excitation
of the gas, which render them extremely uncertain.

Appendix B
HCN-CO Ratios

Secondary to the discussion at hand but nevertheless
interesting is the question of whether and in what way the
CMB affects the ¢ ¢L LHCN CO ratio. This is harder to model
without full galaxy simulations due to the increased range of
possible parameters, and we do not investigate all possibilities
here. However, we plot in Figure 7 a selected sample of
conditions at z=3, adjusting the empirical relation found by
Gao & Solomon (2004b).

This very simple exploration does not include temperature
effects, in particular, different temperatures for the two species.
Furthermore, it does not take into account the structure and
density gradients present in real galaxies, which will introduce
additional, potentially significant, offsets. For example, see
Figure 6 in Viti et al. (2014), where the HCN(1−0)/CO(1−0)
ratio varies by a factor of 10 across NGC 1068. This makes the
problem of extrapolating to high redshifts far more complicated
than for a single species alone and requires careful modeling of
a galaxy to achieve reliable results.
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