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1 Introduction 

 
Evaluating the impact of complex whole-school interventions (CWSIs) is challenging. 
However, what evidence there is suggests that school leadership and other elements of 
whole-school contexts are important for pupilsô attainment (Leithwood et al., 2006), 
suggesting that interventions aimed at changing these have significant potential to 
improve pupil outcomes. Furthermore, strong leadership is likely important for the effective 
implementation of many interventions funded by the EEF since even class-level or 
targeted programmes are more likely to work best within supportive and effective settings.  
 
We therefore welcome the EEFôs commitment to exploring the issues inherent in 
evaluating CWSIs. Developing design and practice for evaluations of this type of 
intervention, focusing on the issues of complexity and managing change across a whole 
school, increases the scope of projects of which the EEF may confidently fund evaluations.  
 
In this document, we provide key messages for EEF evaluators on how to get the most out 
of evaluations of CWSIs, including considerations for both design and implementation. As 
far as possible, our suggestions aim to be practical steps that evaluators can implement 
immediately.  A number of issues, and points 13 and 14 below in particular, require either 
further investigation or decisions from the EEF. 

 
1.1 Using this document 
 
We suggest that all evaluators planning the evaluation of a CWSI read Section 2 (on the 
overall design) and Section 5 (on implementation and process evaluation). The most 

Defining Complex Whole-School Interventions (CWSIs) 
 
For the purposes of this document, we define a CWSI as an intervention that combines multiple 
components that interact with one another within a context and aims to produce change (Moore et al., 
2015). CWSIs may have many potential óactive ingredientsô (Oakley et al., 2006). Other elements of 
complexity may include measurement of a range of outcomes, or targeting different levels of the 
organisation. 
 
Rogers (2008) suggests that interventions designed to influence improvement in the whole school may 
be ócomplicatedô, with significant factors working in combination at different levels with variations 
dependent on context, or ócomplexô, which may involve órecursive causality (with reinforcing loops), 
disproportionate relationships (where at critical levels, a small change can make a big differenceða 
ñtipping pointò) and emergent outcomesô (p.29). It is worth noting that CWSIs are also likely to be 
complicated.  
 
Rogers (2008) suggests that evaluations of complex interventions must address these issues by 
collecting early evidence of small changes that can be tracked throughout implementation and allow the 
identification of ótipping pointsô where a small change can have a disproportionately large effect (p. 38), 
and by employing a flexible logic model that can be used to guide planning and implementation but also 
revised as plans change (p. 40).  
 
óSchool improvement by designô in the U.S.A. (Rowan et al., 2009), illustrated with examples of models 
funded through the Comprehensive School Reform (CSR) federal initiative from 1998 to 2007, took a 
similar approach to defining relevant interventions. Suitable interventions must be applicable across 
many schools, and might consist of curricular or pedagogical changes but, óequally important, these 
designs also frequently include blueprints for organizational practices that allow the core instructional 
parts of the design to be implemented faithfully and used effectively in schoolsô (p. 11). In addition, such 
programmes involve the application of an approach which has been designed by an external developer 
and with implementation and evaluation support. 
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useful parts beyond this will depend on the nature of the intervention, its expected logic 
model, and the design selected after consultation with the EEF and the project team. This 
document should be read alongside previous EEF guidance. For example, Section 5 does 
not replace the EEFôs guidance on implementation and process evaluation (Humphrey et 
al., 2016a) but rather highlights particularly important considerations in the context of 
evaluating CWSIs. 
 

¶ Section 2 discusses the overall design of the evaluation of CWSIs, including: 
o when to consider alternatives to randomised controlled trials (RCTs); and 
o the use of a multi-stage design approach. 

¶ Section 3 discusses designs of RCTs, including: 
o which are best suited for CWSIs,  
o highlighting other elements of RCT design with particular considerations 

when evaluating CWSIs.  

¶ Section 4 discusses the use of quasi-experimental designs (QEDs) for impact 
evaluation, focusing primarily on the potential for matched difference in differences 
evaluations, including: 

o planning a QED impact evaluation; 
o selecting QED approach; and 
o the analysis and reporting of a QED impact evaluation. 

¶ Section 5 discusses the use of iterative mixed-methods implementation and 
process evaluation (IPE) designs, in which RCTs and QEDs should be embedded 
to understand fully the impact of CWSIs, including:  

o the overall approach to IPE design for this kind of evaluation; and 
o particular considerations when developing a logic model and hypothesising 

and seeking to measure core components, moderators, and mediators. 

¶ Section 6 discusses measures to capture likely mediators to attainment 
relevant in CWSIs, including school leadership, for the purposes of evaluations of 
this type, providing examples of instruments and models that might be adapted for 
collecting standardised data.  

¶ Section 7 presents the potential for ódata availability-led evaluationsô as an 
alternative way of establishing an evaluation which reduces the costs and burden of 
testing while providing outcomes data from across a schoolôs age-range. 

 
At the beginning of each of the sections, we provide a more detailed breakdown of the 
content to guide the reader. Many of the sections refer to tools or further detail in 
appendices. In addition, a glossary of terms is included in Appendix 1. 
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Key Messages to consider for the evaluation of complex whole-school interventions (CWSIs) 
 
Designing evaluations of CWSIs 
1. The EEF should commission RCTs of CWSIs, where this is possible. In instances where this is not 

possible, it should consider QEDs instead. Where neither is possible, non-experimental 
evaluations may be useful to develop a better understanding of an early-stage programme to allow 
future RCTs or QEDs. 

2. One solution to the problem of not knowing the mechanisms and channels through which a CWSI 
might work in advance is to use multi-stage evaluation protocols, described in Section 2.2. 

3. Although they are not without their challenges, a parallel school-level cluster randomised 
controlled trial (cRCT) is the most robust and practical way of evaluating the effect of CWSIs. 

 
Using randomised controlled trials to evaluate CWSIs 
4. To capture the full effect of an intervention, evaluations of CWSIs are likely to be longer than most 

of the evaluations currently funded by the EEF. However, they must not be allowed to become 
longer than necessary. 

5. Longer trials are likely to be associated with higher rates of attrition and non-compliance. The 
length of the evaluation should be taken into consideration when estimating statistical power. 

6. Measures discussed in Section 3.2.2, such as building in real-time monitoring of process data to 
allow targeted support of at-risk schools, should be considered to increase retention of schools. 

7. Implementation and Process Evaluation (IPE) (discussed further in Section 5) should explore why 
pupils/teachers/schools drop out and whether this was related to the intervention. 

8. Project and evaluation teams should agree and implement a combined recruitment, 
communication, and engagement strategy during recruitment and into the period of 
implementation. This should include the elements discussed in Section 3.2.4. 

9. Use the checklist in Appendix 4 to ensure school readiness to participate in the intervention and 
evaluation. 

 
Using quasi-experimental designs to evaluate CWSIs 
10. Where it pursues a quasi-experimental approach to evaluation, the EEF should concentrate on 

planned evaluations, rather than ónaturalô experiments. This will guard against their use in settings 
where they are unlikely to produce credible estimates of impact. 

11. Analysis of QEDs should be carried out on an intention-to-treat (ITT) basis to maximise 
comparability with this approach for RCTs. 

12. To ensure there is clear identification of the analysis sample, the evaluation and project teams 
should agree a óquasi-randomisationô date at which the sample of intention-to-treat schools is 
finalised. 

13. We recommend that the EEF considers the use of a matched ódifference in differencesô design for 
future projects where RCTs are not feasible. It will not be suitable for all projects, nor is it the only 
possibility: the decision should be taken in conjunction with project and evaluation teams.  

14. We do not advocate one specific approach to matching but rather transparency about the 
approach used and ample robustness-checking of that approach (see below). 

15. Evaluators should test the robustness of their findings to making different decisions about the 
matching approach. We suggest that at least five robustness checks are pre-specified at the 
design stage and the results reported in the evaluation report. We should not have much 
confidence in findings that are fragile and strongly dependent on the specific method used. 

16. Use the principles identified in Box 4.1, such as being guided by theory and previous evidence, to 
select variables for inclusion in the matching model. It is especially important to ensure that 
matching variables could not have been affected by the treatment itself. 

17. Failure of common support undermines the comparability between treatment and matched 
comparison samples. It should be explored and, if necessary, imposed as part of analysis. 

18. Matching should be carried out blind to outcomes. To ensure this, best practice would be to carry 
out matching at a time roughly analogous to when randomisation would be carried out in an RCT.  

19. The matching process should be made as transparent as possible to ensure the credibility of 
findings and allow for replication. Recommended reporting requirements are outlined in Section 
4.3. 

20. Statistical inference in difference in differences analysis should be conducted in line with the 
principles highlighted by Brewer, Crossley and Joyce (2013).  

21. Balancing checks on observables, as currently reported for RCTs, should also be reported in this 
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setting. This should be done for, at a minimum, all characteristics on which schools have been 
matched.  

22. When using difference in differences, analysis of pre-treatment common trends in the outcome 
variable between the treated group and the matched sample should be reported. This should 
include both placebo tests of pre-treatment impact and graphical plots of pre-treatment trends in 
outcome variables among treatment and comparison groups.  

 
Implementation and process evaluation for CWSIs 

23. Use a multi-phase mixed methods IPE design to ensure findings are maximising the efficiency and 

accuracy of the evaluation. The order of the quantitative and qualitative data collection and 

analysis should be fully rationalised in the evaluation protocol. 

24. In some cases, there may be value to commissioning a follow-up IPE where there are unexpected 

results from the impact evaluation to help understand such results. 

25. The development of a model of the logical relationships between the core components, 
moderators, mediators, and outcomes of a programme is particularly important in the context of 
CWSIs. In line with Key Message 2, the logic model should not be a static product, rather it should 
be updated as part of a multi-stage evaluation protocol approach. 

26. Create a preferred set of potential moderators that the EEF requires evaluators to collect, 
potentially via a standardised method of data collection, from all schools participating in 
evaluations of CWSIs. 

27. Isolate moderators that influence implementation to a greater or lesser extent by creating óscalesô, 
hierarchies, or definitions. An example of a moderator ódashboardô that could be developed further 
as part of individual evaluations or for a standardised EEF approach is provided in Appendix 2. 

28. It is important to monitor mediators identified as important by the logic model throughout the 
evaluation. These should include elements such as teacher attitudes that go beyond tick-box 
measures of fidelity. Further suggestions on measurement are provided in Key Messages 30 and 
31. 

29. In the context of CWSIs, the IPE should pay particular attention to the importance of Reach, which 
should consider all persons potentially influenced by, or who could be influencing, the intervention. 

 
Measures to capture likely mediators relevant to CWSIs 
30. Evaluators should consider adaptation and re-use of the measures of mediators summarised in 

Appendix 8 in the IPE of CWSIs. 
31. Where possible, measures and data collection regarding mediating mechanisms should attempt to 

complement the types of self-assessment most schools conduct as a matter of course. 
Consultation with schools during recruitment may help to support this. 

 
Alternative approaches to attainment measurement 
32. At efficacy trial stage, a lower value is generally placed on external validity compared to costs 

(since there is generally less evidence of promise at this stage). During design, implementation 
teams should consider whether it is possible to make use of tests that are already administered in 
schools, carefully documenting all the drawbacks of doing so. 

33. Evaluators should consider testing a random sample of pupils from across the school to collect 
outcome measures. Samples of at least 30 pupils per school are unlikely to reduce statistical 
power much relative to whole-school testing. However, this restricts outcome measures to those 
suitable for use across the whole age range. Furthermore, the benefits in terms of reducing costs 
and burden of testing may not be as large as the reduced number of pupils tested would suggest.  
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2 Designing evaluations of complex whole-school interventions 

 
The evaluation of CWSIs will often require adaptation of one or more elements of the 
EEFôs usual approach to evaluation. This section lays out suggested changes to the 
underlying design of evaluations. This covers two main elements: 

¶ consideration of whether the most appropriate design is a randomised controlled 
trial, or whether the use of quasi-experimental and, possibly, non-experimental 
approaches to evaluation would be more appropriate; and 

¶ advocating use of a multi-stage design approach, typified by use of a multi-stage 
evaluation protocol, rather than the traditional single evaluation protocol. 

 
At the outset, it is worth highlighting that we consider RCTs the best way to estimate the 
unbiased causal impact of CWSIs, where they are feasible (which will be in many cases). 
However, inevitably, we discuss the alternatives rather more than usual EEF practice 
because the latter is covered by existing guidance. 
 
2.1 Experimental, quasi-experimental, and non-experimental evaluations 
 

We argue that the range of situations where an RCT is likely to be technically impossible is 
likely to be relatively small, as the technique is robust to a multitude of challenges. 
Nevertheless, when evaluating CWSIs there will be situations where RCTs are not 
desirable (in terms of not being the best way to answer the question at hand given 
budgetary constraints) or are simply not feasible.  
 
In general, it is likely to be the case that the more complex an environment is, the more 
complex an intervention is; and the longer the period over which the outcome is to be 
measured, the more challenging an RCT will be to run. This is not a hard and fast rule: we 
are aware of RCTs with long follow-up periods from the medical literature, however these 
seldom have both the complexity and whole organisation nature of the interventions we 
are considering here. 
 

 
In these cases, RCT designs, which function well with well-defined interventions, outcome 
measures, and timescales, are unlikely to sensibly serve the purpose of providing good 

Key Message 1: Use RCTs where possible but consider alternatives 
The EEF should commission RCTs of CWSIs where this is possible. Where not possible, it should 
consider QEDs instead. Where neither are possible, non-experimental evaluations may be useful to 
develop a better understanding of an early-stage programme to allow future RCTs or QEDs. 

Features of an intervention that suggest it is important to consider the feasibility of RCTs 
 
Å Intervention is such that it is likely to be difficult to recruit schools to be randomly allocated 

because it would require dramatic organisational changes at short notice (such as changes in 
staff deployment) depending on the outcome of the randomisation. 

Å Programmes requiring groups of schools to work together meaning that:  
o the sample required for an RCT to be sufficiently powered makes it unfeasibly expensive and 

difficult to manage; 
o it may not be feasible to expect schools formed into these groups before randomisation not to 

work together if allocated to the control group, preventing this from being a true óbusiness as 
usualô control. 

Å Intervention requires a lengthy period of implementation over which it will be difficult to preserve 
the integrity of a control group. 
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quality causal estimates of the effectiveness (or otherwise) of programmes. Such 
circumstances should be considered an exception to the rule in the work that the EEF 
funds, but will exist. 
 
In Figure 2.1, we outline: 

¶ key reasons why RCTs may not be feasible and when a QED alternative 
(discussed in detail in Section 3) should be considered; and 

¶ settings in which QEDs are also likely to face serious challenges in producing a 
credible impact estimate.  

 
The process of choosing the appropriate design for any given evaluation is not, and 
cannot be, a formulaic process. Although there may be a hierarchy in terms of óquality of 
designô in the EEFôs classification of the security of evaluation findings, there is not a 
hierarchy in terms of what will be possible: there may be interventions for which an RCT 
would be possible, but a QED would not. For example, a support programme for new 
school leaders could be randomly allocated but would be difficult to evaluate with a 
difference in differences QED due to being confounded with the change of leadership itself. 
As such, we do not provide hard and fast triggers for switching from an RCT to, say, a 
QED. Instead, we present the main challenges to successful implementation of each 
design to allow an assessment of the best design for each evaluation.  
 
Reasons for the infeasibility of an RCT or a QED for evaluations of certain CWSIs may 
well emerge from the commissioning process. However, this will not always be the case as 
issues may not emerge until the appointed evaluator is able to discuss the key elements of 
the intervention with the developer. If this is the case, it may be necessary for the 
evaluator and developer to work together on a desk-based or small-scale feasibility study 
in order to map out how the evaluation would proceed under either model, illuminating 
inherent problems that would otherwise not become evident until the launch of the 
evaluation. 
 
Where conducting an RCT or a QED presents serious challenges, it may still be 
productive for the EEF to commission non-experimental evaluation work. We recommend 
that this employs the principles for IPE outlined by Humphrey et al. (2016a) and developed 
for CWSIs in Section 4. In some ways, this is not new: the EEF has commissioned pilot 
studies since its inception. A key aim of such work should be to define the core 
components and active ingredients (see Section 4) that make the intervention work, vital 
to allow evaluation using RCTs or QEDs in future research. 
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Figure 2.1: Considering alternatives to randomised controlled trials 
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2.2 Evaluation protocols for complex whole-school interventions: multi-stage 
protocols 

 
2.1.1 The problem 
The use of pre-registered protocols for evaluations in education is, as in other fields, an 
increasingly recognised part of conducting rigorous research. Although analysis not 
specified in a protocol is not strictly prohibited by this process, it is treated as exploratory 
only. Importantly, findings emerging from exploratory analysis should not be treated as 
though they were the intended goal of an evaluation, and should ideally be verified using a 
separate evaluation in which these analyses are pre-specified and confirmatory. As such, 
it is generally recommended to capture and confirm the subgroups and theories in 
advance of commencing delivery and even randomisation (Humphrey et al., 2016a, p. 6). 

 
However, in the case of CWSIs, this purist method is unlikely to be practical. Conducting a 
second, perhaps five-year-long, study to confirm a finding from exploratory analysis would 
mean waiting perhaps 12 years from a study being initially commissioned to being able to 
talk confidently about its findings. As noted in our definition of CWSIs, emergence is an 
important aspect of complex interventions, which, Rogers (2008) argues, implies that 
óspecific outcomes, and the means to achieve them, emerge during implementation of an 
interventionô (p. 39). In this setting, this implies that it will be difficult to predict in advance 
which (if any) sub-groups, or outcomes, are likely to be particularly influenced by the 
intervention. Although for some interventions we might expect the effects to be particularly 
pronounced for maths or for English results, or for students from less affluent families, the 
interactions between a CWSI and its environment are likely to be more nuanced.  
 

At the very least, the number of hypotheses for the mechanism through which a CWSI 
works which are plausible ex ante is likely to be large. Pre-specifying many outcome 

The purpose and practice of protocols 
Protocols document in some detail the process of an evaluationðfrom recruitment, through to the 
implementation of an intervention, to its monitoring processes, data collection, and ultimately its 
analysis.  
 
Pre-registering an analytical strategy at the beginning of an evaluation, as well as having analysis and 
evaluation conducted by an independent third party, allows researchers to avoid the ógarden of forking 
pathsô, whereby analytical decisions are taken after data is collected, and so can be chosen based on 
which strategy confirms the researcherôs hypothesis.  
 
The EEF requires evaluators to publish a protocol before starting an evaluation, and a Statistical 
Analysis Plan within three months of the evaluation starting. These can be updated as the evaluation 
progresses, and any updates are published on the project page of the EEF website. 

Example of problems with a single-stage evaluation protocol for a CWSI  
Leadership interventions, for example, are likely to be affected by the personal characteristics of the 
headteacher involved, and that headteacherôs relationships with particular teachers. Where the 
headteacher is a maths teacher, for example, one might imagine an intervention having a more positive 
effect on maths grades than English grades, and vice-versa if an English teacher. Although this is both 
plausible and testable (by conducting a subgroup analysis that focuses on studentsô grades in the headôs 
own subject), it may be difficult to predict this relationship beforehand.  

Key Message 2: Multi-stage evaluation protocols 
One solution to the problem of not knowing the mechanisms and channels through which a CWSI might 
work in advance is to use multi-stage evaluation protocols. 
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measures or subgroups might be less problematic than deciding on them after the fact, but 
it is far from ideal. It would require potentially drastic corrections for multiple comparisons, 
such as those suggested by List et al. (2016), reducing the studyôs power and, thus, 
requiring far larger sample sizes to detect a given effect. 
 
2.2.1 Multi-stage evaluation protocols 
We suggest the use of multi-stage evaluation protocols to help alleviate this problem in the 
context of CWSIs while, importantly, preserving the principle of making analytical 
decisions before interacting with the data. These principles may be applied to RCTs (at 
both efficacy and effectiveness stages) and QED evaluations. They do not solve all the 
flexibility and design issues commonly raised by critics of such impact evaluation models, 
but can go some way to address concerns while preserving features of the design vital to 
its credibility. 
 
Under this model, the following process would be adopted: 

¶ An evaluation protocolðincluding description of the primary, full sample analysisð
is written and published as usual in advance of the evaluation launch. In line with 
good evaluation practice, the primary analysis should not be altered once it has 
been agreed. As such, this protocol remains the main document relating to the 
evaluation. However, it should state at its conclusion that a second-stage 
evaluation protocol will be published later, ideally giving a date. 

¶ At the end of the experimental period, the implementation and process evaluation 
(IPE; further discussion in Section 5) should be conducted and analysed ï certainly 
before impact analysis is conducted and, ideally, before the quantitative data for 
this analysis are even available to evaluators. If designed and conducted well, the 
IPE should provide insight into the mechanisms and channels through which the 
intervention is working in a way that was not possible before the evaluation.  

¶ The findings from the IPE are then used to form hypotheses testable using the 
quantitative data for impact analysis. This should be written up and published as 
the second-stage protocol. This can also reflect any changes to the evaluation that 
occurred due to its duration or complexity. 

 
Figure 4.4 outlines the ongoing reflection and evaluation required in preparation for writing 
the second protocol, which should:  

¶ start with the logic model1 outlined at the evaluation design stage; 

¶ draw on emerging findings from the IPE to provide evidence for, or contradict, the 
logic model outlined at the design stage to refine the approach; and 

¶ work chronologically through the logic model, assessingð 
o the core components and active ingredients, 
o the moderators, and 
o the mediators. 

 
Some elements, such as how well the intervention is implemented, will be assessed 
throughout the process. 

                                                        
1
 To be consistent with the approach taken by Humphrey et al. (2013) we use the terms logic model and 

theory of change interchangeably, although we are aware of some differences in the literature, but generally 
use the term logic model for consistency.  
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Figure 2.2: Model for developing multi-stage evaluation protocol-based evaluation 
of a complex whole-school intervention  
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We suggest organising reflection sessions at points throughout implementation (for 
example every 6 months) where members of the evaluation team meet and reflect on 
(using the logical flow outlined in Figure 2.3): 

¶ how theory (core components, mediators and moderators) is reflected in practice, 
and where it is different; and 

¶ how the logic model was envisaged at design stage, and if and how it should be 
updated to reflect changes observed as the evaluation proceeds.  

 
Figure 2.3: Logical flow in a multi-stage protocol evaluation 

 
 
The methods and approach outlined require a significant amount of work which will need 
to be resourced appropriately. It is also essential to outline the importance of these 
methods to schools in order that they understand the data óaskô from the evaluation team. 
 
We include an example outline of the first stage of a multi-stage evaluation protocol in 
Appendix 2.  
 
  

Follow-up IPE (see Section 5.1.2)  
As shown in Stage 4 of Figure 2.2, this ongoing reflection and refinement process can provide the basis 
for commissioning a follow-up IPE in the event of an unexpected result from the impact evaluation, 
although this is less likely to occur if multi-stage evaluation is adopted. This is discussed further in 
Section 5.1.2. 
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3  Using randomised controlled trials to evaluate complex whole-school 
interventions 

 
In this section: 

¶ we assess the challenges of using RCTs for evaluating CWSIs and, in light of this, 
consider ways in which a standard RCT could or should be modified to suit CWSIs; 

¶ we describe the situations in which a standard, parallel RCTðeither individually or 
cluster randomisedðmight be appropriate for evaluating a CWSI; and 

¶ we describe challenges to the validity of RCTs that are raised by using them to 
evaluate CWSIs, and describe mitigating actions. 

 
3.1 RCT design 

 
We outline the advantages and disadvantages of different designs in Table 3.1. 
Individually randomised trials are fairly rare in education and are only suited to very simple 
interventions where spillover between individual participants (also known as óinterferenceô 
or violation of the Stable Unit Treatment Value Assumption, SUTVA) is either impossible 
or highly unlikely. In the case of CWSIs, it is impossible to conduct randomisation at this 
level: it is not practically feasible to randomise at a level lower than that at which the 
intervention is to be delivered, and so a CWSI needs to be randomly assigned to entire 
schools at a time.  
 
Where individual randomisation is not possible, the most straightforward design is a 
parallel cluster randomised controlled trial (cRCT). This has the advantage of preventing 
spillovers between treated and control participants in the same school, and can be easier 
to implement. There are, though, substantial consequences for statistical power: 
compared to individually randomised trials: trials with a higher level of randomisation 
require many more individual participants in order to achieve a robust estimate. 
 
Table 3.1: Advantages and disadvantages of RCT designs applied to the evaluation 
of CWSIs 
 

Design Advantages  Disadvantages  

Individual 
randomisation 

¶ Can be well-powered with 
small numbers of 
participants. 

¶ Analysis straightforward 
and transparent. 

¶ Only suitable for simple 
interventions delivered to 
individuals where spillover 
between these individuals is 
impossible. Therefore, 
unsuited to evaluation of 
CWSIs. 
 

Class-level cluster 
randomisation 

¶ Requires fewer participants 
for equivalent power than 
school RCTs. 

¶ School-level covariates are 
balanced between 
treatment and control 

¶ Only suitable for 
interventions delivered to 
classes with low risk of 
spillover between classes 
and therefore unsuited to 
CWSIs. 

Key Message 3: Use parallel school-level cluster RCTs 
Although they are not without their challenges, a parallel school-level cluster randomised controlled trial 
(cRCT) is the most robust and practical way of evaluating the effect of CWSIs. 
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¶ Lower risk of school attrition 
as all schools receive 
treatment. 

¶ Requires larger numbers of 
schools to achieve the 
same level of statistical 
power than is the case with 
individual randomisation 
designs. 

School-level cluster 
randomisation 

¶ Suited to an intervention 
where the delivery unit is 
the school. 

¶ Low risk of spillover 
between treatment and 
control schools. 
 

¶ Large number of schools 
(and therefore pupils) 
required for sufficient 
power. 

¶ High risk of attrition of 
control schools. 

Stepped-wedge 
design 

¶ Discourages attrition as all 
schools are treated. 

¶ Analysis is more complex 

¶ Could only be rolled out in 
steps of several years 
(depending upon the length 
of time expected to see 
outcomes) due to the 
whole-school nature of 
implementation. 

¶ In some applications there 
is a lack of concealment in 
that schools or units that 
know they will be denied 
access to the intervention 
for a period of time adjust 
their behaviour in the 
intervening period in 
anticipation of programme 
entry, thus biasing their 
status with regard to control 
conditions. 

Cross-over design ¶ Discourages attrition as all 
schools are treated. 

¶ Suited for short, discrete 
interventions. 

¶ Unsuited to the evaluation 
of CWSIs because these 
cannot generally be 
óstoppedô. 
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Figure 3.1: Process of a cluster randomised controlled trial 

 
 

Cluster Randomised Controlled Trials (cRCTs) 
In a cRCT, groups (or clusters) of participants are assigned together, and at random, to either a control 
condition or to one or more treatment groups.  
 
In education, the two most common forms of clusters are the classroomðwhich may be appropriate in 
multi-form-entry primary schools, or in secondary schools where students are largely or entirely taught in 
the same groupsðor the whole school.  
 
In a cRCT, all schools have the same probability of being assigned to a given condition, and that 
assignment is independent of the assignment of other schools. For all participants within a school, 
however, the assignment of a given student predicts exactly the assignment of all other students in their 
school. 
 
Figure 3.1, below, runs through the process of a cRCT. 
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3.2: Mitigating risks to RCT validity when evaluating complex whole-school 
interventions 
 
Attrition, of pupils or schools, is a potential risk to the validity of all evaluations. This is 
discussed in existing EEF guidance. However, the risks may be particularly acute in the 
case of CWSIs because of: 

¶ the increased length of evaluations; and 

¶ the all-encompassing, and hence burdensome, nature of whole-school 
interventions. 

 
This discussion focuses on the issue of school-level attrition based on the EEFôs existing 
guidance (Education Endowment Foundation, 2013), experience with previous RCTs, and 
the particularly large implications for validity and statistical power. Nevertheless, it is 
important to consider issues of differential pupil attrition and potential crossover using 
existing guidance. 
 
3.2.1 Considering the appropriate trial length 

 
It is a feature of CWSIs that they may take longer to óbed inô than simple interventions. 
However, a longer trial to capture thisðfor example a five-year-long trial (which would 
allow students who began a secondary school at the start of the trial to complete their 
GCSEs)ðis more likely to suffer from substantial attrition and non-compliance. If an effect 
takes time to build, but the available sample gradually shrinks, there is a trade-off between 
treatment effects on the treated and the sample available to analyse. In the case of CWSIs, 
the former is likely to need to take primacy.  
 
As such, evaluations of CWSIs are likely to be among the longest evaluations funded by 
the EEF. We envisage evaluations that could approach, or even exceed, five years in 
duration from setup to outcome measurement. As noted in Section 2, this is a key reason 
for the consideration of QED evaluations, rather than RCTs, because of the difficulty in 
maintaining a control group over this extended period. 
 
Nevertheless, it is important to prevent this from going beyond what is necessary. Even if 
a QED impact evaluation is adopted, longer evaluations increase risk because of the 
increasing risk of non-compliance by treated schools the longer the evaluation goes on.  
 
3.2.2 Attrition from an intervention 

Key Message 6: Adopt measures to increase retention 
Measures discussed in Section 3.2.2 should be considered to increase retention of schools. 

Key Message 7: Investigate attrition as part of the IPE 
The IPE (discussed further in Section 5) should explore why pupils/teachers/schools drop out and whether 
this was related to the intervention. 

Key Message 4: Ensure evaluation is long enough to capture effects 
To capture the full effect of an intervention, evaluations of CWSIs are likely to be longer than most of the 
evaluations currently funded by the EEF. However, they must not be allowed to become longer than 
necessary. 

Key Message 5: Consider implications of trial length for statistical power 
Longer trials are likely to be associated with higher rates of attrition and non-compliance. The length of the 
evaluation should be taken into consideration when estimating statistical power. 
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Attrition from an intervention can occur either before the trial or at any point during it. If it is 
not accompanied by attrition from data collection, it does not directly threaten the internal 
validity of the trial but does make it less likely that we will observe a significant treatment 
effect. 
 
Before the intervention delivery starts, attrition is most likely to occur because schools lose 
interest. This is a particular risk if long lead-in times are required for recruitment and set-up. 
Losing schools during this period clearly poses issues for the project (including for 
statistical power and external validity) but, if it occurs prior to randomisation, does not 
directly pose a risk to the trialôs internal validity. Furthermore, using this period productively 
to ensure schools are fully committed to the project and aware of the requirements of the 
evaluation can help to reduce the risk of attrition once the intervention delivery begins. 
This is particularly important in the case of CWSIs, given the particularly large commitment 
required to participate fully. 
 
Throughout the trial, schools may cease the treatment due to a loss of enthusiasm among 
staff, key members of staff supporting an intervention leaving, or new teachers arriving 
and not being trained. Attrition from treatment might be avoided by using process 
monitoring data in real time, or close to real time, to determine which schools are dropping 
off from treatment. Specifically, if there are materials that need to be accessed regularly 
for treatment, then project teams can monitor which schools are, or are not, logging onto 
the resource website, and proactively reach out to the latter to offer support or refresher 
training courses. 
 
We recommend considering the following measures to increase retention: 

¶ allow longer lead-in times for on-boarding schools, perhaps as much as six to nine 
months before trial launch; 

¶ plan a recruitment, communication, and engagement strategy to mitigate the risk of 
long lead times (see below); and 

¶ if possible, build in real-time monitoring of process data to allow targeted support of at-
risk schools. 

 
Given the challenge that attrition may well still pose, we also recommend investigating it 
as part of an IPE. Although finding out why does not help us correct for attrition during the 
trial, it can help us interpret and understand outcomes. This will help evaluators 
understand potential unintended effects of the intervention, and may help improve the 
intervention if rolled-out further. 
 
3.2.3 Attrition from data collection 
Schools dropping out from data collection directly threatens the internal validity of the trial 
since it undermines attempts to estimate a true intention-to-treat effect. This issue is 
significantly reduced where administrative data is used as an outcome and this should be 
considered as part of the design process. However, this will not be right for every 
intervention. Ultimately, the other messages in this section, along with existing EEF 
guidance, are likely to be the best ways to minimise this issue. 
 
3.2.4 Recruitment, communication, and engagement 

 

Key Message 8: Agree a combined recruitment, communication, and engagement strategy 
Project and evaluation teams should agree and implement a combined recruitment, communication, and 
engagement strategy during recruitment and into the period of implementation. This should include the 
elements discussed in Section 3.2.4. 
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Existing EEF guidance notes that a project communication plan may be useful. In the case 
of CWSIs, we see a combined recruitment, communication, and engagement strategy as 
vital to the successful completion of the evaluation. After theorising and designing the trial, 
but before recruitment begins, the delivery and evaluation teams should develop this 
jointly. It should include: 

¶ close collaboration between delivery and evaluation teams during the recruitment 
process, but with clear areas of responsibility to avoid unnecessary duplication or 
things ófalling between the gapsô; 

¶ a clear explanation to schools of what will be involved in both the project and the 
evaluation: CWSIs are often time and resource intensive for schools to implement 
and to co-operate with evaluators; and 

¶ a clear outline of the responsibilities of the schools, the delivery team, and the 
evaluation team: duration and intensity of evaluation activities should be clearly 
listed. 

 
The costs, in terms of time and effort, associated with evaluation should not be 
underestimated. Schools should be aware when, and in what way, the evaluation team 
needs access. Especially where the delivery team routinely implements their óproductô in 
schools, they may not be aware of the additional responsibilities that come with careful 
evaluation.  
 
Having a member of the evaluation team present during discussions with schools will: 

¶ facilitate a clear and transparent agreement between schools and the project team; 

¶ allow the research team to identify schools that will be good implementation partners; 
and 

¶ allow the evaluation team to become familiar with the specific contexts of participating 
sites: this will help guide their thinking about how, when, and where to conduct the IPE. 

 
As noted above, communication is essential to reduce attrition and helps evaluators 
sustain a longer lead time prior to the launch. Once the evaluation is underway, it may be 
helpful to provide each participating school with a single, named point of contact for all 
queries about the project (whether intervention or evaluation) to help develop a strong 
relationship. This person would then direct queries to the appropriate person on the 
evaluation or project team for action.  
 
In summary, an effective recruitment, communication, and engagement strategy for 
evaluating CWSIs includes: 

¶ assigning one contact person to each school to develop the relationship; 

¶ having one line of communication between the delivery and evaluation teams, 
arranged as part of the communication strategy; and 

¶ communicating timelines to schools at recruitment stage, being clear about what is 
expected and what schools can expect in return. 

 
3.2.5 Recruitment and school readiness 

 
In an ideal world, we would like to recruit a random sample of schools to participate in 
evaluations. However, in reality, it is important to narrow this to schools with a high 

Key Message 9: Assess school readiness to participate during recruitment 
Use the checklist in Appendix 4 to ensure school readiness to participate in the intervention and 
evaluation. 



20 

probability of completing the intended intervention. As such, when engaging with potential 
participants, it is helpful to chart their organisational readiness to implement a CWSI.  
 
Ultimately, implementation depends on the receptivity of participating schools. Although it 
is difficult to assess a schoolôs likelihood of implementing an intervention with high fidelity 
before launching the trial, it is important to be mindful of the factors that are relevant to the 
intervention delivery system. 
 
In initial conversations with schools, determining whether the senior management and 
teachers have a shared vision and agree on the value and purpose of the intervention, is 
instructive. Furthermore, cultural norms regarding change will likely determine whether the 
intervention succeeds. When the organisation is open to change in a broad sense, and its 
staff is willing to try new approaches, a new intervention is more likely to be perceived as 
acceptable and to be integrated into praxis. 
 
A checklist to assess school readiness to participate in evaluations of CWSIs is included in 
Appendix 4. Schools should meet most, if not all, of the criteria to be considered ready to 
participate in the evaluation. 
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4: Quasi-experimental impact evaluation for complex whole-school interventions 

 
Although Section 3 argues that it is often possible to use cRCTs to estimate the impact of 
CWSIs, this will not always be the case (see Section 2). In cases where an RCT is 
infeasible or undesirable, a well-designed quasi-experimental evaluation design (QED) 
may be able to provide an impact estimate where one would otherwise simply not exist 
(Petticrew et al., 2005), or give a more credible impact estimate than from an RCT with 
implementation issues.  
 
This section discusses important considerations for conducting a QED impact evaluation 
of CWSIs, including: 

¶ considerations when planning a QED impact evaluation; 

¶ discussion and exposition of one particular method of QED impact evaluation 
(matched difference in differences) that we argue is likely to be particularly useful in 
the context in which EEF might fund evaluations of CWSIs; and 

¶ additional requirements for analysis and reporting of a QED impact evaluation. 
 
4.1 Planning quasi-experimental evaluations 
 
4.1.1 Pre-planned vs. natural QED impact evaluation 

 
There is a well-developed literature on estimating the impact of a policy change or 
intervention through QEDs, often making use of ónatural experimentsô2 rather than pre-
planned evaluations of the type that the EEF is familiar with (Craig et al., 2012). This 
chapter discusses QEDs and how to design evaluations that make best use of these 
methods to provide robust estimates of impact.  
 
Where these approaches are opportunistically applied to observational data (ónatural 
experimentsô) it is sometimes questionable whether the assumptions needed for the QED 
to produce unbiased causal estimates are justified. However, this does not mean that the 
principles underlying the methods themselves are fundamentally problematic. If planned 
and carefully applied in cases where relevant assumptions are justified, it is possible to 
provide credible impact estimates.  
 
 
 
 
 
 
 
 
 

                                                        
2 There are differences in the literature about what is generally meant by the term ónatural experimentô 
(Craig et al., 2012). Here we have in mind evaluations using pre-existing observational data in which 
the analyst identifies and exploits natural sources of variation to estimate causal impact (Petticrew et al., 
2005, p. 752). 

Key Message 10: Conduct only pre-planned QED impact evaluation 
Where it pursues a quasi-experimental approach to evaluation, the EEF should concentrate on planned 
evaluations, rather than ónaturalô experiments. This will guard against their use in settings where they are 
unlikely to produce credible estimates of impact. 
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4.1.2 Intention-to-treat analysis in quasi-experimental evaluation 

 
All EEF evaluations are currently designed to recover intention-to-treat (ITT) effects 
because the sample is determined at the start of the evaluation at randomisation. It is 
important to consider what such an estimator looks like in a quasi-experimental evaluation. 
The most basic requirement remains to find comparators, and estimate results, using all 
schools who begin the intervention, notð 

¶ all schools who express interest but are not fully signed up (who would drop out 
before randomisation in an RCT); or 

¶ only schools who fully complete the intervention (since this would only be an on-
treatment analysis).  

 
To this end, we suggest that in QEDs the evaluation and project teams agree in advance a 
cut-off date analogous to the randomisation date in an RCT. This could be thought of as 
the óquasi-randomisationô date. All schools and only schools who have completed all 
necessary pre-intervention steps by this date should be used as the basis for the 
evaluatorôs construction of a comparison group (i.e. completion of pre-intervention steps by 
the quasi-randomisation date should be treated as both a necessary and sufficient 
condition for inclusion in the treatment group). 
 
In the case of an RCT, randomisation provides the basis for assuming that control group 
drop-out, had they been treated, would have been similar to that seen in the treatment 
group, making this a valid comparison. In the same way, when constructing a comparison 
group for all schools that we intended to treat (not just those that were actually treated), we 
are appealing to the identifying assumptions of the chosen QED to justify the implicit 
assumption that we would have seen a similar level of treatment drop-out from our 
comparison group. The plausibility of this assumption is likely to be similar to that of the 
QED approach more generally. 

 
4.2 Approaches to quasi-experimental evaluation 

 
This section primarily focuses on one approach to QED impact evaluation: matched 
difference in differences. This is not because there are not others approaches that may be 
useable to evaluate certain CWSIs of interest to the EEF. However, we maintain this focus 
because we think this will often be an applicable and robust approach in this context. 
 
 
 
 

Key Message 11: Always use intention-to-treat analysis 

Analysis of QEDs should be carried out on an intention-to-treat (ITT) basis to maximise comparability with 
this approach for RCTs. 

Key Message 13: Consider matched difference in differences 
We recommend that the EEF considers the use of a matched difference in differences design for future 
projects where RCTs are not feasible. It will not be suitable for all projects and nor is it the only possibility. 
The decision should be taken in conjunction with project and evaluation teams.  

Key Message 12: Identify a óquasi-randomisationô date 

To ensure there is clear identification of the analysis sample, the evaluation and project teams should 
agree a óquasi-randomisationô date at which the sample of intention-to-treat schools is finalised. 
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4.2.1 Matching methods 

 
One approach to QED impact evaluation is the use of matching methods. Rather than 
comparing individuals with all untreated individuals, matching restricts with whom 
individuals in the treatment group are compared.  
 
This can be done in various ways (see below), but the aim is always to end up comparing 
treated schools with untreated schools that were, nevertheless, just as likely to have 
received the treatment. The intuition is that once we are comparing treated schools with 
untreated matched comparator schools that were equally likely to receive the intervention, 
these two groups of schools will have the same expected outcomes in the absence of 
treatment and, as such, any difference in their outcomes after the intervention has 
occurred is attributable to the treatment.  
 
The strong assumption that is implied is that schools who are matched do genuinely have 
the same probability of ending up in the treatment group. In other words, a treated school 
and the school(s) with which it is matched would be expected to have the same outcomes 
in the absence of the treatment. Since we can only match on observed characteristics, the 
risk is that unobserved or unobservable differences could undermine this assumption. 
 
Approaches to matching 
 
There are many options available for matching schools in treatment and comparison 
groups. These range from relatively simple to more complex approaches, many of which 
can also be combined (for example, ónearest neighbourô with ócaliperô). Five commonly 
used approaches are discussed in Table 4.1.  

 
Table 4.1: Approaches to constructing a matched comparison group 
 

Matching 
approach 

Description Notes 

Nearest neighbour Each treated school (or individual) ¶ Can be carried out ówith 

Key Message 14: Selecting a preferred matching approach 
We do not advocate one specific approach to matching but rather transparency about the approach used 
and ample robustness checking of that approach (see below). 

Key Message 15: Robustness check the preferred matching approach 
Evaluators should test the robustness of their findings to making different decisions about the matching 
approach. We suggest at least five robustness checks should be pre-specified at the design stage and the 
results reported in the evaluation report. We should not have much confidence in findings that are fragile 
and strongly dependent on the specific method used. 

Key Message 16: Use a principled approach to selecting matching variables 
Use the principles identified in Box 4.1 to select variables for inclusion in the matching model. It is 
especially important to ensure that matching variables could not have been affected by the treatment itself. 

Key Message 17: Explore and, if necessary, impose common support 
Failure of common support undermines the comparability between treatment and matched comparison 
samples. It should be explored and, if necessary, imposed as part of analysis. 
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is matched with one school (or 
individual) in the comparison 
sampling frame whose propensity 
score is most similar. 

replacementô, where an 
untreated school can be 
used as the comparator 
for more than one treated 
school, or ówithout 
replacementô where once 
a school has been 
selected as a comparator 
it is no longer available to 
be selected. 

¶ 1:1 matching is described 
here, but a larger number 
of matched untreated 
schools can be chosen 
per treated school. 

Radius/Caliper Treated schools (or individuals) 
are compared with an average of 
all schools (or individuals) in the 
comparison group whose 
propensity score is within a certain 
distance either side of the treated 
schoolôs propensity score. 

¶ The choice of the width 
of caliper involves a 
trade-off between bias (a 
narrower caliper limiting 
bias but potentially 
reducing the number of 
matches) and precision 
(a wider caliper interval 
that raises the possibility 
of bias but increases the 
number of potential 
matches). 

¶ Commonly combined 
with nearest neighbour to 
ensure that the nearest 
neighbour is only 
selected if it is not too 
different from the treated 
school. 

Kernel Treated schools (or individuals) 
are compared with a weighted 
average of all schools (or 
individuals) in the comparison 
group; weights depend upon how 
different the two propensity scores 
are. 

¶ Weighting is determined 
by different kernel 
functions e.g. 
Epaneknikov. 

Exact Each treated school (or individual) 
is matched with comparison 
schools (or individuals) which 
precisely share all the 
characteristics on which matching 
is based. 

¶ Often used for only a 
small number of very 
important characteristics 
and combined with other 
matching methods. 
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Coarsened exact Allows the analyst specifically to 
set a tolerance around exact 
matches of certain characteristics 
(particularly important with 
continuous variables where truly 
exact matches are unlikely) 
allowing ex-ante specification of 
balance rather than ex-post 
testing. 

¶ A variant of exact 
matching. 

 
We are reluctant to recommend any particular method since this depends on the nature of 
the evaluation. No one method will perform best in all circumstances. For this reason, we 
recommend that evaluators should test the robustness of their findings to making different 
decisions about the matching approach.  
 
We suggest that a minimum of five robustness checks of alternative matching 
specifications should be conducted. This is just a rule of thumb based on the number of 
alternative specifications observed in previous trials in this field (for example, Allen and 
Allnutt, 2013, report seven; Alcott, 2017, only reports three) and should be driven by 
sensible alternatives that could have been chosen when choosing the preferred approach. 
Alterations to the approach might include: 

¶ a different approach to matching entirely (for example, kernel rather than coarsened 
exact); 

¶ changes to the number of nearest neighbours selected; 

¶ changes to the width of the caliper; 

¶ changes to the type of kernel used; and 

¶ changes to the tolerance in coarsened exact matching. 
 

Box 4.1: Principles for the selection of matching variables 

¶ Variables used for matching should be ones than cannot have been affected by the intervention 
itself (Bryson et al., 2002, p. 35). Although this does not entirely rule out using variables 
collected after the intervention begins (since we could match only on individualsô fixed 
characteristics), in general we recommend the use of variables that are based on data collected 
before the intervention begins and, ideally, before schools are even approached about 
participation.  

¶ Following previous evaluations in this context, we suggest considering matching on the basis of 
proportions of pupils in the following categoriesðthose eligible for pupil premium, with special 
educational needs, having English as an additional language (EAL), of White British ethnic 
background, or femaleðother characteristics might include the average performance of pupils in 
national examinations (ideally at intake and outflow), school type, and region.  

¶ Ideally, the variables used for matching should be guided by theory and previous evidence, i.e. 
what do we know that leads us to think that certain schools are likely to want to participate in 
evaluations of this type? We have provided some suggestions above but it may be productive to 
commission further work that explores the characteristics of schools (including their 
composition) in previous EEF evaluations in several broad categories. Such work should 
consider the issue of overfitting and consider techniques such as machine learning to provide a 
robust set of predictors of treatment and outcomes. Wong et al. (2017) suggest piloting an 
evaluation specifically for the purpose of determining important factors that predict participation 
and outcomes. 

¶ A small number of exact matching criteria may be warranted if there are reasons to be 
concerned about effects that would differ significantly across types of school, such as 
academies vs. maintained schools, single sex vs. coeducational schools. In a similar vein, 
matching within region may be important (Wong et al., 2017) to achieve good balance on 
ethnicity and EAL composition (Allen and Allnutt, 2013, p. 12).  

¶ Matching on pre-intervention trends in results may help to capture changes taking place at the 
school that might otherwise undermine the common trends assumption (Allen and Allnutt, 2013, 
p. 13; Cook, Shadish and Wong, 2008). This might also help to deal with issues of differential 
school motivation, otherwise incredibly difficult to capture as part of a matching approach, with 
pre-intervention trends in results acting as a proxy for school motivation. 
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Selecting variables on which to match 
 
Previous evaluations have explicitly applied matching approaches to the NPD (specifically 
matched difference in differences, see further details below) to estimate, for example, the 
impact of Teach First (Allen and Allnutt, 2013), the provision of free school meals for all 
pupils (Kitchen et al., 2013), and a school building programme on academic outcomes 
(Thomson, 2016). Although the variables themselves differ, we use these previous studies 
and other sources of guidance (such as Bryson et al., 2002; Caliendo and Kopeinig, 2008) 
to develop a list of key principles regarding the selection of matching variables. 
 
Common support 
An important issue when estimating impact using a matching approach is exploring the 
extent to which there is overlap between the treatment and comparison groups in terms of 
the propensity to be selected for the intervention. This is known as ócommon supportô. 
Failure of common support undermines the comparability of the matched comparison 
group that is assembled. 
 
To illustrate the issue, consider the case of simple ónearest neighbourô propensity score 
matching with replacement. If this were to be conducted without considering common 
support, and there are large numbers of treated schools that have higher propensity 
scores than the untreated school with the highest propensity score, they would all, 
nevertheless, be matched against that one untreated school with the highest propensity 
score, no matter how much more likely to receive the treatment they were themselves.  
 
This will be far less of a problem when individuals in the treatment and comparison groups 
have similar distributions of propensity scores. However, where it does occur, it is common 
practice to impose common support by dropping treated observations with a higher 
propensity score greater than the highest propensity score of untreated observations and 
dropping untreated observations with a smaller propensity score than the lowest 
propensity score of treated observations. We then estimate impacts concentrating on the 
sub-sample where we have seemingly comparable treatment and comparison schools. 
 
When matching approaches produce credible estimates 
Matching methods are most likely to be effective where untreated schools could easily 
have been treated. This is most likely where decisions to participate in the programme are 
in some way arbitrary, for example being based on proximity to where a project team has 
available trainers. A checklist to assess the plausibility of producing credible estimates 
using this approach is provided in Appendix 5. In general, all criteria should be met to 
support use of this method. 
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4.2.2 Difference in differences 
Another approach is the use of ódifference in differencesô, essentially comparing trends in 
treated schoolsô performance with such trends in untreated schools. While difference in 
differences evaluations can make use of individual-level data, the intuition is clearer at the 
school-level.  
 
To understand this method, it is helpful to consider a simpler version, known as the 
óbefore-after approach. In this approach, we simply use treated schoolsô past performance 
as our comparator: our estimate of the treatment effect is the difference between their 
performance before and after its introduction. This makes the strong assumption that any 
change in a schoolôs performance between the period before an intervention started and 
the period afterwards (beyond that we might expect from random variation) is caused by 
the intervention. However, we might well think that this is too strong an assumption. For 
example, changes in schoolsô performance might just reflect national trends in results.  
 
The robustness of this method is enhanced by combining it with a comparison group; this 
is known as a difference in differences approach. Rather than just using the change in 
treated schoolsô performance, we compare the change in treated schoolsô performance 
with the change in untreated schoolsô performance over the same period.  
 
When difference in differences produces credible estimates 
Comparing the assumptions behind difference is differences and matching methods is 
instructive. A key advantage of the former is that it does not rely on the assumption that all 
the differences between treated and comparison schools (or individuals) are explained by 
the observable characteristics that we have available to us. Instead, we can rely to some 
extent on unobservable differences between these two groups being absorbed by the 
process of focusing on differential trends over time rather than outcomes directly.  
 
It is, therefore, important that such interventions do not coincide with other school 
initiatives or changes with the potential to produce similar effects, for example the 
appointment of a new headteacher. A checklist to assess the plausibility of producing 
credible estimates using this approach is provided in Appendix 5. In general, all criteria 
should be met to support use of this method. 

Matching approaches are more likely to be effective when evaluating programmes where:  
1. informational constraints mean a large number of schools simply havenôt heard of the 

intervention. The less well-known a programme, the more likely our untreated comparator 
schools would have signed up if they had heard of it and, thus, be better comparators; and 

2. there are a number of potentially interchangeable programmes and we want to consider 
their relative effectiveness, while the purchase decision isnôt closely related to the 
characteristics of the school so can be considered as good as random for the purposes of 
evaluation (e.g. Read Write Inc.).  

 
By contrast, they are much less likely to be considered credible:  
1. when evaluating well-known programmes promoted by high-profile organisations, since 

these may have already been considered (e.g. PiXL Club); or 
2. where taking part has major effects on the organisation of the school and, thus, is much too 

important a decision to be considered random (e.g. School Direct; Teach First). 
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4.2.3 Matched difference in differences 
Matching and difference in differences approaches may be combined to leverage 
advantages from each (Stuart et al., 2014). This has previously been used in educational 
settings, for example to estimate the impact of employment while in school on educational 
outcomes (Buscha, Maurel, Page and Speckesser, 2012). 
 
It is less demanding than simple matching because it is only trends that need to be the 
same between the treatment schools and the matched comparison schools, rather than 
levels. Likely for this reason, there is evidence that it performs better than simple matching 
approaches at replicating experimental results (Smith and Todd, 2005). 
 
The basic idea of this hybrid approach is to: 

¶ use the process of matching to select a comparison group of schools that is more 
likely (as noted above) to have the same trends in outcome variables as our 
treatment group, then  

¶ apply the difference in differences approach to this panel of schools.  
 
More complex hybrids are also possible, for example matching at both school and 
individual level so that we only compare the difference in performance between matched 
individuals in treatment and comparison schools after implementation with the difference in 
performance between matched individuals in treatment and comparison schools before 
intervention. 
 
The National Pupil Database (NPD) is well suited to use in matched difference in 
differences evaluations, even though it may not be particularly suitable for either approach 
in isolation: 

¶ Simply comparing the trends in treated schools to all other schools is still likely to 
suffer from bias due to the presence of schools with highly different characteristics.  

¶ In addition, administrative data typically lacks rich enough background variables to 
conduct matching in isolation.  

 
However, the large dataset means that we have a large pool of potential comparison 
schools and sufficient school-level characteristics to identify matched schools that are 
likely to experience common trends in our outcome of interest.  
 
When matched difference in differences produces credible estimates 
To produce credible impact estimates, matched difference in differences requires some of 
the assumptions from each of its elements (matching and difference in differences) but 

Difference in differences is more likely to be effective when evaluating interventions where:  
1. there is a defined group of untreated schools that we would expect to be experiencing 

similar trends in our outcome of interest across the period of analysis; and 
2. treated and comparison schools are similar in terms of observable characteristics, since this 

is likely to be associated with common trends in outcome variables.  
 
By contrast, they are much less likely to be considered a credible approach when:  
1. implementation is typically contemporaneous with other changes occurring in the school, 

since the impact estimate will pick these up as part of the treatment effect; or 
2. there is reason to believe that trends in outcomes between treatment and comparison 

schools are diverging for reasons unrelated to the treatment. 
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these are able to rely on one another. For example, we noted above that difference in 
differences is likely to be more plausible when the treatment and comparison groups are 
similar in terms of observable characteristics: matching helps to ensure that this is the 
case. Likewise, matching benefits from being able to use a schoolôs previous performance 
to deal with unobserved differences.  
 
A checklist to assess the plausibility of producing credible estimates using this approach is 
provided in Appendix 5. 

 
4.2.4 Other QEDs 
 
We have not discussed here the many other QEDs that existðsuch as Synthetic Control 
methods and Regression Discontinuity Designs (RDDs)ðbut this does not mean that their 
use will never be appropriate. Evaluators should still be able to advocate for their use if 
they seem appropriate for a particular setting, however we judge that they are less likely to 
be generally applicable to the evaluation of CWSIs than the approaches we have 
advocated.  
 
4.3 Implementation, analysis, and reporting 

 
There are some important differences in implementation, analysis, and reporting in QEDs. 
We describe these here. We also include an outline Statistical Analysis Plan (SAP) for our 
recommended approach of a matched difference in differences evaluation, in Appendix 3. 
 
4.3.1 Timing and transparency of matching process 
 
An important question that does not arise in RCTs concerns at what point, and under what 
conditions, matching should be carried out. It is important that matching should be carried 
out: 

¶ blind to outcome variables; and 

¶ ideally, at an analogous point in the process to randomisation (that is, ahead of 
implementation).  

Key Message 18: Match blind to outcomes 
Matching should be carried out blind to outcomes. Best practice would be to carry out matching at a 
roughly analogous time to when randomisation would be carried out in an RCT to ensure that this is the 
case.  

Key Message 19: Maximise transparency of matching process 
The matching process should be made as transparent as possible to ensure the credibility of findings and 
allow for replication. Recommended reporting requirements are outlined in Section 4.3. 

Matched difference in differences is more likely to be effective when evaluating interventions where:  
1. informational constraints mean a large number of schools simply havenôt heard of the 

intervention. The less well-known a programme, the more likely our untreated comparator 
schools would have signed up if they had heard of it and, thus, be better comparators. 

 
By contrast, they are much less likely to be considered a credible approach when evaluating 
interventions where:  
1. implementation is typically contemporaneous with other changes occurring in the school, 

since the impact estimate will pick these up as part of the treatment effect; or 
2. there is reason to believe that trends in outcomes between treatment and comparison 

schools are diverging for reasons unrelated to the treatment. 
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The impact estimates from matching analysis are more dependent on decisions made by 
the analyst than is the case for randomisation (meaning it is easier to make changes to the 
specification inadvertently or deliberately that affect the likelihood of finding a positive 
outcome). As such, it is particularly important that there is no potential for it to be claimed 
that the process has been manipulated to increase or reduce the impact estimates. 
 
The matched sample chosen should be reported to the EEF (but not published) and full 
details of the approach adopted reported in a SAP (see Appendix 3).  
 
4.3.2 Statistical inference in difference in differences 

 
Difference in differences has its critics, such as Bertrand, Duflo and Mullainathan (2004), 
who note that, compared to randomised designs, there is a risk that it might lead us to 
estimate seemingly statistically significant effects where none are present. This stems from 
serial correlation within clusters.  
 
However, others have demonstrated that this risk is significantly reduced when appropriate 
statistical inference is used (Brewer, Crossley and Joyce, 2013). The use of appropriate 
statistical inference is, therefore, important. Brewer et al. highlight the importance of 
accounting for serial correlation. In many cases this can be achieved by calculating 
cluster-robust standard errors across time. Where there are a relatively small number of 
clusters (below roughly 42) alternative procedures based on cluster bootstrapping may 
give more reliable inference. 
 
Depending on oneôs view of the purpose of matching (Ho et al., 2007), it is often also seen 
as adding complexity to statistical inference. In the past, a common way around this was to 
use bootstrapping techniques, however this approach may not be valid with all approaches 
to matching (Abadie and Imbens, 2008). Adjustments for simple nearest neighbour 
matching are currently only available for limited settings (Abadie and Imbens, 2011). As 
such, the potential implications for confidence in our estimates of the approach to 
statistical inference taken by the evaluator should be reported. 
 
4.3.3 Balancing checks on observables 

 
In RCTs, it is common practice to check the balance of observable characteristics between 
the treatment and control groups, both after randomisation and of the final analysis sample. 
This is even more important in the context of QEDs where lack of balance is more likely to 
occur. At minimum, balance of all characteristics included in the matching model should be 
checked. Despite the difference in differences element of the design, our confidence in the 
results of the evaluation should be considerably reduced if we have not achieved strong 
balance on observables.  
 

Key Message 21: Conduct balancing checks 
Balancing checks on observables, as currently reported for RCTs, should also reported in this setting. This 
should be done for, at a minimum, all characteristics on which schools have been matched.  

Key Message 20: Use appropriate statistical inference with difference in differences 
Statistical inference in difference in differences analysis should be conducted in line with the principles 
highlighted by Brewer, Crossley and Joyce (2013).  



31 

This may be helpfully done using standardised differences rather than significance testing 
of differences (Imbens and Rubin, 2015, ch. 14) especially in this setting of using NPD 
data where large sample sizes may give us the sense that a small difference in 
characteristics is, nevertheless, statistically significant. Our confidence in studies where 
there are absolute standardised differences greater than 0.05 in important observable 
characteristics should be significantly reduced. This adopts the same definition and 
threshold as that for randomised experiments.  
 
Nevertheless, we should remain mindful of the fact that there may still be imbalance on 
unobserved or unobservable characteristics that could be important for predicting 
participation in the intervention and our outcomes of interest, the identifying assumption 
matching (óunconfoundednessô) requires to produce an unbiased estimate of the treatment 
effect. 
 
4.3.4 Analysis of common trends 

 
As described above, the fundamental idea behind the difference in differences approach is 
to compare the change in schoolsô performance over the course of the programme with the 
change experienced by other schools. The robustness of this method rests on the 
assumption that the change in the schools where the programme was implemented would 
have been the same as that seen in the comparison group schools, had the programme 
not been operated there.  
 
This is known as the ócommon trendsô assumption. Figure 4.1 provides an illustration of 
outcome measures with common trends in pre-treatment outcome measures. Failure of 
the assumption could result in over- or under-estimation of the effect of intervention.  
 
Figure 4.1: Illustration of intuition underlying difference in difference evaluation 

 
 

Key Message 22: Analyse and report pre-treatment common trends 
When using difference in differences, analysis of pre-treatment common trends in the outcome variable 
between the treated group and the matched sample should be reported. This should include both placebo 
tests of pre-treatment impact and graphical plots of pre-treatment trends in outcome variables among 
treatment and comparison groups.  
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The common trends assumption is less demanding than the assumption inherent in the 
óbefore and afterô approach, but nevertheless requires justification. It cannot be tested 
directly because we do not know what would have happened to the treatment schools if 
the intervention had not been implemented.  
 
However, assembling several years of pre-intervention trends in the outcome variable in 
treatment and comparison schools provides useful evidence on whether it is likely to be 
justified and, hence, how much confidence we should have in our approach. This can be 
done by: 

¶ graphical inspection of trends in the data among treatment and comparison groups; 
and  

¶ more formally using óplaceboô tests in which we estimate the óimpactô during the pre-
treatment period: rejecting the null hypothesis of no impact in a placebo test should 
significantly reduce our confidence in the actual impact estimate.  

 
Of course, we should acknowledge that common trends in the pre-treatment period does 
not guarantee that this would be maintained into the treatment period in the absence of the 
treatment, as the identifying assumption of difference in differences requires to produce an 
unbiased estimate of the treatment effect. 
 
4.4 Second round recruitment 
We touched above on the issue of differential school motivation and how matched 
difference in differences may be able to address this to some extent, by allowing matching 
on pre-trends. One way of identifying similarly-motivated schools would be to launch a 
ñsecond-round recruitmentòïidentical to the first roundïat the end of the initial treatment 
procedure, once the evaluation begins. This could either ask schools if they would, in 
principle, like to participate in a future round of the evaluation. A positive response could 
be used as a criterion for inclusion in the comparison group or could form a second round 
of schools for intervention. This latter approach would prevent use of this as group for 
long-term follow up, but would provide a comparison group that have followed through the 
process from recruitment to starting implementation.  
 
While this seems attractive, it still poses challenges. In particular, motivation is not a factor 
that is constant over time. Just because our ósecond roundô recruits are motivated by the 
intervention at the time of second recruitment does not mean that they were similarly 
motivated at the time of the initial recruitment. This reduces our confidence in the 
assumptions behind the evaluation method (for example, of balance on important 
observables and unobservables in the case of simple matching and/or that there will be 
common trends between the two groups in the case of difference in differences) that we 
then go on to apply. The closer in time between the two rounds of recruitment the less 
likely this would be to raise a concern, although this clearly limits the length of time over 
which we would be estimating the impact of the intervention. Regardless, it remains 
important to undertake appropriate tests and robustness checks for the method being 
applied. 
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5: Implementation and process evaluation (IPE) for evaluations of complex whole-
school interventions: moderators, mediators, and outcomes 

 
In Sections 2 and 3, we highlighted experimental and quasi-experimental designs that can 
be used to evaluate CWSIs. This section outlines how evaluation of CWSIs should be 
enhanced by being embedded within a multi-phase mixed methods IPE (including a 
combination of additional quantitative and qualitative evaluation methods, incorporating 
multiple data collection points) to help explore not just ówhat worksô, but ówhat works, when, 
and for whomô (Bonell et al., 2012; Moore et al., 2015). 

 
We posit a multi-phase mixed-methods approach to support evaluators to work within the 
complex whole-school context, using qualitative data to refine RCT or QED 
implementation or outcome measures. We identify three key elements that should be 
addressed in an IPE: a clear focus on (1) core components, (2) moderators, and (3) 
mediators. A fictional example of how these stages interact is outlined below in Figure 5.1. 
 
Figure 5.1: Example logic model: reducing bullying in schools 

 
 
These elements are important to consider throughout the design and implementation 
stages and should be integral to the evaluation (see Humphrey et al., 2016a, p. 3). For 
CWSIs, it would be useful to map out these three factors in conjunction with conducting a 

Much of this discussion builds directly on the EEFôs guidance for Implementation and Process 
Evaluation (IPE) by Humphrey et al. (2016a). Here we emphasis points that are particularly important or 
relevant in the context of CWSIs. In the case of CWSIs, a fully integrated mixed-methods approach to 
evaluation is especially important, to the extent that we may not wish to think of there being a óseparateô 
IPE. 
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TIDieR framework (Humphrey et al., 2016b, p. 19). We consider these at design stage and 
then provide suggestions to help measure these during implementation. 
 
5.1 IPE design 
5.1.1 Overall approach to IPE 

 
Humphrey et al. (2016a, p. 8) state that the use of mixed methods in IPE should be 
standard. We see no reason to diverge from this view for the evaluation of CWSIs. 
Building on this, Humphrey et al. (2016a, p. 13) identify four mixed-methods designs that 
may be useful frameworks for an EEF-funded IPE: 

¶ convergent parallel; 

¶ explanatory sequential; 

¶ exploratory sequential; and 

¶ multi-phase (also referred to as óembeddedô). 
 
We characterise each of these four approaches in Figure 5.2, highlighting the strengths 
and limitations of each for the evaluation of CWSIs (Creswell, 2013). The order in which 
the IPE collects and analyses both the qualitative and quantitative data will affect what can 
be taken from the findings. As there is no óone size fits allô approach to IPE, it is 
recommended that evaluators discuss the order in which they combine their data to ensure 
it is most appropriate for understanding the CWSI.  
 
Based on this assessment, we advocate the use of multi-phase approaches for the 
evaluation of CWSIs. For similar reasons to our advocacy of using multi-stage protocols 
(see Section 2), we recommend the use of this approach because: 

¶ of the importance of being able to use early findings from IPE to inform later 
analysis as the evaluation continues; and 

¶ the likely length of evaluations of CWSIs allows the truly iterative process needed 
for this approach across the duration of the evaluation. 

 
5.1.2 Timing of IPE 

 
Critiques have found that conducting IPE before the RCT outcomes can, if the result is 
found to be surprising, be of little help (Munro and Bloor, 2010), especially if the qualitative 
inquiry ran on the assumption of a positive effect. It is hoped that the multi-stage protocol 
process (Section 2) will reduce the instance of wholly unexpected findings from impact 
evaluation.  
 
Nevertheless, this is still likely to occur in some instances, given the óneed to anticipate the 
results from the outcome evaluationô to make ódecisions on the topical foci of the process 
evaluation data collectionô (Munro and Bloor, 2010, p. 709). Although, in general, knowing 
the findings of the impact evaluation may bias findings from IPE, there may be a case for 
commissioning follow-up IPE to understand findings more fully. It is important to invest in 

Key Message 23: Conduct multi-phase mixed methods IPE 

Use a multi-phase mixed methods IPE design to ensure findings are maximising the efficiency and 

accuracy of the evaluation. The order of the quantitative and qualitative data collection and analysis should 

be fully rationalised in the evaluation protocol. 

Key Message 24: Consider commissioning a follow-up IPE 
In some cases, there may be value to commissioning a follow-up IPE where there are unexpected results 

from the impact evaluation, to help understand these findings. 
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understanding why something did not work as expected in order to learn as much as 
possible from the evaluation and inform future research and investment. 
 
Figure 5.2: Mixed-methods designs for the evaluation of complex whole-school 
interventions 

 
  


