A kinetic Monte Carlo approach to study fluid transport in pore networks

M. Apostolopoulou,1 R. Day,2 R. Hull,3 M. Stamatakis,1,a) and A. Striolo1,b)

1) Department of Chemical Engineering, University College London, Torrington Place, London WC1E 7JE, United Kingdom
2) Halliburton Building 4, Chiswick Park 566, London W4 5YE, United Kingdom
3) Halliburton 3000 N Sam Houston Pkwy E, Houston, Texas 77032, USA

The mechanism of fluid migration in porous networks continues to attract great interest. Darcy’s law (phenomenological continuum theory), which is often used to describe macroscopically fluid flow through a porous material, is thought to fail in nano-channels. Transport through heterogeneous and anisotropic systems, characterized by a broad distribution of pores, occurs via a contribution of different transport mechanisms, all of which need to be accounted for. The situation is likely more complicated when immiscible fluid mixtures are present. To generalize the study of fluid transport through a porous network, we developed a stochastic kinetic Monte Carlo model. In our lattice model, the pore network is represented as a set of connected finite volumes (voxels), and transport is simulated as a random walk of molecules, which ”hop” from voxel to voxel. We simulated fluid transport along an effectively 1D pore and we compared the results to those expected by solving analytically the diffusion equation. The KMC model was then implemented to quantify the transport of methane through hydrated micropores, in which case atomistic MD simulation results were reproduced. The model was then used to study flow through pore networks, where it was able to quantify the effect of the pore length and the effect of the network’s connectivity. The results are consistent with experiments, but also provide additional physical insights. Extension of the model will be useful to better understand fluid transport in shale rocks.
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I. INTRODUCTION

The economic success related to shale gas production in the United States has generated great interest worldwide. The combination of horizontal drilling and hydraulic fracturing has provided access to large volumes of unconventional oil and gas, which were previously uneconomic to produce\textsuperscript{1,2}, to the point that shale gas has become one of the most important energy resources for the United States\textsuperscript{3,4}. The term shale play is used to describe a geographic area that contains an organic-rich fine-grained sedimentary rock and exhibits low production rates\textsuperscript{4,5}. Shale rocks are mainly composed of kerogen, quartz, clay, carbonates and pyrite. Secondary components such as uranium, iron, vanadium, nickel, and molybdenum can be found in the shale matrix\textsuperscript{4,6}. Rock mineralogy is essential for shale evaluation and the design of the fracture stimulation, as it greatly affects the mechanical properties of the rock. Shales with abundant quartz are usually brittle, while shales with high clay content are ductile\textsuperscript{7}.

Shale formations seem ubiquitous. For example the Bowland Shale Formation has been identified as the most promising shale gas play in the UK\textsuperscript{8–10}. However, economically producing shale gas in commercially relevant quantities has proven to be highly challenging. One of several unknowns is which rock features contribute the most to gas transport during the various production steps; the microfractures, the existing pores and/or the hydraulic fractures. Transport of fluids through shale rocks is complicated because of the chemical heterogeneity of the pores, the low conductivity, the lack of a pore connectivity of significant extent, and pore width often in the nanometer scale\textsuperscript{11}.

Permeability defines the flow capacity of a porous structure\textsuperscript{12}. The dimensions of permeability are $L^2$ and relate to the cross-sectional area of the pore throats. The true absolute permeability is considered to be an intrinsic property of the porous material. However, in the presence of low pressure gases, the measured permeability might apparently exceed the true absolute permeability, if gas-slippage phenomena are not considered\textsuperscript{13,14}. Typical shale rock permeabilities are in the range of micro-Darcy ($\mu$D) and nano-Darcy (nD)\textsuperscript{15–17}, and experimental data show large variations due to the anisotropy of the rocks, applied pressures, etc.\textsuperscript{18}.

To predict the movement of a gas through a porous medium and calculate the matrix permeability, a transport model needs to be defined\textsuperscript{19}. Darcy’s law can describe the laminar viscous flow of one or more phases in a porous matrix, when the rate of the flow is propor-
tional to the pressure gradient. This law for incompressible fluids reads:

\[ Q = AK \frac{(h_1 + z_1) - (h_2 + z_2)}{L} \]  \hspace{1cm} (1)

where \( Q \) is the volume flow rate, \( A \) is the area of porous media normal to the flow, \( K \) the hydraulic conductivity (permeability), \( h \) the pressure head (pressure divided by the specific weight), \( z \) the elevation, and \( L \) the length of the flow path. Subscripts 1 and 2 designate the up and downstream positions, respectively.

Because of the unique and complex structure of unconventional reservoirs, flow mechanisms can deviate from Darcy’s law\(^{21}\). Many hypotheses have been proposed to identify the main characteristics responsible for this deviation. One of the prevailing hypotheses suggests the coexistence of different flow regimes due to the various pore sizes in the matrix\(^{22,23}\). Other hypotheses consider the chemical composition of the matrix and the anisotropic permeability to be equally important factors\(^{19}\), and the fact that the behaviour of fluids can vary significantly under confinement\(^{24}\). Indeed, as the distance between the pore walls decreases, the interactions between the molecules and the surface become stronger and the journey one molecule can travel freely shortens. According to the kinetic theory, the average distance a molecule can travel before it collides with another molecule, or with the pore wall, is defined as the mean free path \( \lambda \)\(^{19,22}\). The mean free path is proportional to the temperature and inversely proportional to the pressure in large pores. In small pores, the mean free path depends on pore size and shape\(^{25}\).

The Knudsen number, expressed as the ratio of the mean free path \( \lambda \) and the characteristic length of the system \( \Lambda \), can be used to identify the flow regime\(^{26}\). Four possible transport mechanisms are identified; the Knudsen diffusion, the slip flow, the transitional flow and the viscous flow\(^{22}\). Darcy’s law can be applied in the case of viscous flows, as it inherently assumes laminar flow (Reynolds number = 1)\(^{27}\). The transport mechanism also depends on the confinement, as confinement can promote capillary condensation. When the pore pressure exceeds the critical pressure required to fill the pores, the adsorbed molecules condense. This phase change delays the transport of vapour through the condensate-filled pores\(^{22,23}\).

To interpret kinetic data in heterogeneous and anisotropic systems, it is necessary to use complicated models that account for micropore, mesopore and macropore diffusional resistances\(^{28}\). Different experimental, theoretical and computational methods have been
suggested in the literature. Each approach exhibits advantages and limitations, depending on the time scale of the analysis, and the size of the samples considered\textsuperscript{29,30}. However, by following an experimental approach, no distinction can be made between diffusion and convection and hence, the mechanism of fluid transport cannot be identified with certainty\textsuperscript{31}.

One empirical approach implements empirical equations derived from Darcy’s law. Within this approach, Darcy’s equation is enriched with coefficients designed to match experimental data for systems that, e.g., exhibit slip flow and hence cannot be described by continuum theories. Most commonly, these models take into consideration effective stress and slip flow contributions, in order to model the apparent permeability. These equations can provide very useful insights, but their accuracy is limited to the extent of the experimental conditions used for their derivation\textsuperscript{32–34}.

Lattice Boltzmann (LB) simulations can be applied to obtain transport properties. LB is a mesoscopic approach used to simulate fluid transport, under the assumption of continuum flow. Software packages that implement LB techniques continue to gain increasing attention as computational power increases. However, LB simulations do not account for the effect of micropores and tend to overestimate transport properties\textsuperscript{35}. Another approach involves the use of molecular dynamics (MD) simulations, which can study fluid transport in micropores at the expense of high computational effort, which leads to the so-called scale problem\textsuperscript{36}.

Kinetic Monte Carlo (KMC) simulations employ stochastic descriptions of the dynamical phenomena governing various processes in catalysis, material fabrication, defect evolution in crystals, and diffusion\textsuperscript{37–41}. KMC methods enable access to long time scales (from ms to hours) and large spatial scales (from nm to µm) at comparatively low computational expense\textsuperscript{42,43}. In principle, KMC is able to describe the exact dynamic evolution of a system, by considering that the system performs state-to-state jumps whose statistics follow known distributions. That determines the timing of the jumps and also the final state (given an initial state). KMC exhibits significant computational savings, compared for instance to MD, as it coarse-grains the vibrational trajectories\textsuperscript{44}. The waiting time before an event takes place depends on the energy barrier the system has to surmount in order to get from one energy basin (state) to another\textsuperscript{44}.

Considering that permeability depends on a number of factors, such as pore characteristics, chemical composition, and transport mechanisms, an approach that accounts for all these factors at low computational cost is required. In this work, we are interested in inves-
tigating how the pore characteristics and the pore network connectivity affect the transport properties of light hydrocarbons in hydrated nanopores with different chemical composition by performing KMC simulations. Methane is selected as it comprises the main component of natural gas. Phan et al. reported the transport properties of methane in three different 1 nm wide slit-shaped pores filled with water. Models for silica, magnesium oxide and alumina were used as solid substrates and the diffusion coefficient of methane inside the pores was obtained by performing MD simulations45 in the canonical ensemble at 300 K. The three pores filled with water are considered representative of minerals found in the subsurface45. We perform here KMC simulations for the systems considered by Phan et al. to validate our model. Then, we use our validated KMC model to investigate the effect of the pore length and the pore network connectivity on methane transport.

The remainder of the paper is organised as follows. Section II provides the theoretical background under which the KMC algorithm is implemented. In Section III we describe the physical systems considered by Phan et al. and how a KMC lattice is constructed to represent them, followed by the methodology used to calculate the KMC rates. In Section IV we report flux, permeability and Mean First Passage Time (MFPT) results through a few single pores. The effect of pore length and network connectivity are also investigated. Finally, Section V summarises our conclusions and suggests future works.

II. THEORETICAL BACKGROUND

KMC seeks to use state-to-state transition rates to simulate trajectories of the stochastic "wandering" of a system around the state space43. To this end, the KMC implementation requires rate constants that capture the probability per unit time of such state-to-state transitions43. A sequence of such transitions constitutes a sample path or trajectory, whose statistics follow the so-called Master equation (M-equation) that governs the dynamics of the system. The M-equation gives the time course of the probability mass function (p.m.f) of finding the system in a certain state at a given time46:

\[
\frac{dP_i(t)}{dt} = -\sum_{j \neq i} k_{ij} P_i(t) + \sum_{j \neq i} k_{ji} P_j(t)
\] (2)

The M-equation describes the system evolution as a balance of probabilities \(P_i(t)\) and \(P_j(t)\) multiplied by the kinetic constants \(k_{ij}\) and \(k_{ji}\), respectively, which quantify the propen-
sity of an event, or, in other words, its probability of occurrence per unit time. Despite its simplicity, the M-equation can hardly be solved. Instead, a KMC algorithm can be employed to simulate sample paths (trajectories) and estimate statistical properties of interest.

A KMC algorithm can be implemented to address both surface (solid state) and bulk diffusion problems. The mathematical basis of the M-equation is the same but conceptual differences exist. Solid state problems can be described by a state vector $x$ and a time coordinate $t$ where, $x$ represents local minima on a potential energy surface (PES) and the M-equation describes the transition from one such local PES minimum to another. Diffusion is an activated process and the kinetic constants that describe such transitions depend on the energy barrier between two states. In the case of bulk diffusion problems, the state vector $x$ represents the population of species inside a region of a certain energy level. The kinetic constants depend on the diffusivity of the species considered.

To ensure that the selected transitional rates capture correctly the dynamical evolution of the system towards equilibrium one can consider the Boltzmann relationship:

$$P_i^0 \sim \exp\left(-\frac{F_i(T)}{k_BT}\right)$$

(3)

Microscopic reversibility (i.e. detailed balance) needs to be satisfied for any connected pair of states $i$ and $j$. This implies the following relationship between rates $k_{ij}$ (forward process) and $k_{ji}$ (reverse process):

$$\frac{k_{ij}}{k_{ji}} = \exp\left(-\frac{F_j(T) - F_i(T)}{k_BT}\right)$$

(4)

The features of the KMC algorithm were first described by Young and Elcock in 1966. Early implementations of the KMC algorithm were reported by Bortz et al. and Gillespie, who utilised a rejection-free method known as the direct method. We implement here the direct method to describe diffusion as a function of jumps between neighbouring voxels. We discretize the sample space and create finite domains, subsets of the sample space, in which a molecule can be found. One can determine the probability of occupancy inside these subsets, which are referred to as voxels. The movement of molecules from one voxel to others is treated as possible transition pathways. We first identify all possible pathways and then we determine the rates through which the transitions take place. The possible pathways a molecule can follow, while it diffuses in a 1D domain with periodic boundaries
FIG. 1. Representation of the possible pathways in a 1D domain with reflective boundaries. For $N$ voxels there are $2N - 2$ possible moves a molecule can make.

and $N$ square voxels is $2N$. If the system is closed and both the boundaries are reflective, the possible pathways are reduced to $2N - 2$ (see Figure 1).

The algorithm requires the selection of two random, uniformly distributed numbers $u_1$ and $u_2 \in [0, 1]$. We use the Mersenne Twister MT19937 uniform random number generator (u.r.n.g)\textsuperscript{52}. One of the selected numbers, $u_1$, is used to select which event takes place; the second, $u_2$, is used to determine the time increment due to the selected transition. A detailed description of the direct method\textsuperscript{51,53} is provided in the supplementary material.

III. SIMULATION MODELS AND METHODOLOGY

A. Model system

Each system considered here comprises of three regions (Region 1, Region 2 and Region 3), two fluid species (methane and water), and two fluid phases. Each Region is described as a collection of different voxels, as discussed later. In all cases two bulk areas surround the pore (Region 1), two layers of liquid water lay outside both sides of the pore (Region 2) and a slit pore is filled with water (Region 3). Water molecules are in liquid phase while methane molecules are in gas phase. As methane migrates through the pore, it first solvates in the liquid water and then it diffuses. Interfaces separate the bulk and the pore space. A schematic is shown in Figure 2, which corresponds to a silica slit-pore filled with water; methane molecules are present at both bulk regions. In the KMC lattice each Region is composed of voxels. Each voxel is assigned a forward and a backward diffusion rate. In Figure 2 the transition rates at the interfaces are presented.
In our KMC model we need to determine the diffusion rates within the three regions and the transition rates at the interfaces between them. To determine the diffusion rates, we considered the diffusion coefficient of methane in the water layer outside the pores and that of methane inside the hydrated pores, enabling us to simulate jumps inside each Region. Potential of mean force (PMF) profiles and methane density profiles were used to assign the transition rates at the interfaces.

The rates that describe the back and forth transitions between neighbouring voxels inside each individual Region will be equal due to microscopic reversibility. To calculate such rates inside the hydrated pore and the water layer we use the following expression\textsuperscript{53}:

$$k = \frac{D}{l^2} \quad (5)$$

where $D$ is the coefficient of methane. The diffusion coefficients of methane in the various hydrated pores were obtained by Phan et al. and are summarized in Table I. The diffusion coefficient of methane inside the water layer is set to $1.8 \times 10^{-9} \text{ m}^2/\text{s}\textsuperscript{45}$. Information regarding the PMF experienced by the methane molecules across the hydrated pores was obtained by Phan et al.\textsuperscript{45}. The methane molecules diffuse first through the layer of water outside the pore, where the water molecules are able to move freely. Once they enter the hydrated pores, the adsorbed water molecules can hinder methane transport. To
calculate the transition rate at the interfaces, we make use of the energy barriers obtained from the PMF profiles and then use Boltzmann’s distribution to define the probability of occupancy in Regions 2 and 3. The energy barriers considered in our calculations correspond to the maximum height (difference between maxima and minima) of two subsequent PMF curves and are reported in Table I. These energy barriers represent the transport barrier inside the pores. The probability of occupancy in Regions 2 and 3, resulting from these energy barriers, are reported in the supplementary material.

From the density profiles of methane and water we counted the methane population inside the water layer and the gaseous phase and we extracted the probability of occupancy in Regions 1 and 2, (reported in the supplementary material). The probabilities obtained from the PMF and density profiles were normalised and used to describe the transition rates at the interfaces. In Table II, we summarise the probability of occupancy at Regions 1 ($p_1$), 2 ($p_2$) and 3 ($p_3$) for methane molecules in each system. The transition rates $k_{1,2}^{\text{int}}$, $k_{2,1}^{\text{int}}$, $k_{2,3}^{\text{int}}$ and $k_{3,2}^{\text{int}}$ are calculated as:

$$k_{1,2}^{\text{int}} = p_2 \times k_{\text{Region}2}$$  \hspace{1cm} (6)

$$k_{2,1}^{\text{int}} = p_1 \times k_{\text{Region}2}$$  \hspace{1cm} (7)

$$k_{2,3}^{\text{int}} = p_3 \times k_{\text{Region}3}$$  \hspace{1cm} (8)

$$k_{3,2}^{\text{int}} = p_2 \times k_{\text{Region}3}$$  \hspace{1cm} (9)

As a final step, the KMC lattice needs to be constructed. The information available includes methane diffusivities, PMF, and density profiles along the direction parallel to the pore. Because water is considered stagnant, we create a lattice and consider only one type of species, methane, effectively undergoing 1D transport along the direction parallel to the
TABLE II. The probability of occupancy between Regions 1, 2 and 3.

<table>
<thead>
<tr>
<th>Material</th>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO(_2)</td>
<td>0.709</td>
<td>0.270</td>
<td>0.020</td>
</tr>
<tr>
<td>MgO</td>
<td>0.760</td>
<td>0.227</td>
<td>0.012</td>
</tr>
<tr>
<td>Al(_2)O(_3)</td>
<td>0.748</td>
<td>0.227</td>
<td>0.024</td>
</tr>
</tbody>
</table>

The probability of occupancy between Regions 1, 2 and 3.

pore. We define the size and the number of the voxels. Each voxel must be bigger than the mean free path of the molecules. Each Region contains a different number of voxels. We represent Region 1 by a single voxel, assuming the gaseous methane to be well mixed. The methane particles move from one voxel to a neighbouring voxel, located along the x-direction, following a 1D trajectory. An example of the lattice used to perform these calculations (in this regard for the silicon oxide pore) is presented in Figure 3. Information regarding the lattice implemented for all three substrates is shown in Table III.

FIG. 3. The KMC lattice implemented for the silicon oxide flux calculations.

TABLE III. Description of the lattice implemented for the KMC model.

<table>
<thead>
<tr>
<th>Material</th>
<th>( SiO_2 )</th>
<th>( MgO )</th>
<th>( Al_2O_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region 1 dimensions (x,y,z) (nm)</td>
<td>1.6( \times )0.4( \times )0.4</td>
<td>2.12( \times )0.42( \times )0.42</td>
<td>2.30( \times )0.46( \times )0.46</td>
</tr>
<tr>
<td>Region 2 dimensions (x,y,z) (nm)</td>
<td>1.6( \times )0.4( \times )0.4</td>
<td>2.12( \times )0.42( \times )0.42</td>
<td>2.30( \times )0.46( \times )0.46</td>
</tr>
<tr>
<td>Region 3 dimensions (x,y,z) (nm)</td>
<td>5.2( \times )0.4( \times )0.4</td>
<td>5.09( \times )0.42( \times )0.42</td>
<td>4.60( \times )0.46( \times )0.46</td>
</tr>
<tr>
<td>Voxel size</td>
<td>0.4( \times )0.4( \times )0.4</td>
<td>0.42( \times )0.42( \times )0.42</td>
<td>0.46( \times )0.46( \times )0.46</td>
</tr>
<tr>
<td>Number of voxels in Region 1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number of voxels in Region 2</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Number of voxels in Region 3</td>
<td>13</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Number of particles inserted in Region 1</td>
<td>3</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>
B. Flux Calculations

Methane molecules in gas phase were inserted in one of the bulk areas (feed), resulting in a pressure rise. The other bulk area (permeate) was kept empty throughout the simulations. Once the methane molecules cross the pore and enter the permeate region, they are deleted and immediately added back into the feed region. Hence, the pressure drop across the membranes was maintained constant. The boundaries of the system were reflective. We calculate the cumulative number of particles that cross the permeate region every 30 ns, and report averages obtained from 100 independent simulations. Replicating the simulations as such, results in smooth profiles with minimum fluctuations. Starting from \( t = 0 \), the system was allowed to progress for 30 ns, during which time a counter reports the number of molecules crossing the pore. After 100 simulations the system was left to diffuse for another 30 ns. This procedure was repeated until a total simulation time of 720 ns was reached. The flux was determined by counting the number of molecules crossing the pore \((Q_t)\) over time:

\[
J = \frac{\Delta Q_t}{\Delta t} / A \quad (10)
\]

In Eq. (10), \( J \) is the molar flux of methane, \( \Delta Q_t / \Delta t \) is the slope of the fitted line (cumulative number of molecules vs. time), \( A \) is the cross-sectional area available for gas permeation, perpendicular to the direction of the diffusion.

The plots of the cumulative number of molecules as a function of time obtained for every system are presented in the supplementary material. A straight line is fitted to these data to calculate the slope of the linear plots. From the slope, Eq. (10) is used to calculate the flux of methane molecules.

C. Permeability Calculation

The membrane permeability \( K \) was calculated as:

\[
K = \frac{Jl}{p_1 - p_2} \quad (11)
\]

where, \( J \) is the molar flux of methane from the KMC calculations, \( l \) is the length of the pore, \( p_1 \) is the pressure applied in the feed phase, \( p_2 \) is the pressure applied in the permeate
FIG. 4. The KMC lattice implemented for the MFPT calculations. The particle is initially placed in voxel No. 86 and moves towards voxel No. 1. Movement towards direction $x_b$ is disabled region ($p_2 = 0$). In this calculation the pressure drop remains constant. At most 5% of the molecules in the feed volume escaped to the pore voxels (i.e., Region 2).

D. Mean First Passage Time (MFPT)

The MFPT reflects the average time required for a particle to reach a specific position inside the pore. For MFPT calculations, silicon, magnesium and aluminium oxide pores 40 nm long were considered. A layer of water, approximately 1.5 nm thick, surrounded each side of the pore.

In the beginning of the KMC simulation, a methane molecule was placed in the middle of the pore (voxel No. 86), as shown in Figure 4. We performed 1000 independent simulations and monitored the molecule’s trajectory as it exited the pore. The KMC lattice used for these calculations was symmetric and we focused our analysis on the $x_a$ direction. Starting from voxel No.86, we recorded the first time at which the molecule was found at each neighbouring voxel sequentially (i.e. voxel No.85, voxel No.84, etc.), until it reached voxel No.1. By averaging these ”first times” we obtained the MFPT as a function of distance from the center of the pore. Whenever the molecule attempted to cross the center of the pore, by moving into voxel No.87, the simulation was terminated and discarded. The size of the voxels used to simulate the layer of water (Region 2) had dimensions 0.25(nm)x0.5(nm)x0.5(nm). The voxels used to represent the pore (Region 3) had dimensions 0.5(nm)x0.5(nm)x0.5(nm).
E. Heterogeneous pore networks

Our KMC model was used to investigate the transport properties in heterogeneous pore networks. We assessed how the flux observed through the membranes is affected by the length of the pore and the connectivity of the pores. To understand how the pore size affects molecular flux, a lattice similar to the one described in Figure 3 is used. The size of the water layer formed outside of the pores is kept the same. To obtain better statistics, the density of methane particles in the bulk region is increased. The particle flux is expected to gradually decrease, as the size of the pore is increased while keeping the pressure drop constant.

The effect of the pore connectivity on flux was quantified, starting by a long pore surrounded by water and two bulk regions containing methane (as in Figure 2). As a next step, two disconnected pores with half length of the original pore are used in place of the single long pore. These pores are also surrounded by bulk regions of water layers. Afterwards, the size of the pores is reduced by half, resulting to four pores, also disconnected. The pore networks studied (Type 1, Type 2, and Type 3) are illustrated in Figure 5.

IV. RESULTS AND DISCUSSION

A. Validation against analytical models

We validated the accuracy of our algorithm by comparing its predictions to those expected by solving the diffusion equation analytically. We consider a finite domain with total length L and reflective boundaries. A non-trivial solution of the 1D diffusion equation on the x-direction is:

\[ C(x,t) = \frac{1}{2} C_0 \sum_{n=-\infty}^{\infty} \left[ \text{erf}\left(\frac{h + 2nL - x}{2\sqrt{Dt}}\right) + \text{erf}\left(\frac{h - 2nL + x}{2\sqrt{Dt}}\right) \right] \] (12)

where \( C(x,t) \) is the spatially and temporally varying concentration, \( C_0 \) is the initial concentration of molecules and \(-h \leq x \leq +h\) the region in which the molecules were initially confined. The validation of the KMC algorithm against the 1D diffusion equation was satisfactory, as shown in the supplementary material.
Network Type 1
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FIG. 5. Representation of the network design used to calculate the molar flux. The light green color corresponds to the gas methane region, the light blue denotes the water layer outside of the pore and the light pink voxels represent the pore.

TABLE IV. Flux and permeability calculations obtained by the KMC model

<table>
<thead>
<tr>
<th>Material</th>
<th>Flux ( J (mol/m^2s) )</th>
<th>Permeability ( K (mol/msMPa) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( SiO_2 )</td>
<td>74.76 ± 1.42</td>
<td>((5.38 ± 0.11)\times10^{-9})</td>
</tr>
<tr>
<td>( MgO )</td>
<td>71.83 ± 1.26</td>
<td>((3.05 ± 0.05)\times10^{-9})</td>
</tr>
<tr>
<td>( Al_2O_3 )</td>
<td>75.91 ± 1.27</td>
<td>((2.04± 0.03)\times10^{-9})</td>
</tr>
</tbody>
</table>

B. Flux and Permeability through single pores

For validation purposes, we compare the values obtained by our model against those reported by Phan et al.\(^{45}\). The results are presented in Table IV.

The flux observed though the three pores is similar. However, the permeability varies.
FIG. 6. Results obtained implementing the KMC model presented here versus MD simulations by Phan et al.\textsuperscript{45} for flux (left panel) and permeability (right panel). The results obtained from both methods are presented with error bars.

The silicon oxide pore is the most permeable, followed by the magnesium oxide one and the alumina oxide. These trends are in quantitative agreement with the MD results\textsuperscript{45}. According to Phan et al., molecular cavities within the water-filled pores are observed close to the pore walls. These cavities are more pronounced in the case of the silica pores, followed by the ones observed in the magnesium oxide and aluminium oxide pores. These structures promote the passage of methane molecules through the hydrated pores and increase the methane diffusivity\textsuperscript{45}.

To perform 100 independent KMC simulation runs for the silica, magnesium oxide and aluminium oxide pores required just 32.9s, 63.6s and 83.1s, respectively. Comparison between KMC and MD results is presented in Figure 6. To calculate the error bars in Figure 6 we perform 100 independent simulations and calculate the standard deviation for flux and permeability. We divide the standard deviation of the mean by the square root of the sample size to obtain the standard error of the mean, which we report here.
FIG. 7. Mean First Passage Time profiles of 40 nm wide pores as obtained by KMC calculations.

C. Mean First Passage Times

The following MFPT profiles were obtained for the three substrates by implementing the KMC algorithm. As expected from the diffusion coefficients that describe methane transport inside the slit-shaped pores, transport inside the silicon oxide pores is the fastest. Methane moves slowly inside the alumina oxide pores, for which the MFPT is almost three times slower than that obtained in the silicon oxide pore. The results obtained from the KMC model are in agreement with the ones reported by Phan et al.\textsuperscript{45}, as shown in supplementary material. It is worth repeating that the computational effort associated with the KMC approach is significantly smaller than that of the MD approach. The CPU times required were 48.9s, 48.8s, and 51.3s for the simulations performed on the silica, magnesium and aluminium oxide pores, respectively, when the KMC model was implemented.

D. Flux versus Pore length

Since the KMC model quantitatively reproduces the results obtained from the MD simulations, it can be used to quantify how certain pore characteristics affect permeability. To elucidate the effect of the pore length on the observed flux, we conducted systematic KMC simulations. To improve the statistics, we increased the number of particles inserted
FIG. 8. Effect of the pore length on membrane flux (left panel) and the effect of pore length on the % of flux decrease as calculated from KMC simulations (right panel). The flux obtained for the different pore lengths is reported with error bars.

in the feed area to 100. The results are shown in Fig. 8 (left panel) where the calculated flux is plotted against the pore length. For these calculations the pore length was increased from 4 to 25 nm for all three substrates. As expected, as the pore length increases, the flux decreases. We expect the rate of flux decrease to be similar for all substrates. To investigate this hypothesis we calculate the % of the flux decrease and plot the results obtained against the pore length. The results shown in Figure 8 (right panel) are indicative of the qualitative validity of our model.

To quantitatively prove the accuracy of our model, we rely on Eq. (13), an analytical expression that describes the relationship between the observed flux and the membrane thickness\cite{footnote}.

\begin{equation}
J = \frac{L_m(L)RT}{L} \ln \frac{x_b}{x_p}
\end{equation}

In Eq. (13) $L$ is the membrane thickness, $L_m(L)$ is the mass transport coefficient, $x_b$ is the mole fraction at the feed-membrane interface and $x_p$ is the mole fraction at the membrane-permeate interface. As the pore length increases some of the molecules will occupy positions inside the membrane, thus decreasing the driving force for transport. To balance this effect,
we monitor the population of methane molecules inside the pore during the simulation and we adjust the number of feed molecules as required to maintain a constant pressure drop. This adjustment keeps the $x_b$ and $x_p$ mole fractions in Eq. (13) constant.

We assume the mass transfer coefficient to linearly decrease as the pore length increases, since the conditions under which our simulations take place are kept constant. The relationship between the mass transfer coefficient and the pore length can then be described as:

$$L_m(L) = c_1 L + c_2 \quad (14)$$

The constants $c_1$ and $c_2$ are fitting parameters obtained from fitting two KMC data points. Eq. (13) is then used to calculate the expected flux for each pore length. The comparison between the KMC model and Eq. (13) is quantitative as shown in Figure 9.

E. Effect of Pore Connectivity

Changing the pore network connectivity we modify the number of interfaces present in the system (see diagrams in Figure 5). Assuming that the resistance to diffusion is due to
FIG. 10. Fluxes calculated for 1D pore networks with different pore connectivity (see Figure 5 for description of Type 1, 2, and 3 networks).

the pore length and the interfaces, we seek to investigate whether these two effects equally hinder the gas transport, or whether we reach a rate-limiting step.

The effect of pore connectivity on the overall pore network’s flux was quantified by simulating three 1D pore networks, shown in Figure 5. The first one consisted of a single long pore (4 nm). This pore was cut in half and the newly generated pores (2 nm) were surrounded by water layers and vapour bulk areas. These two pores were then cut in half to generate the third system. The flux observed for the three pore networks is reported in Figure 10. The results show that the fluxes in each of the 1D pore networks decrease as the number of interfaces increases, suggesting that the rate-limiting step in these pore networks is provided by the entrance of methane into the water-filled pores.

Figures 8 and 10 show that the pore length and the pore network connectivity are equally important in determining the flux. The observed flux decrease is similar whether the pore length increases by 1 nm (from 4 nm to 5 nm and from 5 nm to 6 nm) or the pore network becomes more disconnected (from Type 1 to Type 2 and from Type 2 to Type 3). We point out that the percent decrease in flux due to the interfaces added follows a similar trend for all three substrates.
V. CONCLUSIONS

We have developed a lattice-based KMC model to study fluid transport through slit-shaped pores with different chemical composition. The substrates analysed here are meant to represent main components of the inorganic material found in shale rocks. The proposed model was used to quantify how the presence of natural fractures and disconnected nanopores affect the permeability of a heterogeneous domain.

The chemistry of the pores affects the transport behaviour of gas methane molecules, as reported in previous studies. The hydrated silicon oxide nanopores exhibit the highest permeability, followed by the permeability observed in hydrated magnesium and aluminium oxide pores. The agreement between the KMC model and MD simulations is quantitative, however, the computational times are significantly reduced when using the KMC model. The model was then used to provide insights regarding the contribution of the pore network characteristics in the transport behaviour. It was found that both the pore length and the network connectivity play a significant role on gas migration.

From our simulations we observed that the chemical composition of the substrates affects the absolute values of the flux observed for all pore lengths and type of networks, but it does not affect the rate at which fluxes decrease. Hence, one could generate multiple realizations of possible networks for one substrate and extrapolate the findings to approximate the behaviour of substrates with different chemical composition.

Our model can be considered as a bottom-up approach for mesoscopic studies. Any type of designed or natural network can be simulated, as long as the kinetic (diffusion constants) and thermodynamic (barriers due to the interfaces) properties are provided. The kinetic and thermodynamic properties used for these studies, together with the methodology followed for the calculation of the transition rates, can be applied to any type of pore networks and provide insights regarding the significance of the chemical composition and pore features to the resulting transport properties provided gas transport occurs via diffusion. Such studies will contribute to a better understanding of the diffusion of multiple species encountered in shale rocks and potentially assist the formulation of strategies to maximise the natural gas or oil recovery through shale rocks.
SUPPLEMENTARY MATERIAL

See supplementary material for the description of the KMC algorithm and the KMC validation against the 1D diffusion equation and the MD simulations. Density profiles (methane and water) used to calculate the KMC rates at the interfaces are reported together with the probabilities obtained for the three Regions.
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SUPPLEMENTARY MATERIAL

I) The KMC algorithm

The algorithm requires the selection of two random, uniformly distributed numbers \( u_1 \) and \( u_2 \in [0,1] \). One of the selected numbers, \( u_1 \), is used to select which event takes place, the second, \( u_2 \), is used to determine the time increment due to the selected transition.

To select the executed event, one needs to create a list of all possible events \( j \) and calculate the propensity of each event \( a_j \). The propensity of an event is defined as the product of the rate and the state vector \( x \), which holds information regarding the population of particles in the corresponding voxel. The sum of all the individual propensities yields \( a_{tot} \):

\[
a_{tot} = \sum_{j=0}^{2N-2} a_j
\]

where, \( a_0 = 0 \), to denote the presence of a reflective left-side boundary. A random number \( u_1 \) is selected and multiplied by \( a_{tot} \). A loop is initiated and the list containing all the rates, defined in the previous step, is scanned. As one goes through the list of all possible events, the random event \( j_{exec} \) for which the following inequality holds true, is chosen to be the event that will take place.

\[
\sum_{j=0}^{j_{exec}-1} a_j < u_1 \times a_{tot} \leq \sum_{j=0}^{j_{exec}} a_j
\]

As Eq.(2) dictates, the probability of selecting an event is proportional to its rate. The direct method is rejection free, as non-realisable events are assigned zero probability and do not contribute to \( k_{tot}^{-1} \).

The time required until the next transition happens \( (\tau) \) is calculated by the following expression, where \( u_2 \) is the second random number generated\(^2\).

\[
\tau = -\frac{ln(u_2)}{a_{tot}}
\]

As a final step, the system is updated. Both the time and the occupancy at each position need to change accordingly, in order to reflect the occurrence of the randomly selected event \( j_{exec} \). The process is repeated until the maximum simulation time is reached.
II) Validation against the 1D diffusion equation

To achieve a slow diffusion, which will resemble a Boltzmann distribution, we distribute a population of 2125 molecules over the first 25 voxels at \( t = 0 \). Both the KMC algorithm and the continuum equation can predict the concentration of molecules over time and over place \( (C(x,t)) \). We compare the predictions of these two methods by sampling over time and over space. We let the system diffuse for a total time of \( 0.1 \mu s \) and four samples are collected at \( t_0 = 0 \), which is the initial configuration of our system, \( t_1 = 2ns \), \( t_2 = 9ns \) and at \( t_{max} = 0.1\mu s \). While sampling over space, we tag two voxels, the 30\(^{th}\) and the last one and we monitor the concentration of molecules inside them over time. The concentration is expressed in \( \text{number of molecules per m}^3 \). The data collected are presented in the following figures.

![Figure 1](image)

**FIG. 1.** Snapshots of concentration profiles at \( t_0 = 0 \) (panel A), \( t_1 = 2ns \) (panel B), \( t_2 = 9ns \) (panel C) and \( t_3 = 0.1\mu s \) (panel D), as predicted by the KMC algorithm (blue line) and the 1D diffusion equation (red line).

The agreement between the stochastic and the deterministic models is satisfying. At the beginning of the simulation all molecules were distributed equally over the first 25 voxels. Once the system was free to diffuse, the species started migrating to the neighbouring voxels
(panel B and C) until equilibrium was reached (panel D). At equilibrium, the population was evenly distributed throughout the domain. Figure 2 presents the time evolution of the concentration profiles for two selected voxels.

**FIG. 2.** Concentration profile of the 30th and 100th voxel as a function of time. The blue line corresponds to the stochastic approach and the red line represents the solution of the 1D equation.

Since the 30th voxel is closer to the region where the molecules are initially distributed, less time is required for it to become occupied. On the other hand, the 100th voxel, which is the last voxel of the domain, stays empty for longer times. After approximately 20 nanoseconds the system is equilibrated.

III) Validation against MD simulations

A. Flux calculations

Plots of the cumulative number of molecules as a function of time were obtained and a straight line was fitted to the data. The slope of the plotted lines was used to calculate the flux. Figure 3 presents the results obtained for the three substrates.
FIG. 3. Cumulative number of methane molecules ($Q_t$) in the permeate region (blue dots) as a function of time for the hydrated silica slit-shaped pore (left panel), the magnesium oxide (middle panel) and the aluminium oxide pore (right panel). The red line corresponds to a least-squares fitted line.

The blue dots shown in Figure 3 are real numbers, due to the averaging process. Some of them fall below the blue line because each simulation uses a different sequence of random numbers and is independent from all the others.

From the slope calculated for each system, we use Eq. (8) to calculate flux and Eq. (9) to obtain the permeability. We assume that the pressure drop remains constant.

In Table I we summarise the flux and the permeability values as calculated from both the stochastic and the MD approach for the three substrates.

B. Mean First Passage Time calculation

In Figure 4 we present the MFPT calculations performed by using the KMC model. We plot these data against the ones reported by Phan et al. In all cases excellent agreement was obtained between the KMC model and the MD simulations.
<table>
<thead>
<tr>
<th>Material</th>
<th>Flux by KMC $J$(mol/m$^2$s)</th>
<th>Flux by MD $J$(mol/m$^2$s)</th>
<th>Permeability by KMC $K$(mol/msMPa)</th>
<th>Permeability by MD $K$(mol/msMPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO$_2$</td>
<td>74.76 ± 1.41</td>
<td>72.4 ± 1.5</td>
<td>(5.38 ± 0.11)×10$^{-9}$</td>
<td>(5.2 ± 0.1)×10$^{-9}$</td>
</tr>
<tr>
<td>MgO</td>
<td>71.83 ± 1.26</td>
<td>69.6 ± 1.6</td>
<td>(3.04 ± 0.05)×10$^{-9}$</td>
<td>(3.1 ± 0.1)×10$^{-9}$</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>75.91 ± 1.27</td>
<td>72.9 ± 1.5</td>
<td>(2.04 ± 0.03)×10$^{-9}$</td>
<td>(2.0 ± 0.1)×10$^{-9}$</td>
</tr>
</tbody>
</table>

FIG. 4. MFPT calculations produced by the KMC model and *Phan et al.* along the hydrated 40 nm long pores.

IV) Water and methane density profiles

To count the population of methane molecules inside the bulk area and inside the water layer and calculate the probability of occupancy in each region we implemented the simulations described in$^3$ and performed MD simulations using GROMACS$^4$. The CLAYFF force field$^5$ was implemented to simulate the solid substrates. The rigid SPC/E model was used to simulate water and the transferable potentials for phase equilibria(TraPPE) force field$^6$ was implemented to model methane. After 50 ns of equilibration, additional MD simulations were performed for 3ns to obtain the density profiles. The density profiles of
water and methane molecules are presented in Figure 5. The location of the water layers are denoted by the vertical dashed lines.

![Figure 5](image)

**FIG. 5.** Density profiles of water (red) and methane (blue) molecules inside 1nm wide slit-shaped pores. The dashed lines denote the borders of the water layer (region 2).

To determine the probability of occupancy in each region, we count the number of methane molecules found in the layer of water near the pore entrance \(N_1\) and we measure its thickness. Then, we select a bulk region that has the same dimensions as the layer of water and we count the number of methane molecules gathered there \(N_2\). We repeat the process twice for each system and we calculate the average population in each region. The probability of occupancy in region 1 and 2 is obtained by using:

\[
p_1 = \frac{N_1}{N_1 + N_2} \tag{4}
\]

\[
p_2 = 1 - p_1 \tag{5}
\]

In Table II, we summarise the estimated thickness of water layer and the probability of occupancy at region 1 \(p_1\) and region 2 \(p_2\) for each system.
TABLE II. Length of the water layer formed outside of the three pores and the probability of occupancy between regions 1 and 2.

<table>
<thead>
<tr>
<th>Material</th>
<th>Length of water layer (nm)</th>
<th>$p_1$</th>
<th>$p_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SiO_2$</td>
<td>1.63</td>
<td>0.724</td>
<td>0.276</td>
</tr>
<tr>
<td>$MgO$</td>
<td>2.12</td>
<td>0.770</td>
<td>0.230</td>
</tr>
<tr>
<td>$Al_2O_3$</td>
<td>2.28</td>
<td>0.767</td>
<td>0.233</td>
</tr>
</tbody>
</table>

TABLE III. Energy barriers obtained from PMF plots provide by Phan et al.\textsuperscript{3} and the probability of occupancy between regions 2 and 3.

<table>
<thead>
<tr>
<th>Material</th>
<th>$\Delta F$ (kcal/mol)</th>
<th>$p_2$</th>
<th>$p_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SiO_2$</td>
<td>1.2</td>
<td>0.895</td>
<td>0.105</td>
</tr>
<tr>
<td>$MgO$</td>
<td>1.6</td>
<td>0.946</td>
<td>0.054</td>
</tr>
<tr>
<td>$Al_2O_3$</td>
<td>1.3</td>
<td>0.911</td>
<td>0.089</td>
</tr>
</tbody>
</table>

In Table III, we report the energy barrier obtained from PMF profiles produced by Phan et al.\textsuperscript{3} and probability of occupancy at region 2 ($p_2$) and region 3 ($p_3$) for each system.
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