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Abstract 

The vast majority of studies in cognitive neuroscience have focused on the brain’s 

response to a task or stimulus. However, the brain is very active even in the absence of 

explicit input or output, as its enormous energy consumption at rest suggests. This ongoing 

brain activity is present at all timescales; as spontaneous neuronal firing measured by 

electrophysiology, and as slow fluctuations in the BOLD signal measured by functional 

magnetic resonance imaging (fMRI). Its significance for behaviour is still unclear. This 

thesis explores the nature of the brain’s spontaneous activity, with an emphasis on its 

interaction with brain activity devoted to visual perception. Using a theoretical approach, I 

first show that the amount of energy expended on evoked brain activity related to a 

perceptual decision is minute compared to the energy expenditure associated with 

spontaneous activity. I then focus on spontaneous brain activity measured in the fMRI signal, 

the so-called resting-state fluctuations. Using simultaneous fMRI-electrophysiology in 

awake monkeys, I demonstrate that these fMRI resting-state fluctuations are strongly 

correlated to underlying fluctuations in neural activity, and are therefore likely to be neural 

in origin. A further fMRI study in humans shows that resting-state fluctuations in visual 

cortex can account for a significant degree to the variability in cortical, and to a lesser degree 

to the variability in behavioural responses to a visual stimulus at perceptual threshold. Lastly, 

I use a visual illusion called motion-induced blindness as a model system for studying the 

effect of spontaneous fluctuations in internal brain state on bistable perception. Using fMRI 

in humans, I show that while the retinal input remains constant, activity in early visual cortex 

reflects awareness of the stimulus. In the final, behavioural experiments, I manipulate the 

brain’s internal state by examining the influence of endogenous attention on the temporal 

dynamics of motion-induced blindness. Taken together, these studies show that spontaneous 

brain activity plays an important role in visual perception, and argue that understanding the 

brain’s internal dynamics is essential to understanding the brain as a whole. 
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Chapter 1  General Introduction        

 
 
 

1.1 Spontaneous and evoked activity 

The activity of the brain can be thought of as an iceberg; some of it is devoted to various 

cognitive functions, such as the processing of sensory stimuli, memory, and the execution of 

movements, yet surprisingly, most of the brain’s activity is present spontaneously. This 

ongoing activity cannot be attributed to a particular task or stimulus and therefore stays 

beneath the surface in most cognitive neuroscience studies. The only way in which its 

existence becomes apparent in conventional task designs, is in the large variability in cortical 

responses to the repeated presentation of a stimulus. This variability is often as large as the 

response itself (Snowden et al., 1992;Vogels et al., 1989). The standard approach to this 

variability has been to recover the response of the brain to the stimulus by averaging over 

repeated trials (Gerstein, 1960). This approach tacitly assumes that the variability reflects 

noise. There is an increasing awareness, however, that spontaneous brain activity does not 

just reflect noise and instead might play an important role in sensory processing (Arieli et al., 

1996;Tsodyks et al., 1999). This thesis explores the nature of this spontaneous brain activity, 

with an emphasis on its interaction with the brain activity devoted to visual perception. 

 
 
 

1.2 Cortical energy expenditure 

In the awake resting state, the brain receives 11% of the cardiac output and accounts for 

20% of the total oxygen consumption of the body (Clark and Sokoloff, 1999), despite the 

fact that it represents only 2% of body weight. Task-related increases in neuronal 

metabolism are usually small (<5%) when compared with this large resting energy 

consumption (Raichle and Mintun, 2006). Therefore, most of our knowledge about brain 
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function comes from studying a minor component of total brain activity. This fact alone 

should be a motivation for studying the component that consumes most of the brain’s 

energy: spontaneous neuronal activity.  

So what is cortical energy spent on? Answering this question requires a quick review of 

the cellular processes underlying neuronal signalling (Fig 1.1). Signals travel within neurons 

as local depolarisations of the membrane potential; this is called an action potential. When an 

action potential in the presynaptic cell reaches the synapse, the depolarisation of the 

membrane causes voltage-dependent membrane channels to open that are permeable to 

calcium ions. Calcium ions enter the presynaptic neuron, rapidly increasing the internal 

calcium concentration. This in turn activates a set of calcium-sensitive proteins attached to 

vesicles that contain neurotransmitters (typically glutamate). These vesicles fuse with the 

presynaptic membrane, releasing their neurotransmitters into the synaptic cleft. The 

neurotransmitters bind to receptors located on the membrane of the postsynaptic neuron and 

either trigger a postsynaptic depolarisation (excitatory synapse) or a hyperpolarisation 

(inhibitory synapse) of the membrane. In order to clear the stage for the next synaptic 

transmission, ion fluxes related to the opening of membrane channels pre- and 

postsynaptically are reversed, and excess neurotransmitter in the synaptic cleft is taken up by 

astrocytes surrounding the neurons and recycled to the presynaptic neuron.  

 

 

 

 

 

 

 

Figure 1.1 Schematic of synaptic transmission. Arriving presynaptic action potentials trigger the 

release of neurotransmitters, which then bind to postsynaptic receptors and trigger a postsynaptic 

action potential. Adapted from http://universe-review.ca/R10-16-ANS.htm. 
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Based on the measured properties of the individual ion channels and synapses, the 

amount of expended energy has been estimated for all these steps separately (Attwell and 

Laughlin, 2001). This analysis concluded that most of the energy is in fact expended on 

reversing the ion fluxes underlying postsynaptic events such as neurotransmitter binding and 

action potential generation; this accounts for ~75% of the total energy used on signalling 

(Attwell and Iadecola, 2002). However, not all energy consumed by neurons is expended on 

signalling. Action potential driven signalling energy accounts for ~50-75% of the total 

energy consumption; the remaining 25-50% of brain energy is expended on the resting 

potentials of neurons and glia, and on non-signalling housekeeping tasks (Attwell and 

Laughlin, 2001). This large amount of energy spent on housekeeping tasks, together with a 

certain baseline firing rate, suggest that spontaneous brain activity consumes a large fraction 

of the total energy available. Only a robust task-related increase in firing rate will alter 

energy consumption substantially, a hypothesis which will be explored later in this thesis.   

Brain metabolism has also been studied globally in the brain, primarily with the use of 

positron emission tomography (PET). Increases in brain metabolism induced by a task are 

small; in fact, local task-induced increases in functional activity, although associated with 

regionally increased blood flow, are too small to induce perceptible changes in global blood 

flow or metabolism (Sokoloff et al., 1955). Quantitative measurements of brain glucose 

uptake, oxygen metabolism, and blood flow in humans revealed that during rest, oxygen 

consumption was much higher than glucose consumption (4.1:1 ratio) (Fox et al., 1988). 

However, during presentation of a strong visual stimulus, oxygen consumption in visual 

cortex increased only relatively little (5%) compared to glucose consumption (51%) (Fig 

1.2). Since the conversion of glucose to energy in the form of adenosine triphosphate (ATP) 

requires oxygen, this small increase in oxygen consumption implies that much of the glucose 

taken up is not converted to energy directly. Therefore the increase in energy consumption 

during perceptual processing is very small compared to the resting energy consumption (Fox 

et al., 1988).  
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Figure 1.2 Energy consumption during visual stimulation. PET images showing a robust increase in 

blood flow and glucose consumption, and a minute increase in oxygen consumption, in visual cortex 

during presentation of a strong visual stimulus. Adapted from Gusnard and Raichle, 2001.  

 
Taken together, these studies suggest that the brain’s energy consumption is dominated 

by spontaneous cortical activity and only slightly altered by evoked activity. To examine 

whether neuronal processing, similarly, is dominated by spontaneous activity, 

electrophysiological measurements are needed.  

 
 
 

1.3 Electrophysiological evidence of spontaneous activity 

 

1.3.1 Response variability 

One of the pioneering studies to investigate the relationship between spontaneous neural 

activity and activity evoked by a stimulus, was performed by Arieli and colleagues (1996). 

Using optical imaging and electrophysiological (local field potential) recordings in the visual 

cortex of anaesthetised cats, these researchers determined the separate contribution of 

evoked and spontaneous activity to the cortical response to a moving grating. Specifically, 

they tested the hypothesis that the response to the stimulus on a single trial could be 

approximated by a linear combination of the average response to the stimulus (the evoked 

activity) and the ongoing activity present already at that particular trial (the spontaneous 

activity). They found that this model predicted the cortical response very well on a trial by 

trial basis (Fig 1.3). This important finding implies that the amount of cortical activity 
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evoked by a stimulus is fixed; inter-trial variability is entirely due to variations in 

spontaneous activity. Subsequent intracellular recordings, also in cat striate cortex, 

confirmed this finding (Azouz and Gray, 1999). This study measured the membrane 

potential fluctuations and spiking activity immediately before and after the onset of an 

evoked response and found that the response magnitude in the postsynaptic cell was linearly 

correlated with the spontaneous membrane potential preceding the evoked response. This 

demonstrates that inter-trial variability is attributable partly to variations in preceding 

membrane potential (Azouz and Gray, 1999).   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.3 Inter-trial variability and spontaneous activity. (a) Average activity pattern evoked by a 

stimulus, shown in optical imaging windows at 5 different times after response onset (from left to 

right). (b) Initial state on a single trial, approximating the spontaneous activity during the response. 

Black dots represent an identical frame to the one on the left. (c) Predicted response on the same trial, 

obtained by adding the frames in a and b. (d) Measured response. Note the large degree of similarity 

between the predicted and the measured response. Adapted from Arieli et al., 1996. 

 

1.3.2 Cortical states 

The activity of single neurons, therefore, is a combination of their spontaneous and 

evoked activity. The relation of the spontaneous activity of single neurons to their 
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neighbouring neurons has been extensively investigated (Fiser et al., 2004;Kenet et al., 

2003;Tsodyks et al., 1999). Using a combination of optical imaging and single-unit 

recordings in cat visual cortex, it was shown that the firing rate of a spontaneously active 

single neuron strongly depends on the instantaneous spatial pattern of ongoing population 

activity in its neighbours (Tsodyks et al., 1999). In other words, a neuron is mostly silent 

during certain patterns of spontaneous activity in its neighbours, and fires maximally during 

other patterns of activity. Ongoing activity of a whole network of neurons is therefore 

strongly correlated. Furthermore, spontaneous firing of the neuron and firing driven by its 

optimal stimulus coincide with very similar spatial patterns in the network (Tsodyks et al., 

1999). The fact that the same states appear in the network during both spontaneous and 

evoked activity of the neuron suggest that even in the presence of sensory input, the response 

of cortical neurons is affected to a large degree by these ‘cortical states’ and is not only a 

direct reflection of the input. Indeed, spontaneous population activity in visual cortex seems 

to be continually switching between these cortical states, many of which correspond closely 

to orientation maps (Kenet et al., 2003) (Fig 1.4). This suggests that orientation maps are 

largely determined by intra-cortical connectivity, and that spontaneous cortical states could 

represent the brain’s ‘internal context’ for memory or perception. Even under free viewing 

conditions of natural scenes rather than moving gratings, activity in visual cortical neurons 

reflects ongoing circuit dynamics more than the structure of the input itself (Fiser et al., 

2004). Importantly, this work was done in awake rather than anaesthetised animals. This 

implies that spontaneous activity is an integral component of sensory processing, which 

would seem sensible given the high metabolic cost of maintaining baseline neural activity in 

the brain (Attwell and Laughlin, 2001). Taken together, these studies show that spontaneous 

activity has a highly coherent spatio-temporal structure and that correlations in spontaneous 

neural firing are only slightly modified by visual stimulation, irrespective of the specifics of 

the sensory input.  
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Figure 1.4 Spontaneously emerging orientation maps. (a) Orientation map in visual cortex obtained 

by averaging over repeated presentations of full-field gratings. (b) Map obtained in a single instance 

from a spontaneous recording session. (c) Map obtained on a single presentation of the full-field 

grating. Note the large degree of similarity between the three maps. Adapted from Kenet et al., 2003. 

 

1.3.3 Predictive coding 

The fact that spontaneous activity has a much more pronounced influence on the firing 

of single sensory neurons than does sensory input itself, begs the question whether 

spontaneous activity contains any functional significance for the brain. In other words, why 

is it there? One possible role for spontaneous activity might be found in the framework of 

predictive coding (Engel et al., 2001). Sensory input, while highly diverse and variable itself, 

needs to be processed fast and reliably. Predictive coding proposes that the brain does this by 

anticipating the forthcoming sensory environment, having ready a template against which to 

match the observed sensory evidence (Summerfield et al., 2006). A mismatch between the 

template and the sensory input leads to a modification of the template, while a match 

between the two strengthens the template. These templates, or predictions, might be 

embodied in the temporal structure of spontaneous activity. There are several lines of 

evidence that support such an account. For instance, the emergence of orientation maps in 

spontaneous population activity (Kenet et al., 2003) suggests that this is the cortical way to 

prepare ‘default’ network activity, which might reflect expectations about the sensory input.  
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If spontaneous activity carries predictions about the sensory environment, it is 

reasonable to assume that these predictions are expressed just before stimulus onset. Specific 

patterns of coherence in spontaneous activity prior to a stimulus have indeed been shown, 

and behavioural evidence indicates that these patterns are related to states of expectancy 

about task-relevant events (Fries et al., 2001a;Fries et al., 2001b;Von Stein et al., 2000). For 

instance, the local field potential (LFP) in the gamma band (>30 Hz) recorded from different 

sensory areas in awake cats exhibits strong synchrony between areas just before the onset of 

a behaviourally relevant stimulus (Fries et al., 2001b). These synchronisations are spatially 

specific and cannot therefore be attributed to an increased arousal state. Anticipation-related 

increases just before trial onset have also been shown in the haemodynamic signal in the 

sensory cortex of awake monkeys, which, intriguingly, did not correspond to any increases 

in neuronal activity (Sirotin and Das, 2009).   

A more stringent method of assessing the presence of predictions about a forthcoming 

stimulus in spontaneous activity is to examine whether spontaneous activity has any 

predictive power for the subsequent neural response to that stimulus. This is indeed the case 

in visual cortex (Fries et al., 2001a). Pairs of neurons show correlated fluctuations in 

response latency in response to a stimulus flashed in their receptive field, but only when they 

fluctuate synchronously in the gamma frequency band before stimulus onset (Fig 1.5). The 

phase of these gamma oscillations at stimulus onset predicts the absolute latency of the 

neuronal spike response. The neuronal pairs can even be interhemispheric, and they are most 

strongly synchronised in their gamma band activity when they have overlapping receptive 

fields or similar orientation preferences.  

Predictions are, by necessity, reflected in the spontaneous activity before stimulus onset. 

However, also after the stimulus has ended, spontaneous activity and the stimulus seem to 

interact. Optical imaging in rat visual cortex shows that visually evoked activity reverberates 

in subsequent waves of spontaneous activity (Han et al., 2008). Such reverberation could 

contribute to short-term memory by helping to consolidate recent sensory experiences into 

stable cortical modifications.  
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Figure 1.5 Prestimulus gamma oscillations predict response latency. (a) Electrode pair (1 and 2) 

showing correlated short (left panel) or long (right panel) response latencies on single trials. (b) 

Covariation of latencies across 100 successive trials for the same electrode pair. Vertical lines refer 

to the single trials in a. (c) Prediction strength of correlation between neuron pairs as a function of 

prestimulus frequency. Prestimulus gamma band (>30 Hz) synchrony positively predicts a neuronal 

pair to be correlated in their response latencies, while alpha band synchrony predicts a negative 

correlation. Adapted from Engel et al., 2001.  

 

1.3.4 Summary 

To conclude, electrophysiological studies have shown that variability in the response to a 

repeated stimulus is due to fluctuations in ongoing activity. The spontaneous activity of 

single neurons is embedded in a highly coherent network of ongoing fluctuations, that 

switches spontaneously between several dynamic states and is only slightly altered by 

sensory input. These dynamic states might reflect predictions about forthcoming sensory 

events.  
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1.4 Neuroimaging evidence of spontaneous activity 

 

1.4.1 Resting-state fluctuations 

The basic properties of spontaneous neuronal activity as measured by 

electrophysiological methods, such as the dynamically switching cortical states, have been 

inaccessible to functional MRI due to its low temporal resolution. However, spontaneous 

brain activity also leaves its footprint at a much slower timescale. This was recognised first 

in a pioneering study by Biswal and colleagues (1995). Instructing participants to engage in a 

simple finger tapping task, they observed activations in the familiar network of bilateral 

motor areas. They then instructed their participants to rest and not engage in any particular 

task, and again observed a high degree of temporal correlation between the areas activated 

by the motor task (Fig 1.6). They concluded that these correlated fluctuations in the resting 

state are a manifestation of functional connectivity between related brain areas (Biswal et al., 

1995). These slow, global fluctuations observed in the fMRI signal measured in the brain at 

rest, which can be of the same magnitude as signal changes found in task-related 

experiments (Damoiseaux et al., 2006), have since been termed resting-state fluctuations 

(Fox and Raichle, 2007).  

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.6 Correlated fluctuations in the fMRI signal at rest. (a) fMRI activations induced by finger 

tapping. (b) Correlated fluctuations in the same regions, observed while the participants were at rest. 

Red is positive correlation, yellow is negative. Letters refer to various brain regions. Adapted from 

Biswal et al., 1995. 
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1.4.2 Functional networks 

The original observation by Biswal et al. (1995) that the somatomotor system is coherent 

in its spontaneous activity has since been replicated many times (Cordes et al., 2000;Lowe et 

al., 1998;Xiong et al., 1998). Much research has focused on partitioning these global resting-

state fluctuations into several functional networks (Fox and Raichle, 2007;Moeller et al., 

2009), and many neuroanatomical systems have now been shown to be coherent in their 

spontaneous activity, including the visual (Wang et al., 2008), auditory (Cordes et al., 2000), 

and somatomotor (Xiong et al., 1998) systems. These resting-state networks are highly 

consistent across subjects (Damoiseaux et al., 2006). A common finding seems to be that 

regions that are co-activated during certain tasks, tend to be correlated in their resting-state 

activity.  

Interestingly, regions that are activated by apparently opposite tasks have been found to 

be anticorrelated in their spontaneous activity (Fox et al., 2005;Fox et al., 2006a;Greicius et 

al., 2003). An example of this is the dorsal and ventral attention systems in the human brain 

that are differentially active in the context of a task, and that also anticorrelate in their 

resting-state activity (Fox et al., 2006a). These anticorrelations in rest have been taken as 

evidence that differences between certain brain regions in a task-context are an intrinsic 

feature of the brain’s organisation.  

A certain subset of brain regions routinely decreases its activity during almost any task 

compared to rest. The fact that these brain regions are less active during task performance 

than during rest led to the hypothesis that the brain remains active in an organised fashion 

during the resting state, and these regions have been collectively termed as the ‘default mode 

network’ (Buckner et al., 2008;Raichle et al., 2001). The default mode network includes the 

ventral and dorsal medial prefrontal cortex, the posterior cingulate, the superior and inferior 

parietal lobule, and the lateral temporal cortex (Buckner et al., 2008). Activations in the 

default mode network have been associated with stimulus independent thought and mind 
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wandering (Mason et al., 2007), and these regions are highly correlated in their resting-state 

activity (Greicius et al., 2003).  

 

1.4.3 Behavioural states 

The emergence of functional networks such as the default mode network in the resting 

state, suggests that resting-state fluctuations, despite being present at rest, are very dependent 

on cognitive functioning. The same functional networks, however, are present in 

anaesthetised monkeys even at anaesthetic levels known to induce profound loss of 

consciousness (Vincent et al., 2007). Correlated spontaneous fluctuations were present in the 

oculomotor, the somatomotor, the visual, and even the default mode system (Fig 1.7).  

 

 

 

 

 

 

 

 

Figure 1.7 Default mode network in spontaneous activity. (a) Data from 8 anaesthetised monkeys. 

(b) Data from 10 resting humans. Adapted from Vincent et al., 2007.   

 
These findings suggest that coherent fluctuations within cortical systems are not 

critically dependent on cognitive functioning, but probably reflect an intrinsic property of 

functional brain organisation that transcends levels of consciousness (Vincent et al., 2007). 

Consistent with this, resting-state functional networks have been observed in premature 

babies (Doria et al., 2008). Subsequent studies have shown that also in humans, functional 

networks persist across several behavioural states such as sleep (Horovitz et al., 2008), 

anaesthesia, and coma (Boly et al., 2008). Recent findings in the monkey brain, however, 
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suggest that anaesthesia does have an effect on the spatial structure of these functional 

networks (Moeller et al., 2009). The persistence of these networks under anaesthesia 

suggests that their coherence is mediated by known anatomical connections, and substantial 

correspondence between structural connectivity and resting-state correlated networks 

measured in the same participants has indeed been found (Hagmann et al., 2008;Honey et al., 

2009).  

 

1.4.4 Functional connectivity 

Resting-state networks are often described in terms of functional connectivity, which 

may refer to any result reporting inter-regional correlations in neuronal variability (Friston et 

al., 1993;Horwitz, 2003). Both resting-state and task-state data have been defined in the 

framework of functional connectivity, and an important question is whether the term 

‘functional connectivity’ in these contexts refers to the same or to different phenomena. 

Since spontaneous activity persists under task conditions, it is likely that functional 

connectivity measured during a task reflects some combination of resting-state connectivity 

and task-related connectivity. Another important question concerns the relationship of 

functional connectivity to structural connectivity. Monkey data are helpful in this respect 

because of the possibility of obtaining data on structural pathways with histological tracer 

methods. Using these methods, the correspondence between the oculomotor system as 

revealed in resting-state data and anatomical data could be visualised (Vincent et al., 2007) 

(Fig 1.8). Interestingly, the same resting-state data revealed regions in bilateral primary 

visual cortex that retinotopically represented the periphery of the visual field, and that were 

strongly correlated in their spontaneous activity, despite the absence of a direct 

interhemispheric connection (Vincent et al., 2007). Such strong functional correlations must 

therefore be supported by polysynaptic pathways. Also in humans, it has been shown that 

strong functional connections in resting-state data commonly exist between regions with no 

direct structural connection (Honey et al., 2009). However, some structural connections are 
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essential, as was shown by a striking loss of interhemispheric functional connectivity in a 

patient after complete section of the corpus callosum (Johnston et al., 2008). On overall, 

therefore, functional connectivity roughly follows structural connectivity. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.8 Similarity between functional and structural connectivity. (a) Oculomotor system as 

revealed in spontaneous BOLD fluctuations in anaesthetised monkey. (b) The oculomotor network in 

the resting state is similar to the activation pattern evoked by performance of a saccadic eye 

movement task. (c) Anatomical connections within the oculomotor system as revealed by retrograde 

tracer injections into LIP. Adapted from Vincent et al., 2007. 

 

1.4.5 Vascular basis 

Spontaneous fMRI fluctuations thus exhibit strong coherence in functional networks. In 

addition, a global level of coherence is present between all voxels in the brain. The presence 

of this ‘global network’ suggests that the origin of these spontaneous fluctuations might lie 

in global blood flow changes; if blood flow to the entire brain fluctuates on a slow timescale, 

this will certainly induce temporal correlations between all regions of the brain. Changes in 

heart rate and respiration, which influence blood flow and blood oxygenation in the brain, 

indeed contribute to fMRI resting-state fluctuations (Birn et al., 2006;Wise et al., 2004). 

Spontaneous fluctuations have highest power below 0.1 Hz (Cordes et al., 2001); this is well 

below normal breathing frequency, though variations in breathing rate or depth do occur at 

very low frequencies (Birn et al., 2006). These variations correlate well with the BOLD 
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signal acquired at rest in blood vessels and regions with high blood volume (grey matter). In 

addition, these correlations coincide with many of the areas identified as part of the default 

mode network (Birn et al., 2006). Sophisticated methods have been developed to deal with 

cardiac and respiratory confounds in resting-state data (Birn et al., 2008;Glover et al., 2000); 

some of these methods will be described in Chapter 2, Measuring Spontaneous Activity.  

 

1.4.6 Neural basis 

FMRI resting-state fluctuations thus partly depend on physiological (non-neuronal) 

factors. However, the existence of functional networks such as the oculomotor system in 

resting-state data suggests that these fluctuations might also be underlied by coherent 

neuronal fluctuations. A first indication for this comes from the observation that the power of 

local field potentials (LFP) recorded in monkey visual cortex fluctuates at a timescale similar 

to that of the resting-state fluctuations measured by fMRI, i.e. <0.1 Hz (Leopold et al., 

2003). Furthermore, these fluctuations exhibit high coherence across electrode pairs, with no 

apparent decrease with cortical distance, and their structure and coherence remain highly 

similar under distinct behavioural states (Leopold et al., 2003). Thus, widespread coherent 

fluctuations over very long timescales exist in the neuronal activity of the awake monkey 

brain that are comparable to fMRI resting-state fluctuations.  

Similar fluctuations have also been shown in intracranial electrocorticography (ECoG; 

i.e. surface electrode) recordings in humans (He et al., 2008;Nir et al., 2008). Datasets of 

bihemispheric recordings obtained in the auditory cortex of individuals undergoing 

presurgical clinical testing were used to study the temporal and spatial profiles of 

spontaneous LFP activity under awake and asleep conditions (Nir et al., 2008). Slow (<0.1 

Hz) fluctuations in the LFP activity were found, which were evident mainly in neuronal 

firing rate and in gamma (40-100 Hz) power modulations. Importantly, there were 

significant interhemispheric correlations between functionally similar areas, which were 

enhanced during rapid eye movement (REM) and stage 2 sleep (Nir et al., 2008) (Fig 1.9). 
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Spatial specificity in spontaneous neuronal activity was also observed in slow ECoG signals 

(<0.1 Hz) and gamma power modulations recorded from sites within the sensorimotor 

system, which showed significantly higher correlations among each other than to sites 

outside this network (He et al., 2008). These correlations persisted across wakefulness, slow-

wave sleep, and rapid eye movement sleep. Taken together, these data argue for the 

existence of functional networks in the spontaneous LFP power fluctuations in the human 

brain (He et al., 2008;Nir et al., 2008).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.9 Interhemispheric correlations in ECoG gamma power fluctuations. (a) Correlations of 

all electrode sites with a site in right auditory cortex (termed ‘seed’). The strongest correlation in the 

left hemisphere (marked with an arrow) is found in a corresponding anatomical location. (b) 

Correlated fluctuations between the electrode sites marked with arrows in a during wakeful rest (top 

panel), REM sleep (middle panel), and stage 2 sleep (bottom panel). Adapted from Nir et al., 2008. 
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A more direct comparison between fMRI resting-state fluctuations and its underlying 

neural activity has been made using simultaneous EEG-fMRI recordings (Goldman et al., 

2002;Laufs et al., 2003;Mantini et al., 2007). Rather than concentrating on gamma power 

fluctuations, most of these studies have focused on correlations between the BOLD signal 

and alpha power, the rationale being that alpha band activity is the hallmark of wakeful rest 

and sleep (Berger, 1929). Alpha power is negatively correlated with spontaneous BOLD 

fluctuations in the occipital cortex (Goldman et al., 2002;Moosmann et al., 2003) and in 

superior parietal and inferior frontal regions (Goldman et al., 2002;Laufs et al., 2003), which 

are areas commonly thought to be part of the default mode network. Correlations between 

the BOLD signal and power in even lower frequencies (delta band, 2-5 Hz) were found in 

anaesthetised rats (Lu et al., 2007). An interesting approach was taken by Mantini et al 

(2007), who performed independent component analysis (ICA) on spontaneous BOLD data 

and found six resting-state networks. These networks were separately correlated with five 

frequency bands (delta, theta, alpha, beta, and gamma) and found to possess their own 

specific electrophysiological signature, consisting of a particular combination of frequency 

bands (Mantini et al., 2007). Thus, spontaneous fMRI and neuronal fluctuations correlate 

across multiple frequencies and in multiple regions.  

 The relationship between slow fMRI fluctuations and underlying neural fluctuations has 

been most directly demonstrated in anaesthetised monkey (Shmuel and Leopold, 2008). 

Using simultaneous fMRI and intracortical neurophysiological recordings in the visual 

cortex, slow fluctuations in the fMRI and the LFP signal could be compared directly. This 

comparison revealed strong correlations between the spiking rate of the small network of 

neurons in the vicinity of the recording electrode, and slow fluctuations in the fMRI signal in 

the entire visual cortex. Slow power changes in the multi-unit activity (>100 Hz) and LFP 

gamma band (25-80 Hz) also correlated strongly with the fMRI signal. In order to look at the 

temporal evolution of this correlation, the gamma power signal was artificially shifted ahead 

of the fMRI signal in steps of 1 second and the correlation between the two signals was 

computed each time. In other words, this analysis shows what the correlation looks like 
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when changes in the gamma power precede changes in the fMRI signal. Since the BOLD 

signal responds sluggishly to stimulation, peaking typically at a delay of 6-8 seconds 

(Aguirre et al., 1998b), one might expect that changes in the BOLD signal will correspond 

best to changes in the LFP signal that happened 6-8 seconds earlier. This is exactly what was 

found (Shmuel and Leopold, 2008). Moreover, the correlation exhibited a wave-like pattern 

that slowly traversed the visual cortex (Fig 1.10). This study unequivocally established the 

existence of a coupling between slow fluctuations in the fMRI signal and underlying 

fluctuations in neural activity. 

 

 

 

 

 

 

 

 

Figure 1.10 Spatial and temporal evolution of LFP-fMRI correlation. (a) Correlation between 

gamma power and fMRI signal as a function of the shift between the two signals. When the fMRI 

signal is lagging the LFP signal by about 6 seconds, the correlation is strongest. (b) The correlation 

slowly traverses visual cortex. The labels ‘0 s’, ‘2 s’ etc mark the shift between the BOLD and the 

LFP signal. Intermediate steps of 1, 3, etc seconds have been omitted. Adapted from Shmuel and 

Leopold, 2008. 

 
The correlation between the spontaneous fMRI signal and slow LFP or EEG activity 

suggests that modulations in both signals share a common, perhaps subcortical origin. BOLD 

resting-state fluctuations in both cortical hemispheres are strongly correlated to fluctuations 

in their contra- and ipsilateral thalamus (Zhang et al., 2008), thus highlighting the potential 

importance of thalamocortical pathways in the resting state. More research is needed to 

establish the origin of the slow fluctuations in spontaneous brain activity.  
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1.4.7 Summary 

In summary, spontaneous brain activity appears as slow (<0.1 Hz) fluctuations in the 

fMRI BOLD signal. These fluctuations are spatially coherent within several functional 

networks. These networks persist under a range of behavioural conditions and correlate well 

with structural connectivity, suggesting they reveal an intrinsic property of brain functional 

organisation. The spontaneous fluctuations are partly vascular, partly neural in origin. They 

are positively correlated with slow fluctuations in gamma power, and negatively correlated 

with modulations in alpha power. The origin of these neuronal fluctuations is not yet 

understood.  

 
 
 

1.5 Spontaneous activity and behaviour 

 

1.5.1 Spontaneous activity and perception 

The predictive coding account of spontaneous neural activity (see 1.3.3) relates 

prestimulus spontaneous activity to the neural processing of subsequent sensory stimuli. It 

does not encompass the behavioural outcome of that neural processing, in the form of 

perception of the sensory stimulus or a motor response. Put simply, does spontaneous brain 

activity influence perception or behaviour? There are several studies that have addressed this 

question, most notably EEG and fMRI studies.  

 

1.5.2 Prestimulus alpha activity 

The first study to reveal an effect of prestimulus electrophysiological activity on 

subsequent stimulus perception was performed using multiple electrode recordings in 

monkey primary visual cortex (Super et al., 2003). In search of the neural correlates of states 

of inattention or absent-mindedness, this study found that for a detected stimulus, the 

preceding spiking activity and amount of synchrony between neurons was stronger than for 



 35 

an undetected stimulus. This implies that the strength of neural activity and the functional 

connectivity between neurons in V1 is a predictor of subsequent awareness of a stimulus 

(Super et al., 2003).  

EEG measurements show that especially neural activity in the alpha frequency band (8-

14 Hz) has an effect on stimulus detectability (Mathewson et al., 2009;Romei et al., 

2008;Thut et al., 2006). Posterior alpha band activity correlates inversely with covert 

attention to a particular location of the visual field; that is, alpha band activity is weakest in 

the cortical region corresponding to the attended location (Thut et al., 2006). Furthermore, 

these decreases in alpha activity correlate with behavioural performance in target detection at 

that location; thus, inhibition of alpha activity facilitates stimulus detection (Thut et al., 

2006). Also without the explicit manipulation of attention, prestimulus alpha band activity 

has an adverse effect on stimulus detection; identical TMS pulses are more likely to induce 

an illusory visual percept (phosphene) when preceding alpha band activity is low (Romei et 

al., 2008). There is therefore a direct link between alpha band fluctuations and cortical 

excitability. These fluctuations are spatially specific and happen over short (subsecond) 

timescales.  

Recent evidence has indicated that not only prestimulus alpha activity, but also 

prestimulus gamma activity might play a role in subsequent stimulus awareness (Wyart and 

Tallon-Baudry, 2009). Magnetoencephalography (MEG) measurements during a stimulus 

detection paradigm demonstrated a suppression of alpha band activity in lateral occipital 

areas when the subject attended to the stimulus location. This produced a shift in prestimulus 

baseline activity that could predict subsequent stimulus detection. Gamma band fluctuations 

in the same areas also predicted stimulus awareness, but were not affected by spatial 

attention. Instead, decision-making models showed that gamma band activity behaved as a 

decision bias at stimulus onset, irrespective of subsequent stimulus processing (Wyart and 

Tallon-Baudry, 2009). Thus, the intimately linked phenomena of attention and awareness 

might be related to distinct neural processes that independently modulate stimulus 

perception.  
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Not only the power of alpha fluctuations, but also their phase affects stimulus perception 

(Busch et al., 2009;Mathewson et al., 2009). When visual stimuli are presented near 

threshold, their detection probability is strongly dependent on the phase of spontaneous EEG 

oscillations in the low alpha and theta bands just before (~100 ms) stimulus onset (Busch et 

al., 2009). The ‘ideal’ phase was different for each observer, although in a different, 

metacontrast masking paradigm, observers were consistently less likely to perceive the target 

when it was presented in the trough of the alpha wave (Mathewson et al., 2009). Based on 

these findings, it is argued that the cortex goes through microstates (i.e. very fast states) of 

excitability (Busch et al., 2009;Mathewson et al., 2009). Very slow states of excitability, on 

the other hand, might also play a role; fluctuations in detection performance of a 

somatosensory stimulus over the time course of minutes are significantly correlated with the 

phase of ultraslow (0.01–0.1 Hz) EEG fluctuations (Monto et al., 2009).  

 

1.5.3 Predictive BOLD activity 

Correlations between spontaneous fluctuations in the 0.01-0.1 Hz range and behavioural 

performance should in principle also be detectable using fMRI. Compared to the vast body 

of literature on resting-state functional networks (Fox et al., 2005;Moeller et al., 2009), 

comparatively little research has been done in this area, yet a number of neuroimaging 

studies have found an effect of spontaneous BOLD fluctuations on stimulus-evoked brain 

activity and behaviour (Boly et al., 2007;Fox et al., 2006b;Fox et al., 2007;Hesselmann et al., 

2008a;Hesselmann et al., 2008b).  

Much like electrophysiological responses (Snowden et al., 1992;Vogels et al., 1989), the 

BOLD response to a repeated stimulus displays trial-to-trial variability (Pessoa et al., 

2002;Pessoa and Padmala, 2005;Ress et al., 2000;Wagner et al., 1998), but the source of this 

variability remains unknown. Trial-to-trial variability in single neurons has been shown to be 

attributable almost entirely to spontaneous activity; a fixed amount of stimulus-evoked 

activity is added to a variable amount of spontaneous activity (Arieli et al., 1996). The 
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contribution of spontaneous activity to inter-trial variability has been assessed for the BOLD 

response as well (Fox et al., 2006b). Subjects were engaged in a simple button pressing task 

with their right index finger. Exploiting the fact that right and left somatomotor cortex are 

consistently correlated in their spontaneous activity (Biswal et al., 1995;Cordes et al., 

2000;Lowe et al., 1998;Xiong et al., 1998), activity in the right motor cortex (RMC) served 

as an estimate of the spontaneous activity in the left motor cortex (LMC), which was 

activated by the button presses. Right-hand button presses do not yield a discernible BOLD 

response in RMC; thus, activity in the RMC is truly a measure of spontaneous activity. The 

BOLD response to the button presses in the LMC contained a mixture of task-evoked and 

spontaneous activity; the spontaneous activity could be subtracted from this mixture using 

the estimate provided by the RMC. This approach led to a significant (40%) reduction of the 

variability in the BOLD response in LMC (Fox et al., 2006b) (Fig 1.11). Thus, 40% of the 

trial-to-trial variability in the BOLD response could be attributed to spontaneous 

fluctuations. The magnitude of task-evoked activity in a particular trial did not depend on 

whether the underlying spontaneous activity was high or low on that trial, leading to the 

conclusion that spontaneous and task-related activity are linearly superimposed in the human 

brain (Fox et al., 2006b).  

 

 

 

 

 

 

Figure 1.11 The contribution of spontaneous activity to inter-trial variability. (a) BOLD responses 

in LMC to individual button presses (thin lines; average is the thick red line). (b) The corresponding 

activity in RMC for each button press. (c) BOLD responses in LMC after subtraction of the 

spontaneous fluctuations measured in RMC; there is a significant reduction in trial-to-trial 

variability. Adapted from Fox et al., 2006b. 
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Variability in task-evoked activity thus depends on fluctuations in spontaneous activity. 

Using the same task, this conclusion was taken one step further by showing that variability in 

behaviour also depends on spontaneous brain activity (Fox et al., 2007). Activity in LMC 

and trial-to-trial variability in button press force are well correlated; BOLD responses to hard 

button presses are significantly higher in the first half of the response compared to BOLD 

responses to soft button presses. Interestingly, this same significant difference exists in 

RMC, which is not activated by the button presses. Subtracting the RMC estimate of the 

spontaneous activity in LMC (analogous to Fox et al., 2006b) abolishes this difference 

between hard and soft button presses. In this way, the majority (74%) of the relationship 

between spontaneous force variability and BOLD activity in LMC can be attributed to 

spontaneous fluctuations in activity (Fox et al., 2007). Spontaneous activity therefore has an 

effect on trial-to-trial variability both in the neuronal and in the behavioural response to a 

stimulus.  

Effects of spontaneous activity on behavioural variability have also been demonstrated 

in the perceptual domain. Identical stimuli presented over repeated trials can yield strikingly 

different percepts (Sergent et al., 2005), which might be related to fluctuations in 

spontaneous activity. In order to test this hypothesis, Boly and colleagues (2007) 

administered somatosensory (laser) stimuli at detection threshold to the left hand of their 

subjects. They then examined brain regions that showed an activity difference between 

perceived and unperceived stimuli just before actual onset of the stimuli. They found a 

positive relationship between conscious perception of the stimuli and prestimulus levels of 

activity in medial thalamus and the lateral frontoparietal network (Boly et al., 2007), areas 

which are thought to be related to vigilance. Negative correlations with stimulus perception 

were found in a set of regions encompassing the posterior cingulate and the temporoparietal 

cortices, which are part of the default mode network. These results show that prestimulus 

baseline activity in certain regions of the brain can have a direct effect on somatosensory 

perception. However, it is not clear whether these prestimulus activity levels truly reflect 

‘spontaneous activity’ or whether they are related to fluctuations in attention.   
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Fluctuations in attention are less of a concern in two studies investigating the effect of 

prestimulus activity on visual perception (Hesselmann et al., 2008a;Hesselmann et al., 

2008b). An ambiguous stimulus, Rubin’s face-vase figure, was presented briefly to subjects 

at variable intervals of >20 s. Brain activity was recorded while subjects reported whether 

they perceived the stimulus as two faces or as a vase. Activity in the fusiform face area 

(FFA), a cortical region preferentially responding to faces, was higher when subjects 

perceived two faces compared to the vase, and importantly, this activity difference was 

present before presentation of the stimulus (Hesselmann et al., 2008a). Thus, prestimulus 

activity in the FFA predicted the subsequent percept. This result was confined to the right 

FFA and not present in a number of control regions. Furthermore, the shape of the BOLD 

response to faces or vase percepts differed significantly, and this difference depended on the 

level of prestimulus activity, leading these researchers to conclude that spontaneous and 

stimulus-evoked activity interact in a nonlinear way (Hesselmann et al., 2008a). Similar 

effects of prestimulus activity on subsequent perception of an ambiguous stimulus were 

found in the motion-sensitive occipito-temporal cortex (hMT+), which exhibited both a 

higher BOLD response, and higher prestimulus baseline activity, to a dynamic random dot 

display that was perceived as coherent motion compared to random motion (Hesselmann et 

al., 2008b). Again, the relation between spontaneous and evoked activity was not additive 

but interacted with perceptual outcome (Hesselmann et al., 2008b).  

The nonlinear interaction between ongoing and evoked brain activity has been related to 

the framework of predictive coding, which has been discussed earlier in the context of 

electrophysiology data (Engel et al., 2001) (see 1.3.3). Briefly, predictive coding states that 

the brain constantly matches incoming sensory information to existing templates, or priors 

(Summerfield et al., 2006). The outcome of this matching can be either a low or high 

prediction error, which is used to adjust the priors. Spontaneous activity fluctuations might 

carry these dynamic predictions or priors. The priors and the incoming stimuli might then 

interact to produce the prediction error, which might also contribute to the stimulus response, 

and this could explain the observed nonlinear interactions (Hesselmann et al., 
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2008a;Hesselmann et al., 2008b). Interesting in this respect is a study that looked specifically 

at brain regions predictive of an error response (Eichele et al., 2008). They found a set of 

brain regions, all part of the default mode network, in which activity levels predicted 

performance errors up to 30 s before the error was made. These areas might be involved in 

updating the dynamic predictions posited by the predictive coding framework.  

In summary, therefore, spontaneous brain activity influences neuronal and behavioural 

variability in responses to perceptual stimuli. Whether ongoing and stimulus-evoked brain 

activity are linearly superimposed, or interact in a nonlinear way, remains to be determined.   

 

1.5.4 Fluctuations in visual awareness  

In most of the studies described above, stimuli were presented at perceptual threshold 

and the influence of spontaneous activity on detection probability of the stimuli was 

measured. A much more striking example of identical perceptual input leading to different 

percepts is provided by bistable perception. Examples of bistable perception include 

binocular rivalry and ambiguous figures such as the well-known Necker cube (Blake and 

Logothetis, 2001). What these phenomena have in common is identical retinal input resulting 

in virtually binary switches in perception; either one of the two alternative perceptual 

interpretations of the same physical input is favoured at any given point in time. This 

phenomenon was cleverly exploited by Hesselmann and colleagues (2008a), who 

investigated the influence of spontaneous activity on perception of Rubin’s ambiguous 

face/vase figure. However, they presented their stimuli briefly, allowing only for one 

perceptual interpretation on any given trial. Prolonged viewing of bistable stimuli leads to 

fluctuations in perception, and since the retinal input remains identical, these fluctuations in 

perception must be caused by fluctuations in underlying brain states (Blake and Logothetis, 

2001).  

Much research has been devoted to bistable perception within the context of visual 

awareness. In particular, where in the brain these fluctuations in brain state occur has been 
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the topic of intense investigation. Bistable perception has been studied at all levels of the 

visual hierarchy, from subcortical and early sensory areas, through extrastriate areas, to non-

sensory association cortices. Most of this work has focused on binocular rivalry. FMRI 

studies in humans have repeatedly demonstrated strong effects of binocular rivalry on brain 

activity in V1 (Polonsky et al., 2000;Tong and Engel, 2001). Moreover, the fluctuations in 

perception during binocular rivalry can be predicted for extended periods of time from 

BOLD signals in V1 alone (Haynes and Rees, 2005). Even BOLD signals in the lateral 

geniculate nucleus (LGN) correlate with the dominant percept during rivalry (Haynes et al., 

2005;Wunderlich et al., 2005). We can thus conclude that fluctuations in brain activity at 

anatomically very early processing stages correlate well with perceptual dominance of 

bistable stimuli (Sterzer et al., 2009). However, this does not imply that perceptual 

fluctuations are initiated in these low-level visual areas.  

In addition to early visual areas, extrastriate visual areas also demonstrate strong 

correlations between brain activity and subjective perception (Sterzer et al., 2009). For 

example, BOLD signals measured in the fusiform face area (FFA) are greater during face 

perception in Rubin’s face/vase illusion (Andrews et al., 2002), and brain activity in motion-

sensitive area V5/MT allows accurate prediction of perceptual states during ambiguous 

structure-from-motion (Brouwer and Van Ee, 2007). Studies specifically looking at 

perceptual transitions (as opposed to perceptual states) have consistently observed transition-

related activity in extrastriate visual areas that are tuned to the visual feature or attribute that 

is perceived to change (Sterzer et al., 2009). For instance, perceived changes in motion 

direction are associated with activations in V5/MT (Castelo-Branco et al., 2002;Sterzer et al., 

2003). The finding of increased activity in extrastriate areas during perceptual transitions 

suggests that these areas play an important role in perceptual fluctuations, yet does not 

provide definitive proof of causality.  

Transient fMRI signal increases associated with perceptual transitions are not only 

observed in extrastriate visual areas but also in parietal and frontal regions (Kleinschmidt et 

al., 1998;Lumer et al., 1998). Interestingly, although extrastriate areas are equally activated 
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by unambiguous perceptual changes (i.e. changes in perception due to a stimulus change), 

parietal and prefrontal regions show greater activation during ambiguous (bistable) 

perceptual alternations (Lumer et al., 1998). It is difficult to disentangle whether these 

activity increases are the result of activity differences in earlier visual areas, communicated 

through feedforward processing, or the cause of activity differences in these earlier areas, fed 

back to the visual system through recurrent processing. Chronometric analysis of BOLD 

activity increases associated with spontaneous changes in apparent motion perception show 

that activation of the prefrontal cortex precedes that of V5/MT during bistable motion 

perception, relative to unambiguous perceptual changes (Sterzer and Kleinschmidt, 2007). 

This temporal precedence of BOLD activations in prefrontal cortex argues for an active role 

for high level, non-sensory areas in perceptual fluctuations, which are making inferences 

about the bistable perceptual input. In such a framework, bistable perception can be 

conceived of as a frequent re-evaluation of the current interpretation of the sensory input 

(Leopold and Logothetis, 1999).     

The current view of bistable perception that has emerged from these studies is that 

bistable perception arises from interactions between low-level (sensory) and high-level 

(cognitive) areas, with non-sensory association cortices initiating perceptual fluctuations 

based on the outcome of their inference (Sterzer et al., 2009). Consistent with this, many 

instances of bistable perception can be influenced both by low-level sensory factors such as 

stimulus contrast and brightness (Kaplan and Metlay, 1964;Mueller and Blake, 1989), as 

well as high-level factors such as grouping (Fang et al., 2008) and decision criteria on the 

visibility of a stimulus (Caetta et al., 2007).  

A particularly interesting case in this respect is another example of bistable perception 

called motion-induced blindness. Motion-induced blindness (MIB) is a striking phenomenon 

in which perceptually salient stationary visual targets repeatedly disappear when 

superimposed on a field of moving distracters (Fig 1.12) (Bonneh et al., 2001). Target 

disappearance in MIB is influenced by low-level sensory factors. For example, the targets 

disappear more often at increased eccentricity (Hsu et al., 2004) and when they are smaller  
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Figure 1.12 Motion-induced blindness. In the dynamic display, the three yellow dots are stationary; 

the blue dots move. Upon fixation at the centre, the yellow dots repeatedly appear and disappear from 

awareness. Adapted from Bonneh et al., 2001. 

 
(Bonneh et al., 2001). MIB is also prone to the boundary adaptation effect, consisting of the 

fading of the boundaries of the targets, followed by interpolation of the surrounding 

distracter elements (Hsu et al., 2006). In addition to these low-level sensory factors, higher-

level factors also influence MIB. Disappearance of the targets is subject to gestalt-like 

grouping effects; the targets tend to disappear together rather than separately when they form 

good gestalts. More specifically, when two Gabor patches are presented as targets, they tend 

to disappear together when they are collinear, and in alternation when their orientation is 

orthogonal (Bonneh et al., 2001). MIB thus seems to be dependent on low-level visual areas 

such as V1 as well as on higher-level areas. What distinguishes MIB from other types of 

stimuli fading from awareness, such as Troxler fading (Troxler, 1804) and filling-in of 

artificial scotomas (Ramachandran and Gregory, 1991), are its interesting dynamics. 

Disappearance of the targets typically occurs following very brief observation periods and 

subsequent fluctuations of awareness of the targets are rapid, in the order of several seconds 

(Bonneh et al., 2001). It seems, therefore, that the fluctuations in internal state of the brain 

leading to target disappearance and reappearance, are of a more dynamical kind than in other 

types of perceptual fading. These dynamics, as well as the supposed interplay between low-

level and higher-level visual areas, make MIB an interesting model system for the study of 

the influence of internal brain state on visual awareness.  
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1.5.5 Manipulating internal dynamics: attention 

Thus far, the spontaneous nature of ongoing brain activity has been emphasised. 

Although fluctuations in spontaneous activity might influence factors such as perception and 

behaviour (see 1.5.2 and 1.5.3), the influence of any factors on spontaneous activity itself has 

not been discussed. The persistence of spontaneous fluctuations throughout several stages of 

awareness, including sleep (Horovitz et al., 2008) and anaesthesia (Vincent et al., 2007), 

makes it likely that these fluctuations are not under cognitive control and therefore truly 

spontaneous in nature. However, when we look at it from a broader perspective and 

acknowledge these spontaneous fluctuations as one factor contributing to the ‘internal state’ 

of the brain, we can distinguish several other contributing factors too. The brain is not a 

passive, stimulus-driven device; rather, it actively interacts with the environment through its 

internal state and constructs perceptual experiences (Engel et al., 2001). One such factor 

influencing the internal state of the brain is endogenous attention.  

The effect of attention on visual processing has been demonstrated in countless 

experiments (for a review of the neuroimaging literature, see Pessoa et al., 2003; for a review 

of the electrophysiology literature, see Reynolds and Chelazzi, 2004), and giving a 

comprehensive overview goes beyond the scope of this introduction. Therefore the focus will 

be on the effect of attention on the internal brain states underlying visual awareness. As has 

just been discussed, many bistable phenomena such as binocular rivalry and motion-induced 

blindness depend on low-level sensory factors such as stimulus contrast and size (Bonneh et 

al., 2001;Mueller and Blake, 1989). However, attention equally plays a role in bistable 

perception. Most studies investigating the effect of attention on bistable perception have 

focused on voluntary control over the perceptual alternation rate of the bistable stimuli. For 

example, attentional control over perceptual reversals of ambiguous figures is associated 

with activity in both frontal (Windmann et al., 2006) and posterior parietal (Pitts et al., 

2008;Slotnick and Yantis, 2005) areas. Selective attentional control over perceptual 

alternations in binocular rivalry is considerably weaker than control over alternations in 
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other forms of bistable perception, such as Necker cube or face/house reversals (Meng and 

Tong, 2004;Van Ee et al., 2005). Attention thus affects the temporal dynamics of the internal 

brain states underlying bistable perception.  

Several studies have now also investigated the effects of directing attention directly at 

the bistable stimulus. This has led to the somewhat counterintuitive finding that attended 

stimuli disappear more often from awareness than unattended stimuli (De Weerd et al., 

2006;HaiYan et al., 2007;Lou, 1999), despite the prevailing idea that attention enhances 

visual processing (Reynolds and Chelazzi, 2004). Attention thus has a direct effect on 

stimulus awareness in bistable perception. This is in line with Bonneh et al (2001), who 

postulated that disappearance of the targets in motion-induced blindness might reflect a 

disruption of attentional switching between targets and distracters (Bonneh et al., 2001). 

 

1.5.6 Summary 

To summarise, fluctuations in spontaneous activity influence perception, as several lines 

of evidence suggest. First of all, prestimulus alpha power and phase have a direct effect on 

subsequent stimulus detection. Several neuroimaging studies have demonstrated that also on 

a much slower timescale, prestimulus activity affects the behavioural response to a 

subsequent stimulus. This becomes especially evident in bistable perception, where 

fluctuations in the internal state of the brain lead directly to fluctuations in visual awareness. 

These internal brain states, to which the spontaneous brain activity contributes, are under the 

influence of endogenous factors such as attention. 
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1.6 Conclusions 

Cognitive neuroscience has traditionally focused on brain activity evoked by a task or 

stimulus. However, the brain is very active even in the absence of explicit input or output. 

This spontaneous brain activity is present at all timescales; as spontaneous neuronal firing 

measured by electrophysiology, and as slow, so-called resting-state, fluctuations in the 

BOLD signal measured by functional magnetic resonance imaging (fMRI). Spontaneous 

brain activity is the dominant component of the total activity of the brain; this is evident on 

the one hand in the large resting energy consumption of the brain, and on the other hand in 

the temporo-spatial coherence of spontaneous brain activity, which is only slightly altered by 

sensory input. This coherence is present on the small spatial scale of ocular dominance 

columns measured by optical imaging, as well as in functional networks that span the entire 

cortex and are measured by fMRI. The functional significance of spontaneous brain activity 

is unclear; it might encode dynamic predictions about forthcoming sensory events. It 

certainly influences perception and behaviour by increasing the neuronal and behavioural 

variability in evoked responses to perceptual stimuli. This is especially evident in bistable 

perception, where fluctuations in the internal state of the brain lead directly to fluctuations in 

visual awareness. Spontaneous fluctuations in brain activity act in concert with other factors 

such as endogenous attention in influencing these internal brain states.  

 
 

 

1.7 Present thesis 

This thesis explores the relationship between spontaneous and evoked brain activity 

from several angles and using a combination of several experimental techniques. In Chapter 

2, the basic steps for measuring spontaneous activity are outlined for electrophysiology in 

awake monkeys and functional MRI in monkeys and humans. Chapter 3 examines the 

relationship between spontaneous and evoked activity from the point of view of energy 

expenditure. Using a computational approach, I calculate the amount of energy spent by the 
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brain on making a perceptual decision in relation to the amount of energy spent on 

spontaneous activity. In Chapter 4, I explore the nature of the spontaneous activity 

fluctuations commonly found in the BOLD signal using simultaneous fMRI and 

electrophysiological recordings in awake monkeys. Specifically, I investigate the spatial and 

temporal properties of the relationship between spontaneous BOLD fluctuations and their 

underlying neural fluctuations. In Chapter 5, I investigate the influence of spontaneous 

BOLD fluctuations in primary visual cortex on visual perception in an fMRI experiment in 

humans. Chapter 6 examines the influence of the brain’s fluctuating internal state on visual 

awareness, using motion-induced blindness as a model system in another human fMRI 

experiment. In Chapter 7, I describe a behavioural experiment to investigate the influence of 

endogenous attention on these fluctuating brain states underlying motion-induced blindness. 

Finally, in Chapter 8, these results are placed in the broader context of the study of 

spontaneous brain activity. Taken together, these findings will hopefully convince the reader 

that the component of brain activity that lies beneath the surface, is worth investigating.   
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Chapter 2  Measuring Spontaneous Activity 

 
 
 

2.1 Introduction 

As mentioned in Chapter 1, a variety of methods are used for the experiments described 

in this thesis, including computational neuroscience, electrophysiology in awake monkeys, 

fMRI in monkeys and humans, and behavioural experiments. This chapter outlines the main 

methodological issues in recording and analysing spontaneous brain activity using 

electrophysiology, fMRI, and a combination of the two. First a quick overview of each 

method is given, after which issues specific to measuring spontaneous brain activity are 

highlighted.  

 
 
 

2.2 Electrophysiology 

 

2.2.1 Overview 

In vivo electrophysiology involves inserting one or several electrodes into the brain of a 

living animal in order to detect electrical activity that is generated by neurons in the vicinity 

of the electrode tip. Electrodes are usually very fine wires made from tungsten or platinum-

iridium alloys that are insulated except at their extreme tip. Depending on the size of the 

electrode tip, the activity of a single or multiple neurons may be recorded; these methods are 

called single-unit and multi-unit recordings respectively. In single-unit recording, the signal 

that is being detected consists of the voltages generated extracellularly when the neuron 

generates an action potential (see 1.2). Typically these voltages are ~0.1 mV in magnitude. 

The extracellular voltage changes follow the temporal profile of the action potential, i.e. 

when visually displayed, they have the characteristic shape of a spike. This shape helps in 
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isolating the neuron that is being recorded from, from nearby neurons that might display a 

different spike shape; a procedure called spike sorting.     

Single-unit recordings are mainly conducted in the context of an experimental paradigm 

where the effect of the stimulus or task on the firing rate of a single neuron may be of 

interest. Before starting the experiment, single neurons need to be isolated. This is usually 

done by playing the neural signal detected by the electrode over a speaker and advancing the 

electrode through the brain while the animal is performing the task (Fig 2.1a). When the 

electrode tip enters grey matter, the speaker output sounds like white noise. A series of 

stimuli that are known to elicit a neuronal response, are shown once the electrode is 

suspected to be in the correct area. For example, a bar of light might be moved back and 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1 Electrophysiological recording in awake monkey. (a) The monkey sits upright in a 

Faraday-shielded booth, which allows artefact-free recording of neuronal activity through an opening 

in the skull called a chamber. Meanwhile, the monkey looks at a screen on which stimuli can be 

displayed. (b) Example of a spike density histogram. Raster plots (middle) show the response of a 

typical M1 neuron to a grasping movement (top). Dots are individual spikes; lines are individual 

trials. Below is the spike density histogram showing the average response of this neuron to the 

grasping movement. Adapted from Jeannerod et al., 1995. 
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forth in various orientations to find the region of visual field, preferred direction, and 

preferred speed of the local neuronal population. Once the correct area is found, the firing 

rate of cells within earshot will increase dramatically when the stimulus is presented and stop 

abruptly with cessation of the stimulus. Once the electrode tip is positioned near a single 

neuron, the experimental task may begin. During the experiment, the electrode is connected 

to an analog-to-digital converter which measures the electric potential difference (measured 

in Volts) between the electrode and a reference electrode. The signal is then amplified and 

recorded in a continuous manner using specifically designed software. Modern experimental 

techniques allow several or even a whole grid of electrodes to be inserted into the brain at 

once. Electrodes can also be permanently implanted into the brain, which reduces set-up time 

before each experiment dramatically. Analysis of single-unit data typically involves 

averaging the spikes elicited in response to the stimulus in a spike density histogram (Fig 

2.1b). Averaging has the additional advantage of getting rid of any noise in the data, such as 

noise from the net frequency (50 Hz).  

When looking at spontaneous activity of neurons, averaging cannot be done as 

spontaneous activity is a continuous signal not time-locked to any stimulus. To prevent noise 

in the signal, care should be taken that the recording booth is well shielded. Furthermore, 

spontaneous activity of single neurons depends strongly on the activity of neighbouring 

neurons (Fiser et al., 2004;Kenet et al., 2003;Tsodyks et al., 1999). Therefore multi-unit 

recording is a more appropriate method than single-unit recording for measuring 

spontaneous neuronal activity. The activity of multiple neurons that is detected in this way is 

called the local field potential.  

 

2.2.2 Local field potential 

The local field potential (LFP) is a measure of combined electrical activity within a 

volume of neural tissue (Mitzdorf, 1985). It reflects the aggregate electrical activity from 

neurons within 50-250 µm of the recording electrode (Katzner et al., 2009), as well as slower 
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ionic events from within 0.5-3 mm from the electrode tip (Juergens et al., 1999). The LFP 

signal is typically low-pass filtered at ~300 Hz, to filter out the quick fluctuations in 

extracellular potential that are caused by action potentials. The LFP is thus composed of the 

more sustained currents in the tissue. A major component of these slow currents is the 

postsynaptic potential (PSP), which is the change in membrane potential of the postsynaptic 

neuron induced by neurotransmitter binding (see 1.2). Excitatory (EPSPs) and inhibitory 

(IPSPs) postsynaptic potentials are the main constituents of the LFP signal (Mitzdorf, 1987).  

Since postsynaptic potentials are generated in the dendrites of postsynaptic neurons and 

carry the incoming signal in this way, the LFP is believed to represent the synchronised input 

into an observed area, as opposed to spiking activity, which represents the output from the 

area. The LFP as a measure of input into an area is biased by the geometric configuration of 

the contributing neurons. Pyramidal cells have an open field geometrical arrangement where 

the dendrites face one direction and the somata another. Simultaneous activation of dendrites 

in these cells produces a stronger dipole than in cells with more radially arranged dendrites. 

Therefore the LFP is dominated by pyramidal cell activity (Logothetis, 2003).  

 

2.2.3 Band-limited power 

The many neuronal sources that contribute to the LFP signal turn it into a complex signal 

composed of fluctuations at many different frequencies. The contribution of these different 

frequency components may be assessed using a Fourier transform. Typically, the LFP signal 

is split into frequency bands according to classically defined electroencephalographic (EEG) 

conventions; the delta (2-5 Hz), theta (5-8 Hz), alpha (8-14 Hz), beta (14-25 Hz), and gamma 

(25-100 Hz) band. The frequencies above ~300 Hz are termed multi-unit activity (MUA) and 

are assumed to reflect spiking activity in the form of fast action potentials (Logothetis et al., 

2001). MUA therefore reflects different synaptic processes than the LFP and is usually 

filtered out. The different frequencies are thought to be an index of various cognitive 

processes. Alpha band activity is mostly associated with drowsiness (Berger, 1929), whereas 
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synchronous gamma band activity is assumed to play an important role in anticipation and 

visual feature integration across different brain areas (Engel et al., 2001;Fries et al., 2001b).  

Spontaneous brain activity is not only apparent in these fast fluctuations, it also 

fluctuates at a much slower timescale (Fox and Raichle, 2007;Monto et al., 2009). In order to 

effectively capture these slow fluctuations in the LFP signal, one can look at the band-

limited power (BLP) signal. This is obtained by first splitting the LFP signal into frequency 

bands, and then rectifying these signals by taking their absolute value (Leopold et al., 2003) 

(Fig 2.2). The rectification step provides a measure of the time-varying envelope amplitude 

of each frequency band. The rectified signal can contain arbitrarily low frequencies, and is 

no longer a measure of voltage but rather power (or, more accurately, the square root of the 

power). It can therefore adequately represent arbitrarily slow fluctuations in spontaneous 

neural activity, as has indeed been shown (Leopold et al., 2003).  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2 Band-limited power. The raw LFP signal is split into several frequency bands; alpha (9-

14 Hz) and low gamma activity (30-50 Hz) is shown here. Both signals are then rectified; this gives 

the band-limited power or BLP. Adapted from Leopold et al., 2003. 
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2.2.4 Coherence 

The combination of LFP and BLP can sufficiently represent the temporal properties of 

spontaneous neuronal activity over a large range of timescales (milliseconds to minutes). 

Spontaneous activity is manifest on various spatial scales too; the ongoing activity in a single 

neuron is highly dependent on the spontaneous activity of the surrounding network (Kenet et 

al., 2003;Tsodyks et al., 1999). The spatial extent of spontaneous activity can be investigated 

using multi-electrode arrays (Fiser et al., 2004;Leopold et al., 2003) and quantified using the 

measure of coherence.  

Coherence detects common correlated components in two time-varying signals recorded 

from different locations (these can be LFP or BLP signals), and these values are presented as 

a function of frequency. If at a certain frequency band the coherence value is relatively high 

compared to other frequency bands, we can conclude that the two signals are synchronised at 

that frequency band (Zhan et al., 2009). Prestimulus synchronous activity, especially in the 

gamma band, is an important predictor of the evoked neuronal response to a visual stimulus 

(Fries et al., 2001b).  

 

2.2.5 Summary 

Electrophysiology in awake monkeys involves the recording of electrical activity 

generated by neurons around the measuring electrode. This can be either a single neuron 

(single-unit recording) or multiple neurons (multi-unit recording). Single-unit recording is 

often used in task-related experiments; multi-unit recording is the main method of choice for 

recording spontaneous activity. The signal measured by multi-unit recording is the local field 

potential (LFP), which is believed to represent the synchronised input into an observed area. 

Band-limited power and coherence are two concepts in the analysis of LFP data which 

provide useful tools for studying spontaneous neuronal activity.  
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2.3 Functional MRI 

 

2.3.1 Overview 

Magnetic resonance imaging (MRI) makes use of the magnetic properties of tissue to 

noninvasively map the structure and function of the brain (Kandel et al., 2000). Hydrogen 

atoms in brain tissue rotate around their axis, acting as small magnets with their own dipole. 

Normally, these hydrogen atoms are directed at random (Fig 2.3a), but when placed inside 

the strong magnetic field (B0) that is present inside an MRI scanner, their axes become 

aligned (Fig 2.3b). A second magnetic field formed by a radio frequency pulse is then 

applied to the tissue and causes the hydrogen atoms to start wobbling around their axes. This 

wobbling is called precession. Precession creates a rotating magnetic field that changes in 

time, which generates an electric current. Ultimately it is this electric current that is 

measured in MRI. When the radio frequency pulse is turned off, the hydrogen atoms in the 

tissue relax. They fall out of synchrony with each other and their axes become aligned with 

the original magnetic field again (Fig 2.3c).  

 

 

 

 

 

 

 

 

Figure 2.3 Basics of MRI. (a) Hydrogen atoms spin around their own axes, acting like little magnets. 

(b) When a uniform magnetic field (B0) is applied, all hydrogen atoms align their axes. (c) 

Subsequently applying a radiofrequency (RF) pulse causes the aligned atoms to precess about the Z 

axis (illustrated by the circles) and dephase with the other atoms about the x and y axes (not shown). 

Adapted from www.simplyphysics.com.   
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MRI measures the rate of two relaxation processes, characterised by time constants T1 

and T2. The relaxation component emphasised in the T1 weighted image is the ‘righting’ of 

tipped hydrogen atoms as they realign with the original magnetic field. The rate of this 

relaxation is influenced by nonexcited molecules in the surrounding tissue. In a T2 weighted 

image the falling out of synchrony or the ‘dephasing’ of rotating hydrogen atoms is 

emphasised. Dephasing results largely from loss of energy to spinning hydrogen atoms 

nearby. It can also result from local inhomogeneities in the magnetic field; this time constant 

is called T2
* and is essentially what is measured in functional MRI. Hydrogen atoms have 

different T1 and T2 time constants depending on whether they are embedded in fat, 

cerebrospinal fluid, white matter, or grey matter.  

In order to localise the location of the hydrogen atoms in the three-dimensional volume 

of the brain, magnetic gradients are applied alongside the radiofrequency pulses. These 

gradients are magnetic fields in which the strength of the field changes gradually along an 

axis. Applying gradients along three axes subdivides the tissue: one gradient is used to excite 

a single slice of the subject’s brain, two more gradients subdivide that slice into rows and 

columns. This approach results in a single measurement from a cube of brain tissue called a 

voxel. 

Functional MRI (fMRI) measures differences in magnetic properties related to neural 

activity. When neurons are activated, the supply of blood carrying oxygen and glucose to the 

active region increases. For reasons that are still unclear, the delivery of oxygenated 

haemoglobin to the region is greater than local oxygen consumption, resulting in a greater 

local proportion of oxygenated to deoxygenated haemoglobin. Oxygenated and 

deoxygenated haemoglobin have different magnetic properties. Deoxyhaemoglobin causes 

more dephasing than does oxyhaemoglobin, so a decrease in its concentration results in less 

dephasing and a stronger MRI signal. The ratio between oxyhaemoglobin and 

deoxyhaemoglobin as an index of brain activity is captured in the blood oxygen level 

dependent (BOLD) signal (see 2.3.2). Since the blood supply to an active brain region is 

slow, the BOLD signal typically peaks 6-8 seconds after the neuronal population in that 
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brain region has become active; that is, it has a low temporal resolution. The spatial 

resolution of the BOLD signal is confined to the size of the voxels; typically 3x3x3 mm in a 

functional scan, and the point spread function (the amount of ‘blurring’) of the 

haemodynamic response.  

A typical fMRI experiment administers a certain task or stimulus (such as moving dots) 

to the subject and measures the resulting changes in BOLD signal and behaviour. Typically, 

the task consists of several conditions (e.g. moving dots and static dots), which are designed 

only to differ in the parameter of interest (movement). By comparing the BOLD signal 

induced by these conditions to each other, the modulation of the BOLD signal attributable to 

the experimental parameter of interest can be extracted (e.g. a modulation of the BOLD 

signal in V5/MT). This approach allows one to relate brain topography to function (e.g. 

V5/MT is responsive to movement).    

 

2.3.2 The BOLD response 

The BOLD response that is evoked by a task or stimulus has a typical shape (Fig 2.4). 

The main response is positive and peaks at 6-8 seconds after stimulus onset. Ahead of this 

positive response, the signal commonly displays an initial small, negative dip. This initial dip 

occurs within 1-2 seconds of stimulus onset and is thought to be more highly localized than 

the main BOLD response (Shtoyerman et al., 2000). Use of this more localized negative 

BOLD signal has enabled imaging of human ocular dominance columns in primary visual 

cortex with resolution of about 0.5 mm (Yacoub et al., 2008). The BOLD response is usually 

followed by a second negative dip termed the poststimulus undershoot (Chen and Pike, 

2009). The neuronal mechanisms underlying the changes in oxygen concentration that result 

in this typical shape of the BOLD response remain incompletely understood, and the precise 

mechanisms behind neurovascular coupling (i.e. the dependency of the vascular response on 

changes in neuronal activity) are a matter of intense debate.  
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Figure 2.4 The BOLD response. The initial dip, peak, and undershoot are shown.  

 
A key player in the coupling between neurons and blood flow is the excitatory 

neurotransmitter glutamate (see 1.2), which, upon binding to postsynaptic receptors, causes a 

calcium flux into the neuron which activates nitric oxide synthase and triggers the production 

of nitric oxide. The nitric oxide diffuses out and dilates smooth muscle surrounding local 

arterioles, allowing more blood flow to the area (Stefanovich et al., 2007). Glutamate also 

activates receptors on astrocytes which leads to arachidonic acid production and the release 

of vasodilatory prostaglandins (Takano et al., 2006). Vasodilation allows for increased blood 

flow to the active brain region. As the positive peak of the BOLD signal shows, this blood 

carries more oxygen to the neurons than is consumed. One proposed theory to explain this 

mismatch between oxygen supply and oxygen consumption is that increases in brain activity 

are supported by glycolysis (non-oxidative glucose metabolism) (Fox et al., 1988). Thus, the 

cellular mechanisms and key molecules that link neuronal activity to increased oxygen 

supply are beginning to be unravelled. 

Another approach to studying neurovascular coupling is to correlate the BOLD signal to 

electrophysiological measures such as multi-unit activity (MUA) and local field potential 

(LFP). A comparison of single unit data from monkey V5/MT with human fMRI 

measurements from V5/MT showed that both neuronal firing and BOLD responses increased 

linearly with increasing motion coherence (Rees et al., 2000). This implies that the BOLD 

response is well correlated to neuronal spiking. However, subsequent simultaneous 

electrophysiology – fMRI measurements showed that the BOLD signal is slightly more 

correlated to the LFP than to the spiking activity in an area, suggesting that the BOLD signal 
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reflects the input and intracortical processing of a given area slightly better than its spiking 

output (Logothetis et al., 2001). Both the shape of the BOLD response as well as its 

relationship to the underlying neuronal activity will be examined in Chapter 4, Neural Basis 

of Resting-State fMRI Fluctuations. 

 

2.3.3 Data collection 

Spontaneous brain activity refers to any component of brain activity that is not 

attributable to a specific task or stimulus. As such, fMRI studies of spontaneous activity 

attempt to minimise changes in sensory input. This is achieved by either instructing subjects 

to fixate on a cross-hair, or to close their eyes and refrain from falling asleep. Ideally, the 

scanner room is completely dark. Usually, resting-state data are collected for ~5 minutes, 

using standard scanning parameters for the TR, TE, slice thickness, field of view, and matrix 

size. In addition, alongside BOLD data acquisition usually data on heart rate and respiration 

are collected using a breathing belt and pulse oximeter, since these variables can account for 

a significant fraction of the variance in the resting-state signal (see 1.4.5).   

 

2.3.4 Noise correction 

An important difference between task-related fMRI studies and fMRI studies of 

spontaneous activity is that the former usually involve averaging across many trials. This 

averaging eliminates noise caused by artefacts such as scanner instability and changes in 

heart rate and respiration. Since resting-state activity cannot be averaged, a natural concern is 

that the observed fluctuations are contaminated by or even due to artefacts. Consistent with 

this concern, spontaneous BOLD fluctuations have been measured in a water phantom 

(Zarahn et al., 1997).  

Artefacts that can contribute to observed fluctuations in the BOLD signal can be 

instrumental or physiologic in origin. The relative contribution of these artefacts to resting-

state BOLD data has been determined (Bianciardi et al., 2009b). In an individual voxel, 
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thermal noise caused by the scanning environment is a large contributor to the fluctuations in 

its time course. Fortunately thermal noise is essentially uncorrelated between voxels and 

cancels out completely when the signal is averaged over multiple voxels.  Low-frequency 

drifts due to scanner instability are another significant source of fMRI signal fluctuations 

(34.7%), followed by variations in respiration rate (8.6%) and cardiac pulsation (6.6%) 

(Bianciardi et al., 2009b). This leaves 50.1% of the fluctuations in the resting-state fMRI 

signal to be attributed to underlying neuronal activity, i.e. the spontaneous fluctuations which 

are of interest. These measurements were performed at 7T and may slightly differ for 

measurements done at 3T. 

Low-frequency drifts in the signal might be caused by slow changes in head position, 

baseline physiology, and instrumental conditions such as slow drifts in gain and resonance 

frequency (Bianciardi et al., 2009b). Spontaneous BOLD fluctuations follow a 1/f 

distribution, meaning that there is increasing power at lower frequencies (Fox and Raichle, 

2007). Much of the lowest frequencies, and therefore also the most power, present in the 

spontaneous fluctuations can be accounted for by these low-frequency drifts. Usually they 

are removed simply by high-pass filtering at 0.01 Hz (Biswal et al., 1995). Since frequencies 

above 0.1 Hz mainly relate to cardiac and respiratory factors (Cordes et al., 2001), the 

majority of spontaneous BOLD studies also low-pass filter the data at 0.1 Hz. This leaves a 

signal consisting of frequencies between 0.01–0.1 Hz and spontaneous fluctuations within 

this frequency range are indeed the ones in which functional networks have been observed 

(Cordes et al., 2001).  

Noise components related to changes in physiological variables, i.e. heart rate and 

respiration rate, are the most difficult to characterise in terms of both their number and their 

dynamics. They are commonly modelled using a correction method called RETROICOR 

(Glover et al., 2000). This method incorporates eight regressors into the design; four for 

fluctuations occurring at the frequency of the respiration and cardiac cycles (2 sines and 2 

cosines), and four for fluctuations at twice that frequency (again 2 sines and 2 cosines). 

Alternatively, the respiration volume per unit time (RVT) may be estimated for each subject 
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individually during a cued-breathing condition, which may then be modelled as a separate 

regressor (Birn et al., 2006). Additional regressors may be the cardiac rate shifted at various 

time lags with respect to the BOLD signal (Shmueli et al., 2007). Finally, the time course 

from a region that is likely to have a high degree of physiological artefact relative to the 

amount of neuronal activity, such as the ventricles, might be included as another regressor of 

no interest (Fox et al., 2005;Rombouts et al., 2003).  

In addition to low- and high-pass filtering and physiological noise correction, data are 

preprocessed just like in any other fMRI study. Thus, preprocessing of spontaneous BOLD 

data typically includes realignment of all scans, coregistration to a structural scan or 

normalisation to a template brain, smoothing, temporal filtering, and correcting for head 

movement and physiological noise by modelling them as regressors.  

 

2.3.5 Global signal removal 

The final preprocessing step that is routinely employed by fMRI resting-state studies, is  

removal of the spontaneous BOLD fluctuations common to the whole brain, the so-called 

global signal (Fox et al., 2005;Macey et al., 2004). This can be done either by including the 

global signal as a linear regressor or by multiplicative scaling, which forces the mean BOLD 

signal across the whole brain to the same in every scan (Fox et al., 2009). The latter 

approach is essentially the same as proportional scaling, which is commonly used in task-

related studies to remove both intersession (session-to-session) and intrasession (scan-to-

scan) variance in the global signal (Gavrilescu et al., 2002). The assumption underlying 

global signal removal is that these common BOLD fluctuations are caused by physiological 

(i.e. non-neuronal) factors, and global signal removal has indeed been shown to facilitate the 

extraction of functional networks from the data (Fox et al., 2009). These functional networks 

commonly comprise regions with similar functional properties that are positively correlated 

at rest (Biswal et al., 1995;Cordes et al., 2000). In addition to positive correlations, also 

negative correlations have been reported. Specifically, negative correlations have been 



 61 

observed between two sets of regions, one exhibiting activity increases during attention 

demanding tasks, and the other exhibiting activity decreases during the same tasks (the so-

called default mode network) (Fox et al., 2005). These anticorrelations have been taken as 

evidence that certain differences between brain regions are an intrinsic feature of the brain’s 

organisation (Fox et al., 2005). 

However, the interpretation of observed anticorrelations in resting-state BOLD data is 

less straightforward than originally thought (Fox et al., 2009). Specifically, the effect of 

global signal removal on these anticorrelated networks has been called into question 

(Murphy et al., 2009). In task-related studies, global normalisation of the brain activity level 

can introduce artefactual deactivations in the data (Aguirre et al., 1998a;Gavrilescu et al., 

2002). Similarly, global signal removal forces the distribution of correlation values across 

the whole brain to be centred on zero. Therefore, global signal removal mandates the 

observation of negative correlations (Fox et al., 2009). Along these lines, simulations have 

shown that small phase differences between regions can lead to spurious negative correlation 

values (Murphy et al., 2009). A concern is, therefore, that the observed anticorrelations (Fox 

et al., 2005) are not actually present in the data, but merely an artefact caused by global 

signal removal.  

However, further investigations into the nature of the global signal have shown that it is 

indeed global, and not residing preferentially in systems exhibiting anticorrelations. 

Furthermore, global signal removal leads to an improvement of the correspondence between 

resting-state correlations and structural connectivity (Fox et al., 2009). Taken together, these 

findings suggest that global signal removal is a valid preprocessing step, but must be taken 

with caution, especially when anticorrelations are subsequently observed.  

 

2.3.6 Extracting functional networks 

Once the data have been preprocessed, further analysis depends on the type of question 

that is being addressed. Studies investigating the effect of spontaneous BOLD fluctuations 
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on behaviour typically focus on one particular brain area (Fox et al., 2006b;Hesselmann et 

al., 2008a). For extracting functional networks from resting-state data, several methods are 

commonly used. The simplest technique is to extract the BOLD time course from a voxel or 

a region of interest and to determine the temporal correlation between this extracted signal 

and the time course of all other voxels in the brain (Fox and Raichle, 2007). This approach is 

called the ‘seed voxel’ or the ‘seed region’ approach (Fig 2.5) and is widely used owing to 

its inherent simplicity and ease of interpretation (Biswal et al., 1995;Cordes et al., 2000;Fox 

et al., 2006b;Fransson, 2005;Hampson et al., 2002;Vincent et al., 2007). However, it has 

some disadvantages. The results are dependent on the a priori choice of the seed region, and 

multiple systems cannot be studied simultaneously. In response to these limitations, other 

techniques for extracting functional networks have been proposed.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.5 Seed-region approach. (a) Seed region in the left somatomotor cortex (LSMC). (b) Time 

course of spontaneous BOLD fluctuations in the seed region acquired during rest. (c) Statistical z-

score maps showing voxels that are significantly correlated with the extracted time course. RSMC, 

right somatomotor cortex, S2, secondary somatosensory cortex, P, putamen, Th, thalamus, Cer, 

cerebellum. Adapted from Fox and Raichle, 2007.   
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Independent component analysis (ICA) has proven to be another popular method for 

analysing spontaneous BOLD data (Beckmann et al., 2005;Kiviniemi et al., 2003;Van de 

Ven et al., 2004). A fully automated algorithm decomposes the entire BOLD data set into 

components that are maximally independent in a statistical sense. Each component is 

associated with a spatial map that reveals how much of the data in each voxel can be 

explained by that particular component. Some maps reflect noise components, while others 

reflect functional networks. The advantages of this approach are that it is entirely data driven 

and that it automatically isolates noise components. However, the interpretation of these 

maps is not automated, introducing a potential source of bias into the method. Furthermore, 

the maps are highly dependent on the number of components the algorithm is instructed to 

produce. Combining the seed region and the ICA approach (Seeley et al., 2007) can provide 

converging evidence for the existence of certain functional networks and increase confidence 

in the results.  

 

2.3.7 Improving task-related analysis 

Task-related fMRI studies typically discard spontaneous fluctuations in the BOLD signal 

by averaging over many trials; those studies that do take spontaneous BOLD fluctuations 

into account typically have those fluctuations as their focus of study. An interesting 

alternative approach has been taken in a number of studies seeking to improve the signal to 

noise ratio (SNR) of task-related designs by using spontaneous activity (Bianciardi et al., 

2009c;De Zwart et al., 2008). Spontaneous BOLD fluctuations compromise the detection of 

stimulus-evoked responses and as such can be viewed as noise. In this approach, an initial 

estimate of the brain region activated by the stimulus or task is obtained using conventional 

statistical analysis. By collecting a short (1-2 min) resting-state reference scan, the 

spontaneous BOLD fluctuations can be measured in this estimate of the active region and 

correlated with all other regions of the brain. A significantly correlated region is then taken 

as a reference region and the spontaneous fluctuations present in this reference region are 
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incorporated as a regressor of no interest in the actual analysis of the data (De Zwart et al., 

2008). This approach is similar to that of Fox and colleagues (2006b). Correcting for 

spontaneous fluctuations in this way improved the average t-score of the activated voxels by 

11.3% and led to a 24.2% increase in size of the activated brain area (De Zwart et al., 2008). 

When principal component analysis (PCA) is used on the spontaneous fluctuations in the 

reference region to derive multiple regressors of no interest, the improvement is even 

substantially higher (Bianciardi et al., 2009c). 

 

2.3.8 Summary 

In summary, the basics of measuring spontaneous fluctuations using fMRI, including the 

physics underlying the BOLD signal and data collection, are the same as in any task-related 

fMRI study. Special attention should be paid to noise correction, as no averaging across 

trials is done. Low frequency scanner drifts are typically removed by high-pass filtering; 

variance due to changes in heart rate and respiration is removed by including them and their 

harmonics as regressors of no interest into the design. The global signal common to all brain 

voxels can also be removed, though this should be done with caution. Once the data are 

preprocessed, functional networks can be extracted using either the seed region approach or 

ICA. In task-related experiments, the spontaneous fluctuations themselves might be 

modelled as a regressor of no interest to improve SNR.  

 
 
 

2.4 Simultaneous fMRI and electrophysiology 

 

2.4.1 Overview 

Both electrophysiology and functional MRI have their limitations. FMRI provides whole 

brain coverage, but at the expense of temporal resolution, while in vivo electrophysiology 

has excellent temporal resolution, but allows data collection only at a very local scale. 
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Combining these two techniques can thus yield insights beyond those obtained by each 

technique individually. Electrophysiology in awake monkeys within the MRI scanner was 

first used to investigate the neural basis of the evoked BOLD response (Logothetis et al., 

2001). Now this combined technique is starting to be applied successfully to the study of 

spontaneous activity (Shmuel and Leopold, 2008), although it remains technically very 

challenging.   

 

2.4.2 Data collection 

Several issues should be addressed when applying neurophysiological techniques in the 

context of magnetic resonance imaging. All equipment should be MR compatible; this 

includes LFP electrodes made of platinum-iridium and coated with glass (Logothetis et al., 

2001) as well as MR compatible holders to hold the electrodes in place. Acquiring MRI data 

involves applying RF gradients to the brain (see 2.3.1); these fast switches in the magnetic 

field induce a large artefact in the electrophysiological signal. Removal of this artefact is the 

prime hurdle in simultaneous fMRI-electrophysiology. Ideally, the signal is amplified and 

digitised within the scanner bore before leaving the scanning room through optical fibres 

(Allen et al., 2000). The (MR compatible) amplifier should allow sampling of the 

electrophysiological signal at high temporal rate and within a large amplitude range, since 

the RF gradient artefact contains high frequency and large amplitude components, and the 

signal should not be clipped for artefact correction (see 2.4.3) to work (Laufs et al., 2008). In 

order to aid artefact removal even more, electrophysiological sampling should be 

synchronised with the MR sequence.  

The primary safety risk to the monkey is heating arising from interaction of the 

radiofrequency (RF) fields with the electrophysiology equipment. Maximum heating will 

occur when a conductor is resonant at the frequency of the RF gradient. This can occur in a 

single wire and cause dangerous heating in tissue, especially at the end of the wire (Konings 

et al., 2000). For simultaneous LFP-fMRI recordings, this means heating of the neuronal 



 66 

tissue directly. Heating can be prevented by minimising the length of wires, avoiding loops 

in the wires, and, where possible, the use of optical cables.  

 

2.4.3 Artefact correction 

The artefact induced by the switching of the RF gradients is dependent on a combination 

of factors including the field strength of the scanner, the orientation of the gradients, wire 

vibration, and the positioning of recording equipment relative to the RF coil (Laufs et al., 

2008). Despite completely obscuring the electrophysiological signal, in principle it is easy to 

remove, owing to its periodicity and stable shape. The most common method for artefact 

correction is to create a template of the artefact, that can then be subtracted from the data, 

allowing the biological signal to be recovered (Allen et al., 2000;Laufs et al., 2008) (Fig 2.6). 

The artefact can also be removed using principal component analysis to determine the 

artefact shape (Niazy et al., 2005). A rather different approach is the ‘stepping stone’ 

technique, which entails avoiding sampling the electrophysiological signal during periods of 

gradient switching in the MRI pulse sequence altogether, and limiting sampling to periods 

without gradient switching (Anami et al., 2003). This places constraints on both the 

electrophysiology and fMRI data acquisition – the electrophysiology data are not continuous, 

and a sparse scanning sequence (i.e. one with a ‘gap’ between successive volume 

acquisitions) has to be used. However, this can be the only option available if the gradient 

artefact saturates the amplifier and the shape of the artefact cannot be determined.  

 

2.4.4 LFP predicting fMRI 

Simultaneous electrophysiological (EEG or LFP) and fMRI data are commonly collected 

with one of two purposes in mind. First, fMRI can be used to determine the source of the 

electrophysiological signal. This concerns EEG data for obvious reasons, and is important 

for the localisation of epileptiform activity (Laufs and Duncan, 2007).  
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Figure 2.6 Artefact correction of electrophysiology data. (a) Raw electrophysiology signal 

contaminated by the scanner artefact. (b) The isolated artefact template. (c) Electrophysiology signal 

after the artefact has been subtracted. (d) Raw electrophysiology signal of the same subject recorded 

outside the scanner. Adapted from Allen et al., 2000.  

 
Second, the electrophysiology and fMRI data can be used to investigate the various 

functional states of the brain. This is especially interesting in the context of spontaneous 

fMRI fluctuations, which have been shown to persist across several behavioural states 

(Horovitz et al., 2008;Vincent et al., 2007). More specifically, electrophysiological data can 

be used to predict variance in the fMRI data, by including them as regressors into a design 

matrix. For example, sleep spindles identified in EEG data are used to define events in fMRI 

analysis (Laufs et al., 2007). Generally, this approach is based on transforming the 

electrophysiological data into a set of regressors for the fMRI data, using sophisticated 

forward biophysical models which involve convolving the EEG data with a standard 

haemodynamic response function (HRF) (Salek-Haddadi et al., 2003).  

An easier and more assumption-free method to predict the fMRI signal from the 

electrophysiological (LFP) data is to artificially shift the two signals with respect to each 

other. This is the approach that has been taken in this thesis (see 4.2.9). The BOLD response 

is typically sluggish, peaking at a lag of 6-8 seconds (Aguirre et al., 1998b). In order to 
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assess temporal precedence of the LFP signal, this signal may be shifted forward in time. If 

fluctuations in the LFP and the fMRI signal have the same underlying origin and therefore 

follow a similar time course, but the fMRI time course is delayed in time, one would expect 

to observe the highest correlation between these two signals when the LFP signal is shifted 

forward in time by 6-8 seconds. This is indeed what was found in visual cortex (Shmuel and 

Leopold, 2008).  

The temporal relationship between the LFP and the fMRI signal might be assessed using 

this ‘artificial time shifting’ approach. The spatial relationship between the two signals can 

be assessed by correlating the LFP signal with the time course of all the voxels in the brain, 

another analysis method employed in this thesis (see 4.2.9). This approach is reminiscent of 

the seed region approach to extract functional networks from resting-state fMRI data (see 

2.3.5).  

 

2.4.5 Summary 

The marriage of two very different techniques for recording brain activity, 

electrophysiology and fMRI, is promising because of the new insights it can give us into 

spontaneous brain activity and brain function more generally. However, this approach is not 

without problems. The main concern during data collection is subject safety; the main 

concern during data analysis is correction of the artefact induced by switching of the RF 

gradients. Artefact correction can be done by using a template of the artefact or by avoiding 

the artefact altogether. Simultaneous electrophysiology – fMRI data have mainly been used 

in the study of epilepsy and in the study of the influence of behavioural states on brain 

activity. The main focus of the latter is the causal influence of the electrophysiological signal 

on the fMRI signal, which can be most easily assessed by temporally shifting the two signals 

with respect to each other.   
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2.5 Conclusions 

Electrophysiology, functional MRI, as well as the two in concert, have all proven to be 

useful methods for the study of spontaneous brain activity. In electrophysiology, 

spontaneous brain activity is most effectively captured in the LFP signal as measured by 

multi-unit recording. In order to study the LFP signal at a timescale accessible to fMRI, it 

can be converted to the measures of band-limited power (BLP) and coherence. The BLP 

signal can then be correlated to fMRI measurements collected simultaneously and artificially 

shifted in time to assess its predictive value. It can also be used as a seed region, which 

together with ICA is the most common method to extract functional networks out of fMRI 

data. 

A large concern in all methods is noise correction, as spontaneous brain activity is a 

continuous signal and inherently cannot be averaged. In electrophysiology, noise correction 

is done at the data collection stage by ensuring that the recordings are done in a properly 

shielded electrophysiology booth. In fMRI, scanner drifts, physiological noise (changes in 

heart rate and respiration), and sometimes the global signal common to the entire brain, are 

removed. In simultaneous fMRI and electrophysiology, the artefact caused by scanner 

gradient switching should be removed.  

The following five experimental chapters will show how these techniques, in 

combination with computational neuroscience and behavioural experiments, have been 

employed in the study of several aspects of spontaneous brain activity.  
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Chapter 3  Cortical Energy Needed for Conscious Perception 

 
 
 

3.1 Introduction 

As mentioned in Chapter 1, General Introduction, the brain requires a large amount of 

energy to power its spontaneous activity. This large energy consumption at rest is 

remarkable, given that there is a finite amount of oxygen and glucose available in the body; 

the brain is therefore a metabolically expensive organ. Because neuronal activity is so highly 

energy demanding, glucose and oxygen are distributed to the brain areas that need them most 

by increasing blood flow in regions where neurons are active. This regional neuronal 

activity, over and above the spontaneous activity, is typically evoked by an external task or 

stimulus.   

To date, it has remained unclear how much evoked neuronal activity, and hence, cortical 

energy use, underlies these increases in blood flow. Traditional analyses of sensory systems 

assume that external stimuli evoke action potentials in neurons that have receptive fields 

tuned to particular features of the stimuli (Hubel and Wiesel, 1998): in this view, 

spontaneous neuronal activity merely provides a ‘noise’ background against which a signal 

representing sensory input must be detected (Barlow, 1957), and sensory input should 

greatly increase cortical energy use. Recently, however, it has been suggested that incoming 

sensory information produces only small changes to the ongoing dynamic pattern of activity 

in cortical neurons (Arieli et al., 1996;Fiser et al., 2004), implying that sensory input alters 

cortical energy use only slightly.  

The blood flow increase associated with increased neuronal energy use is the basis of 

functional imaging techniques such as positron emission tomography (PET) and blood 

oxygen level dependent functional magnetic resonance imaging (BOLD fMRI). Increases in 

energy expenditure due to an external stimulus or task are thus directly relevant for these 
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techniques; large increases in energy consumption will result in robust increases in blood 

flow that are easily detectable by functional imaging, while small increases in energy usage 

may go unnoticed. However, blood flow measurements cannot be used to calculate the 

energy usage supporting a cognitive task, because blood flow increases are generated by a 

variety of neurotransmitter-mediated mechanisms (Drake and Iadecola, 2006) rather than 

being driven directly by energy use. In brief, glutamate released by neural activity activates a 

calcium flux into neurons which activates nitric oxide synthase leading to release of the 

vasodilator nitric oxide (Faraci and Breese, 1993), and also activates metabotropic glutamate 

receptors on astrocytes which leads to arachidonic acid production by phospholipase A2 and 

ultimately to the release of vasodilatory prostaglandins (Zonta et al., 2003). Furthermore, 

there may be complex changes in the fraction of energy provided by glycolysis and oxidative 

phosphorylation during and after neural activity (Fox et al., 1988;Gjedde et al., 

2009;Kasischke et al., 2004). In addition to this, the blood flow response following neural 

activation occurs over a volume significantly larger than that of the activated neural tissue 

(Malonek and Grinvald, 1996). 

In order to calculate the energy usage associated with evoked brain activity, we therefore 

turned to electrophysiological measurements. We estimated, from electrophysiological data 

in primates, the local cortical energy use associated with conscious perception of a stimulus 

property in three different sensory modalities: vision, touch, and hearing (Fig 3.1). We 

adopted a philosophy similar to that in many functional imaging experiments, by comparing 

the energy use powering neural responses to two types of stimuli which differ only in the 

conscious perception of a particular stimulus attribute, such as motion coherence or colour 

(McKeefry et al., 1997;McKeefry and Zeki, 1997;Phillips et al., 1997). Because of the 

importance of conscious perception for determining behaviour, one might expect that the 

perception of a stimulus attribute would be associated with a set of neurons increasing their 

firing robustly. However our results show that, although the unconscious representation of 

information from which a percept is derived can involve a large increase in neural firing rate, 

conscious perception, i.e. the change from not being able to distinguish two stimuli to 
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perceiving them as different, is associated with a surprisingly small change in mean neuronal 

firing rate and energy consumption. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1 Brain regions involved in the perceptual tasks. Incoming stimuli (left) are represented as 

neural firing in areas such as V1, S1 and SC. Areas V5/MT, S2 and A1 are the first areas where firing 

rate provides enough information allowing a decision on the presence of a percept of visual 

movement, altered skin vibration (‘flutter’) frequency or the grouping of sounds (‘tone stream 

segregation’). Subsequent areas may make the perceptual decision and generate motor output (note 

that although we show a pure feedforward flow of information, in reality there are also reverse 

interactions between different areas which probably contribute to the perceptual decision). V1, 

primary visual cortex; S1, primary somatosensory cortex; SC, superior colliculus; V5/MT, middle 

temporal area; S2, secondary somatosensory cortex; A1, primary auditory cortex; PFC, prefrontal 

cortex; LIP, lateral intraparietal area; PMv, ventral premotor area; IPS, intraparietal sulcus; STG, 

superior temporal gyrus; M1, primary motor cortex. 
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3.2 Materials and Methods 

 

3.2.1 Overview of approach 

We identified tasks that have been studied psychophysically and electrophysiologically 

in monkeys, as well as psychophysically and by functional imaging in humans. These tasks 

were detection of movement of random dot stimuli (Fig 3.2a), detection of flutter vibration 

applied to the skin (Fig 3.2b), and detection of auditory tone stream segregation (Fig 3.2c), 

and are described in detail in subsequent sections. Electrophysiological single unit data from 

monkeys were used to evaluate the change in mean neuronal firing rate occurring in cortical 

areas which are associated with the detection of visual motion, skin vibration frequency or 

sound frequency (Fig 3.1). This change in firing rate was then converted into an estimated 

fractional change of energy use in that area, using an energy budget for the cerebral cortex 

(Attwell and Laughlin, 2001) which predicts the energy consumed on different subcellular 

processes underlying neural information processing. For each task (and associated brain 

area) considered, the aim was to evaluate the change in action potential firing, and hence the 

extra energy needed, for perception, above that needed merely to represent stimuli which do 

not produce a conscious percept, since this is the change in energy consumption between 

brain activation states that are commonly compared in functional imaging experiments 

(McKeefry et al., 1997;McKeefry and Zeki, 1997;Phillips et al., 1997).  

In the first three sections below, we assess the change in firing rate of cortical pyramidal 

cells in the three cortical areas when a stimulus is at the threshold of conscious perception 

for the perceptual tasks considered. This is followed by an explanation of how we converted 

changes in pyramidal cell firing rate into changes of cortical energy use, and an assessment 

of the change in firing rate and energy use for perception of reliably detected stimuli (i.e. 

stimuli that are well above threshold). 
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Figure 3.2 Perceptual tasks, psychophysical responses, and cellular responses. (a-c) Stimulus 

schemata for the three tasks considered. (a) Three different levels of coherence in the visual motion 

task. At 0% coherence, all dots move randomly. As coherence increases, more dots move in a coherent 

fashion in one direction (black symbols) while the others move randomly. (b) Somatosensory task, 

showing a frequency discrimination trial where the second stimulus (f2) has a higher frequency than 

the first stimulus (f1). (c) Auditory percepts during stream segregation. The stimuli (repeating triplets 

of different frequency tones, ABA) are perceived as a single stream of connected tones (solid lines) or 

as two monotonic streams playing in parallel (dashed lines). (d-f) Psychometric curves for visual 

motion (d), somatosensory (e), and auditory (f) tasks. Black lines indicate threshold values for 

perception of random dot coherence, difference in flutter frequency (f1-f2), and time for build-up of 

auditory stream segregation. (g-i) Neuronal responses evoked by the tasks. (g) Direction tuning 

functions for a V5/MT neuron at increasing motion coherences (bottom to top). For stimuli close to 

the preferred direction, increased coherence increases firing, but as the orientation approaches the 

opposite direction, the rate decreases below the rate with a 0% coherence signal (arrows). (h) 

Average firing rate parameter a2 (see 3.2.3) for S2 neurons during f2 presentation. The dependence of 

the firing rate on f2 changes over time. (i) Spike counts evoked in A1 neurons with best frequency A, 

by the A and B tones in repeating ABA triplets. 
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3.2.2 Detection of visual motion 

For the visual modality, we analysed detection of movement in random dot visual 

stimuli, which has been studied psychophysically and electrophysiologically at the single 

unit level in monkeys (Britten et al., 1992;Britten et al., 1993), as well as psychophysically 

(Britten et al., 1992) and by fMRI (Rees et al., 2000) in humans. An array of moving dot 

stimuli is presented (Fig 3.2a), with the dot intensity well above the threshold for visibility, 

in which a certain percentage (X) of dots move in the same direction (termed X% 

coherence), and the observer has to decide what the general direction of motion is. A neural 

substrate contributing to this decision is likely to be the middle temporal visual area 

(V5/MT). This is the first area on the visual pathway in which the responses of most monkey 

neurons (up to 97%) are directionally selective (Van Essen et al., 1981), and is activated 

when humans view moving stimuli (Zeki et al., 1991). The sensitivity of monkey V5/MT 

neurons to such stimuli correlates well with the monkeys’ psychometric function relating 

performance to coherence of the motion signal (Britten et al., 1992) (Fig 3.2d). Furthermore, 

the psychophysical performance of human observers on this task is similar to that of 

monkeys (Britten et al., 1992), supporting extrapolation from the monkey neuronal firing 

data to the human cortex. From area V5/MT, information is passed to the prefrontal cortex or 

lateral intraparietal area, and a behavioural decision based on the perceived motion is made 

(Huk and Shadlen, 2005;Kim and Shadlen, 1999) (Fig 3.1). 

To calculate the energy needed to support the perception of motion in area V5/MT, we 

need to know the action potential rate of the cells analysing the motion. Monkey V5/MT 

neurons have a firing rate of ~8 Hz in darkness, and this increases to 20 Hz when the animal 

views a 0% coherence stimulus of moving dots (Huk and Shadlen, 2005). Increasing the 

coherence of the stimulus increases the firing of cells tuned to respond to the direction of 

motion of the coherently moving dots, and decreases the firing of cells tuned to the opposite 

direction (Fig 3.2g). Psychometric functions (Fig 3.2d) measured psychophysically, or 

‘neurometric’ functions derived by deducing the psychophysical performance of an ideal 
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observer comparing the responses of neurons tuned to the direction of motion and to the 

opposite direction, can be fitted by the function 

 

p = 1 – 0.5 exp(-(c/α)β)                  (3.1) 

 

where p is the probability of correctly detecting the motion direction (out of two oppositely 

directed possibilities) at coherence c, α is termed the threshold for detection, and β is a 

measure of the steepness of the function (Britten et al., 1992;Britten et al., 1993). Detection 

at threshold (c=α) corresponds to correctly detecting the direction of motion on 1-0.5*e(-1) = 

82% of trials. This 82% success rate for detecting motion can be achieved when stimuli have 

a coherence of 14% (this number is derived from the neuron data in Fig 9a of Britten et al., 

1992). Having derived this threshold coherence allows us to calculate the mean firing rate of 

V5/MT cells when detecting motion. The action potential rate of V5/MT neurons responding 

to motion in their preferred direction increases with coherence of the stimulus at a rate of 

0.39 Hz / (% coherence), while the rate in cells whose preferred direction is opposite to the 

stimulus decreases at 0.11 Hz / (% coherence) (Britten et al., 1993). Thus, for 14% 

coherence, these cells will increase and decrease their rate by 5.47 Hz and 1.55 Hz 

respectively. Adding the 20 Hz firing occurring in the presence of a 0% coherence stimulus 

(see above), these cells will therefore fire at 25.47 and 18.45 Hz respectively.  

A column of V5/MT cells analysing motion in a retinal area (Albright et al., 1984) 

contains cells responding to all possible directions of motion which, in general, will respond 

at a rate between the extremes of 25.47 Hz and 18.45 Hz. The firing rate of V5/MT neurons 

can be expressed as  

 

rate = D exp(-(x/σ)2) + E                              (3.2) 

 

where x is the angle relative to the preferred direction, σ is the bandwidth of the response 

and D and E are constants (Britten and Newsome, 1998). Using σ = 880 for 14% coherence 

(from Fig 3 of Britten and Newsome, 1998), and fitting this equation to firing rates of 25.47 
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and 18.45 Hz at 00 and 1800, gives D = 7.13 Hz and E = 18.34 Hz. The mean firing rate 

averaged over all of the cells in the column is thus  

 

∫0
180 { D exp(-(x/σ)2) + E } dx/180 = (D/2)*(σ/180)*(√π)*erf(180/σ) + E = 21.4 Hz 

 

when the motion is perceived at threshold. In contrast, when viewing a 0% coherence 

stimulus, the firing rate is 20 Hz (see above). Thus, the motion percept is associated with a 

7% increase in mean firing rate {100% * (21.4–20)/20}. Perception of motion by V5/MT 

neurons evokes an increase in firing rate and energy use only because of an asymmetry in the 

neural responses to motion in the preferred and nonpreferred directions of the cells: stimuli 

in the preferred direction evoke a larger increase in firing than the decrease of firing evoked 

by stimuli in the opposite direction (Britten et al., 1993). In principle the system need not be 

constructed with this asymmetry, and it might be possible for perception to occur with no 

change of mean firing rate and energy usage at all relative to viewing a 0% coherence 

stimulus (or even a decrease in mean firing rate and energy usage if the relative strengths of 

the responses in the preferred and opposite directions were reversed). 

 

3.2.3 Detection of skin vibration 

For the somatosensory modality, we analysed the detection of ‘flutter’, a sensation which 

is produced when 5-50 Hz vibrations are applied to the skin to activate Meissner’s mechano-

receptors (Mountcastle et al., 1967). In monkeys, information from these receptors is passed 

to somatosensory cortical area S1, where neurons are active during the period of vibration, 

and also to higher-level areas S2 and prefrontal cortex (Romo et al., 2004) (Fig 3.1). In these 

higher-level areas the neural activity evoked outlasts the period of stimulation, providing a 

working memory trace that can be used to compare the frequency of a second stimulus (Fig 

3.2b) with that of an earlier stimulus (Romo et al., 2004). Both of the individual stimuli 

should be well above the threshold for detection. In humans, flutter vibration also activates 

areas S1 and S2 (Maldjian et al., 1999), and in psychophysical experiments (Fig 3.2e) 

monkeys and humans distinguish the frequency of sequentially applied vibrations with a 
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similar performance (Lamotte and Mountcastle, 1975). We estimated the energy expended in 

area S2 to generate neural activity which can support the discrimination of the frequency of 

two vibration stimuli, i.e. the increase in energy expenditure associated with perception of a 

frequency difference, above that needed merely to represent two stimuli which are not 

perceived as different. 

Neurons in monkey S2 change their firing when a flutter stimulus is applied, but only 

40% of these show a response that depends on the vibration frequency (Romo et al., 2002). 

Of these frequency-sensitive neurons, 57% show an increase in firing rate with increasing 

vibration frequency, and 43% show a decrease in firing rate with increasing frequency 

(Romo et al., 2003). When two stimuli of different frequency, f1 and f2, are applied for 0.5 

sec, separated by a few seconds in time (Fig 3.2b), the action potential firing rate response to 

the second stimulus can be represented as a function of f1 and f2 as follows (Romo et al., 

2002): 

 

rate(f1, f2) = a1.f1 + a2.f2 + constant                (3.3)  

 

where a1 and a2 are experimentally determined functions of time that evolve so that for 

much of the response, a1(t) = -a2(t) and the rate depends solely on the difference in 

frequency, f2-f1. For an initial frequency of f1= 20 Hz, we evaluated the mean difference in 

spike count (∫rate(f1,f2) dt) averaged over all cells in the case where f2 was sufficiently 

above f1 to be distinguished perceptually from the case where f2 = f1 = 20 Hz. Using the 

definition of threshold in eqn. (1), i.e. 82% of behavioural choices correct (Fig 3.2e), and 

taking correlations between neuronal responses into account (Romo et al., 2003), the 

threshold for perceiving that f2>f1 is reached when f2 is raised from 20 to 24.6 Hz (from Fig 

4 of Romo et al, 2003), and the resulting increase of spike count from eqn. (3.3) is  

 

∫ rate(f1=20, f2=24.6) dt - ∫ rate(f1=20, f2=20) dt = 4.6Hz . ∫ a2(t) dt 

 

Remember that a2(t) represents a function that resembles the firing rate of the neurons in 

response to the f2 stimulus over time. The motor response defining the monkey’s choice of 
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whether f2>f1, starts on average 836 msec after the start of the f2 stimulus (Romo et al., 

2002). Mean values of a2(t) were obtained for times 25-90 msec, 90-295 msec, 295-500 

msec and 500-836 msec after the start of the f2 stimulus by averaging over the experimental 

data for cells in Figs 6a, 6b, 6c and 6d respectively of Romo et al., 2002. This procedure 

gave mean values for a2 of 0.119, 0.046, 0.421 and 0.106 action potentials (respectively) for 

the four time periods (Fig 3.2h), and thus a mean increase in spike count of 0.64 action 

potentials per neuron. This mean increase is very low because similar numbers of cells show 

increases (for which a2 is positive) and decreases (for which a2 is negative) in firing rate in 

response to the flutter stimuli (Romo et al., 2002). Since only 40% of neurons show 

responses dependent on the stimulus frequency (Romo et al., 2002), averaged over all the 

cells in S2 the mean increase of action potentials/neuron is 0.26, for the 3 sec period during 

which the two stimuli are applied. The baseline firing rate of these cells is ~ 15 Hz (Romo et 

al., 2002), so this corresponds to an 0.57% increase of firing over the 3 sec trial. 

 

3.2.4 Detection of auditory tone stream segregation 

For the auditory modality we studied tone stream segregation. A repeated sequence of 

(suprathreshold) sound tones alternating between two frequencies, A and B, such as ABA-

ABA-ABA (Fig 3.2c), is heard by humans as two separate streams of constant pitch tones if 

A and B are sufficiently different (i.e. heard as A-A-A- and B-B-B-, with the stream 

separation building up over time, Fig 3.2f), but as a single tone stream with a galloping 

rhythm if A and B are close (Bregman and Campbell, 1971). Tone stream segregation has 

also been demonstrated in psychophysical experiments on monkeys (Izumi, 2002). 

A possible neural basis for the phenomenon of tone stream segregation is suggested by 

experiments on primary auditory cortical (A1) neurons in monkeys (Fishman et al., 

2001;Micheyl et al., 2005). For the ABA-ABA-ABA- stimulus, if A and B are sufficiently 

different, neurons with a best frequency equal to that of the A tone show a different time 

course of adaptation to the repeated presentation of the A and B tones: although the 
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responses to both tones decrease over the first few presentations of the tone triplet, the 

response to the off-best frequency B tone is not only smaller but shows proportionally more 

adaptation with repeated presentation of the triplet tones (Micheyl et al., 2005) (Fig 3.2i). 

Similarly, for a neuron with a best frequency equal to that of the B tone, the response to the 

A tones would decrease more over time than the response to the B tone (Micheyl et al., 

2005). 

Thus, if the A and B tones are sufficiently separated, after some duration of exposure to 

the tone sequence, high signal to noise ratio responses will only be produced for the A tones 

in neurons tuned to the A frequency, and for the B tones in neurons tuned to the B frequency. 

In contrast, when A and B are close, the extra adaptation to the B tone is hardly seen in 

neurons tuned to the A frequency (Fig 3.2i), and vice versa, so that information on both tones 

will be encoded with a high signal to noise ratio by both sets of neurons. This representation 

of the tone sequence in two discrete sets of cells when A and B are sufficiently different, but 

in the same cells when A and B are close, is postulated to underlie the different perceptions 

produced (Micheyl et al., 2005;Fishman et al., 2001). Human magnetoencephalographic 

(Gutschalk et al., 2005) and fMRI (Cusack, 2005) studies suggest that auditory areas outside 

A1 may also contribute to the different perceptions produced, perhaps by controlling 

attention to the information streams produced in cells at different locations in A1. 

The change in energy expenditure associated with tone stream segregation in the primary 

auditory cortex (A1) can be estimated as follows. Psychophysical experiments (Micheyl et 

al., 2005) on the response of humans to ABA triplet tone sequences applied at 0.5 sec 

intervals show that if B is 6 semitones (√2 -fold) above A in frequency, then stream 

segregation occurs over a period of seconds, and after 2 presentations of the triplet tone 

sequence the probability of correctly perceiving the segregated streams reaches 64% (which, 

since the probability rises from 0 to ~100%, is equivalent to the 82% criterion used in eqn. 1 

for an experiment where the probability rises from 50 to 100%, as 82% = 50% + (100- 

50)%x64%). In contrast, if B is only 1 semitone above A in frequency, or the same as A, 

then stream segregation does not occur even after 10 sec of the stimulus (Fig 3.2f). 
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In primary auditory cortical neurons of monkeys with a best frequency of A, Fig 3 of 

Micheyl et al., 2005 shows that, when B is 6 semitones above A, the first 2 presentations of 

the triplet tone sequence evoke 8.82 and 6.79 action potentials respectively in response to the 

two first A tones (a total of 15.61 spikes), 5.97 and 4.46 action potentials in response to the 

two B tones (a total of 10.43 spikes, much less than for the A tone because of the adaptation 

described above), and 7.48 and 6.77 action potentials in response to the two last A tones (a 

total of 14.25 spikes), giving a grand total of 40.29 spikes in response to the 2 triplet 

sequences (this includes the baseline firing rate of ~25Hz). In contrast, when B is only 1 

semitone above A, although the total spikes in response to the two first and two last A tones 

of the 2 triplets were little changed (15.28 and 14.81 respectively), the total spike number in 

response to the intervening B tones was increased from 10.43 to 13.69 (because of the 

absence of the adaptation described above: Fig 3.2i), giving a grand total of 43.78 spikes in 

response to the 2 triplet sequences. 

The difference in total spike count between the responses to the triplets with the B tone 6 

and 1 semitones above A is therefore 3.49 spikes, out of a total response of 43.78 spikes 

when tone stream segregation does not build up. Thus, there is an 8.0% decrease 

(3.49/43.78) in total spikes occurring associated with the switch from a perception of one 

tone stream to two separate streams of different tones. This is an overestimate of the change 

occurring in all of A1, because although a change of this magnitude will occur at the 

locations in (the tonotopically arranged) A1 where cells have best frequencies of A and B 

(Fishman et al., 2001), at other locations the difference in firing rate will be smaller.  

 

3.2.5 Relationship between firing rate and energy use 

In the Results section (3.3) we use the mean changes of firing of cortical pyramidal cells 

calculated above to estimate the change of energy use occurring in a cortical area as a result 

of altered activity in the recorded cells themselves, and in their input synapses and 

surrounding glia. Cortical energy use initiated by action potentials has components related to 
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presynaptic and postsynaptic action potentials (Attwell and Laughlin, 2001). On the 

presynaptic side, energy is used on presynaptic action potentials and transmitter release, and 

transmitter and vesicle recycling. On the postsynaptic side, energy is used to reverse the ion 

movements generating postsynaptic action potentials, and for reversal of postsynaptic ion 

movements generated by transmitter release (Attwell and Laughlin, 2001). Action potential 

driven signalling energy accounts for ~50-75% of total energy consumption; the remaining 

25-50% of brain energy is expended on the resting potentials of neurons and glia, and on 

non-signalling housekeeping tasks (Attwell and Laughlin, 2001). 

 

3.2.6 Stimuli well above perceptual threshold 

For the detection of visual motion calculation described above, if the coherence is twice 

the threshold value in eqn. (3.1), i.e. 28% then, for a steepness parameter of α=1.4 (Britten et 

al., 1992), eqn. (3.1) predicts that stimulus motion will be correctly detected 96.4% of the 

time (Fig 3.2d). Repeating the calculation above (see 3.2.2) for 28% coherence predicts that 

this highly reliable detection of the motion percept is associated with a 14% increase in mean 

firing rate. Similarly we repeated the calculation for flutter perception given above, now for 

comparison of a 30 Hz vibration with a 20 Hz vibration, for which the correct behavioural 

choice is made 97% of the time (Romo et al., 2003). Averaged over all the cells in S2, the 

mean increase of action potentials/neuron is then 0.56, for the 3 sec period during which the 

two stimuli are applied, i.e. a 1.2% increase over the basal firing rate. 

For the tone sequence experiment with tone B 6 semitones above A, psychophysical 

experiments on humans show that perception of the two tone streams reaches its maximum 

(94% correct) after 5 sec of repeating the tone triplets (Fig 3.2f). Extending to 5 sec the 

counting of the spikes of monkey A1 neurons (Micheyl et al., 2005) showed that (including 

the 25 Hz baseline firing rate) the total spike count with B 6 semitones above A was 16.7 

spikes less than the 195.8 spikes occurring when B was just one semitone above A, i.e. an 

8.5% difference. Thus, in all three cortical areas, the mean change in firing rate used for 
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conscious perception of stimuli is low, not just at the threshold of perception, but also when 

perception is highly reliable. 

 
 
 

3.3 Results 

 

3.3.1 Visual task 

In order to determine the energy needed to support the perception of motion in area 

V5/MT, we have calculated the action potential rate of the cells analysing the motion. 

Averaging over cells responding to all directions of motion, for a coherence value which is at 

the threshold of detection of the motion we have estimated that the motion percept is 

associated with a 7% increase in mean firing rate (and hence in firing-related energy use) in 

area V5/MT over that occurring during presentation of a 0% coherence stimulus (see 3.2.2). 

If action potential driven signalling energy accounts for ~50-75% of the total energy 

consumption (Attwell and Laughlin, 2001), then this 7% increase of firing rate implies an 

increase of total local energy consumption of 50-75% of 7% = 3.5-5.3% (Fig 3.3). 

 

3.3.2 Somatosensory task 

Neurons in monkey S2 change their firing when a flutter stimulus is applied. When two 

stimuli of different frequency, f1 and f2, are applied for 0.5 sec, separated by a few seconds 

in time (Fig 3.2b), the action potential firing rate in response to the second stimulus evolves 

over time to depend largely on the difference in frequency. For an initial frequency of f1= 20 

Hz, we evaluated the mean difference in spike count averaged over all cells for the case 

where f2 was sufficiently above f1 to be distinguished perceptually from the case where f2 = 

f1 = 20 Hz. The calculation shows that there is a 0.57% increase in mean firing rate at the 

threshold of perception in area S2 (see 3.2.3). As above for visual perception, if action 

potential driven energy use is ~50-75% of the total energy consumption (Attwell and 
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Laughlin, 2001), the 0.57% increase of firing occurring during flutter detection implies an 

increase of local energy consumption of 50-75% of 0.57% = 0.29- 0.43% (Fig 3.3). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3 Estimated changes in energy use associated with conscious perception. Bars show mean 

increase in energy use associated with perception of a moving stimulus, increase in energy use 

associated with detection of a difference in flutter frequency, or decrease in energy use associated 

with detection of tone streaming (SEM was calculated from the 2 results obtained assuming that either 

50 or 75% of total energy is action potential driven). 

 

3.3.3 Auditory task 

We estimated the change in energy expenditure associated with tone stream segregation 

in the primary auditory cortex (A1) using electrophysiological data from monkeys recorded 

during exposure to tone triplets with B tones either 6 semitones or 1 semitone above the 

frequency of the A tone, for which tone stream segregation does, or does not occur, 

respectively (Micheyl et al., 2005). These data revealed that there is an 8.0% decrease in 

total spikes occurring in A1 associated with the switch from a perception of one tone stream 

to perceiving two separate streams of different tones (see 3.2.4). As above for visual 

perception, if action potential driven energy use is ~50-75% of the total energy consumption 

(Attwell and Laughlin, 2001), auditory stream detection will lead to a decrease of local 

energy consumption of 50-75% of 8% = 4-6% (Fig 3.3). 
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3.3.4 Supra-threshold stimuli 

The calculations above detail the change in cortical energy use associated with the 

threshold perception of a stimulus attribute. Larger energy changes are expected for stimuli 

above threshold, but repeating the calculations for this case shows that even well above 

threshold, where stimulus detection is highly reliable, the fractional change of energy use is 

still surprisingly small: 7-10.6% for the visual motion task, 0.6-0.9% for the flutter 

perception task, and 4.3-6.4% for the tone stream segregation task (calculated as above from 

the mean firing rate changes given in 3.2.6). 

 
 
 

3.4 Discussion 

 

3.4.1 Energy used on conscious perception 

We have estimated how much brain energy is needed to produce information which can 

be used to generate a percept, over and above the energy needed to represent the incoming 

stimuli when the percept is absent. For example, this is the energy needed for visual 

processing of dot stimuli which move sufficiently coherently to generate a percept of general 

movement, relative to that needed for processing of the same number of dots which move 

randomly and so generate no general movement percept. All three cortical areas studied 

show only a small change of energy usage associated with perception (<6% at threshold, and 

<11% when perception is reliable), despite the difference in modalities that they serve 

(vision, touch, audition) and large differences in baseline firing rate, suggesting that this 

result is of general relevance. 

A major reason for the small size of this energy change, at least for the visual motion and 

somatosensory flutter stimuli considered, is that sensory attributes are encoded across a 

population of neurons as a mixture of increased and decreased firing. Across the population 

of neurons considered, therefore, the changes in mean firing rate and energy usage are much 
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less than would occur if firing simply increased in all neurons with the strength of the 

sensory attribute. Thus, encoding stimuli across a population of neurons as a mixture of 

increased and decreased firing confers the advantage that the energy demand of the brain is 

kept more constant and requires smaller blood flow changes (rather than requiring that blood 

flow increases dramatically for all sensory input). 

For these conclusions to hold for humans, we must assume that experimental 

measurements of the change of action potential frequency evoked by sensory stimuli in 

awake monkeys can be extrapolated to humans. While there is no easy way to verify this, the 

similar psychophysical results (Britten et al., 1992;Lamotte and Mountcastle, 1975;Bregman 

and Campbell, 1971;Izumi, 2002) obtained in monkey and human for all three sensory 

stimuli studied suggest that the cellular mechanisms underlying perception are similar in the 

two species.  

If the change in energy use is so small, why has evolution produced systems that 

increase blood flow when neurons are active? In other words, do active neurons need the 

blood flow to increase? It is important to note that our predictions of a small increase in 

firing rate and energy expenditure are only for the perception of a feature of the incoming 

sensory information. Thus, in the vision example given above, the presence of a zero 

coherence array of randomly moving dots increases the mean firing rate in area V5/MT from 

~8 to ~20 Hz (Huk and Shadlen, 2005). Similarly, neurons representing tactile flutter stimuli 

can double their firing frequency when the stimulus is present (Romo et al., 2002), and A1 

neurons increase their firing 6-fold when a tone is applied (Micheyl et al., 2005). The much 

larger firing rate changes associated with unconscious information processing than with 

perception suggest that the changes in energy expenditure associated with conscious 

perception are much smaller than those associated with the unconscious representation of 

incoming sensory information, for which the increase in blood flow associated with neuronal 

activity will be more important. 
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3.4.2 Relevance to BOLD fMRI 

Functional imaging experiments often assess the difference in brain activation for two 

situations designed to differ only in the perception of some stimulus attribute (McKeefry et 

al., 1997;McKeefry and Zeki, 1997;Phillips et al., 1997). Our calculations show that, in the 

tasks we consider, perception is associated with only a small change in energy usage (the 

exact size of which varies between cortical areas, being an order of magnitude smaller for 

the somatosensory flutter task than for the visual motion task, and even a decrease in the case 

of tone stream segregation). For a small increase of neural firing and energy usage it is 

unclear whether an increase in blood supply is actually needed to power the neural activity, 

or whether an increased extraction of oxygen and glucose from the blood (driven by the 

lowered local concentration of these substrates) would suffice. In any case, it does seem 

likely that any neurotransmitter-mediated (Drake and Iadecola, 2006) increase of blood flow 

associated with perception need only be small. Interestingly, the blood flow increases 

generating functional imaging signals are rather small (Raichle and Mintun, 2006), typically 

less than 5-10%, and the BOLD signal increase associated with the perception at threshold of 

the stimulus properties considered here is less than 1% in the visual motion (Rees et al., 

2000), flutter discrimination (Hegner et al., 2007) and tone stream segregation (Wilson et al., 

2007) tasks. It seems possible, therefore, that perception of a stimulus attribute in some brain 

areas, particularly those where a decrease in the firing of some neurons outweighs an 

increase in the firing of other neurons and so is likely to lead to a decrease in the total release 

of glutamate (the main agent thought to trigger vasodilator release and BOLD signals), may 

fail to be detected as a positive BOLD fMRI signal (cf. Shmuel et al., 2006). 
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3.5 Conclusion 

Our calculations show that the amount of evoked activity that is added to the ongoing 

spontaneous activity in the cortex when a stimulus is presented, is quite substantial. 

Conscious perception of a particular attribute of this stimulus, however, is associated with a 

minute further increase in evoked activity and energy use. The amount of evoked activity in 

relation to the amount of spontaneous activity has implications for the size of the evoked 

BOLD response. The relationship between the BOLD signal and spontaneous activity per se, 

in the absence of any external stimulation, is the topic of the next chapter. 
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Chapter 4  Neural Basis of Resting-State fMRI Fluctuations 

 
 
 

4.1 Introduction 

In humans, spontaneous brain activity is typically investigated in the so-called resting 

state. The resting state is poorly defined, and typically amounts to a subject lying in the 

scanner with their eyes open or closed, but without an explicit stimulus or task. As 

mentioned in Chapter 1, General Introduction, under these conditions analysis of the 

spatiotemporal coherence of brain activity reveals several distinct functional networks 

(Beckmann et al., 2005;Damoiseaux et al., 2006;Fox and Raichle, 2007). Specifically, 

resting-state activity encompasses a so-called default-mode network (Greicius et al., 2003), 

attentional networks (Fox et al., 2006a), networks in visual (Bianciardi et al., 2009a;Eckert et 

al., 2008), auditory (Cordes et al., 2000), and somatomotor (Biswal et al., 1995;Xiong et al., 

1998) cortex, and networks including the thalamus (Zhang et al., 2008), cerebellum (O'Reilly 

et al., 2009), and basal ganglia (Di Martino et al., 2008). While activity covariation can be 

attributed to many factors, it is often associated with known anatomical connections 

(Hagmann et al., 2008;Honey et al., 2009) and as such, appears to be fundamental to the 

brain’s functional organisation. 

An important data analysis step used to reveal these functional networks in resting-state 

fMRI activity has been removal of spontaneous BOLD fluctuations common to the whole 

brain (the so-called global signal) (see 2.3.5). Global signal correction is common during 

processing of resting-state fluctuations (Fox et al., 2005;Macey et al., 2004) and is thought to 

uncover correlations between brain regions that are potentially obscured by fMRI 

fluctuations of physiological (non-neuronal) origin. For example, it is well known that 

physiological factors such as changes in heart rate and respiration contribute to fMRI resting-

state fluctuations (Bianciardi et al., 2009b;Birn et al., 2006;Wise et al., 2004). On the other 
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hand, several studies have now suggested that resting-state fluctuations are also partly neural 

in origin (Bianciardi et al., 2009b;Leopold et al., 2003;Nir et al., 2008;Shmuel and Leopold, 

2008). Intracranial electrocorticography (ECoG) recordings in humans display slow 

fluctuations similar to spontaneous fMRI fluctuations, with significant correlations between 

functionally related areas. Strong interhemispheric correlations are found in the slow 

modulation (<0.1 Hz) of spontaneous neuronal firing rate and gamma power (Nir et al., 

2008). These correlations are enhanced during rapid eye movement (REM) and stage 2 sleep. 

Spatial specificity in spontaneous neuronal activity is also observed in slow ECoG signals 

recorded from sites within the sensorimotor system, which show significantly higher 

correlations among each other than to sites outside this network (He et al., 2008). The 

relationship between slow fMRI fluctuations and underlying neural fluctuations has been 

most directly demonstrated in anaesthetised monkey (Shmuel and Leopold, 2008). In that 

study, simultaneous fMRI and intracortical neurophysiological recordings in the primary 

visual cortex revealed a widespread correlation between slow fluctuations in the fMRI signal 

and fluctuations in the spiking rate and gamma-band local field potential power.  

While it is now certain that neural activity underlies at least some portion of fMRI 

resting-state activity, many questions remain regarding the nature of this coupling. For 

example, what is the spatial nature of the coupling? In Shmuel and Leopold (2008), neural 

signals were only measured in the primary visual cortex, and the correlated fMRI activity 

was not restricted to a region adjacent to the recording electrode, but was found several 

millimetres from the recording site. It is unknown, however, to what extent the activity in the 

rest of the brain is correlated with these neural signals. Furthermore, previous analyses have 

focused mainly on gamma power modulations (Nir et al., 2008;Shmuel and Leopold, 2008); 

the contribution of other LFP frequencies present in the neural activity to resting-state fMRI 

fluctuations is unknown. Finally, it is unknown whether the relationship between neural and 

fMRI signals in the resting state is fixed, or whether the effective neurovascular coupling 

changes over time. In this chapter, I attempt to address these questions by performing 

simultaneous local field potential (LFP) and fMRI recordings during the resting state in the 
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awake monkey, focusing on the spatial, spectral, and temporal properties of the correlation 

between the signals. 

 
 
 

4.2 Materials and Methods 

 

4.2.1 Subjects and procedure 

Two healthy adult female monkeys (Macaca mulatta), monkey A and monkey V, were 

used in this study. All procedures followed NIH guidelines, were approved by the Animal 

Care and Use Committee, and were conducted with great care for the comfort and well being 

of the animals. Each monkey had an MR-compatible implanted electrode in V1, which 

allowed for fMRI and neurophysiological testing simultaneously. The electrodes were 

multicontact electrodes, which permitted electrophysiological recording from all cortical 

layers simultaneously. Monkey A had two additional electrodes implanted in the frontal lobe 

(area 6d) and parietal lobe (area 7a). The monkeys were trained to sit quietly in the scanner, 

having been previously acclimated to the scanner noise, and had no particular behavioural 

requirements. No monitor screen was present and the monkeys sat in complete darkness. An 

infrared video camera sitting inside the bore and directed to the monkey’s face was used to 

monitor the animal’s behavioural state. The monkeys differed in their behavioural 

tendencies, with monkey A showing a strong tendency to sleep and monkey V typically 

remaining alert throughout the session. Together, the animals participated in a total of 52 

runs (25 and 27 runs in monkeys A and V, respectively) over a period of several months. 

Seven runs in monkey A and 19 runs in monkey V were excluded from further analysis, 

since the data did not show correspondence between the neural and fMRI signals. While 

such zero-correlation could reflect a genuine absence of physiological correlation in those 

sessions, such a situation can also arise for any of a number of reasons related to the 
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electrophysiology or imaging methods. Post-hoc analysis revealed that the absence of any 

correlation was most likely due to insufficient MION concentration in the blood (see 4.2.5). 

 

4.2.2 Headpost surgery 

Monkeys were implanted with posts to immobilize the head and with implantable 

electrodes under deep isoflurane anaesthesia (1.5-2%). Head restraints were custom-

machined using fibreglass (G10) material (McMaster-Carr, Chicago, IL). Following 

exposure of the skull, the bone was thoroughly cleaned and dried. Eight ceramic screws 

(Thomas Recording, Giessen, Germany) were attached to the cranium adjacent to the 

designated position of the head post. Dental lacquer (Copalite) was then applied over the 

exposed surface, serving to prevent tissue growth under the implant. A thin coat of self-

curing denture acrylic (Lang Inc., Wheeling, IL) was first applied to the skull and around the 

screw heads, ensuring good adherence to the bone and defining the outer margin of the 

implant. The post was then affixed to this pedestal, once it was dry, with additional layers of 

acrylic. The fascia and skin were subsequently sewn tight against the margin. Animals 

received antibiotics and analgesics post-operatively. 

 

4.2.3 Electrode surgery  

Each chronic electrode (NeuroNexus Technologies, Ann Arbor, US) was implanted as 

follows. Implantation positions were decided during an earlier surgical planning session, 

based on a high-resolution 3D anatomical MRI scan. These positions were located on the 

monkey’s skull during surgery using the Brainsight frameless stereotaxy system (Rogue 

Research, Montreal, Canada), after which a 4 mm window of bone was opened and the dura 

mater was reflected. Each multicontact electrode was then inserted, using a Teflon-coated 

forceps under optical assistance, perpendicular to the pial surface. The electrode was 

advanced approximately three millimetres, so that the 32 electrode contacts, spaced 100 µm 

apart, would span the depth of the cortex (Fig 4.1). The window was then filled with 
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antibiotic-laden agar gel, and was secured by silicone and dental acrylic. An MR-compatible 

connector attached to the electrode was glued onto the skull adjacent to the window, 

approximately 8-20 mm from the proximal end of the electrode. Animals received antibiotics 

and analgesics post-operatively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 Schematic of multicontact electrode and recording. MR compatible electrodes were 

implanted in V1 (left), with the contacts spanning the entire width of the cortex. Recordings were 

heavily polluted by the switching of the MR gradients (right); therefore only LFP signal within time 

windows during which the gradients were silent was analysed (see 4.2.7).     

 

4.2.4 MRI scanning 

Structural and functional images were acquired in a 4.7 T / 60 cm vertical scanner 

(Bruker Biospec 47/60, Ettlingen, Germany) equipped with a Bruker gradient coil (60 mT/m, 

<150 µs). Monkeys were scanned using a custom-built transmit-receive RF coil (width 100 

mm) situated over cortical area V1. This coil, while providing the highest signal to noise 

ratio (SNR) in the occipital lobe, nonetheless provided adequate coverage for most of the 

brain. At the beginning of each session, active shimming was achieved either by manual 

manipulation of the gain of the shim coils, or by using the FASTMAP procedure, or a 

combination of the two. To assess functional cortical activation, a single-shot gradient echo-

planar imaging (GE-EPI) sequence was used with a repetition time (TR) of 1.6 s followed by 

a 1.0 s gap (‘sparse scanning paradigm’) and an echo-time (TE) of 15.6 ms. Sparse scanning 
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was employed since switching of the MR gradients caused a large artefact in the LFP signal, 

which saturated the LFP amplifier and could therefore not be removed from the data by 

artefact correction (see 2.4.3). Typically, 19 coronal slices were collected with a field of 

view (FOV) of 90 x 50 mm, matrix size 72 x 40, a slice thickness of 1.5 mm, and a 0.5 mm 

gap. The in-plane resolution of the functional images was 1.5 x 1.5 mm. Runs consisted of 

700 volume acquisitions, lasting roughly 30 min. For 5 runs in monkey A and 3 runs in 

monkey V, 15 axial slices (matrix size 64 x 128) were collected, in monkey A using the 

single-shot EPI sequence described above, and in monkey V using a two-shot EPI sequence 

with a TR of 0.6 s followed by a 1.0 s gap per shot. An infrared video camera inside the bore 

monitored and recorded the animals’ eye movements during most of the scans (22/26).  

 

4.2.5 MION 

Prior to scanning, the monkeys were administered a dose of Monocrystalline Iron Oxide 

Nanoparticles (MION) intravenously. MION is a T2* contrast agent that isolates the regional 

cerebral blood volume (rCBV) component of the functional activity (Leite et al., 2002). 

MION boosts the functional signal to noise ratio (SNR) compared to the blood oxygenation 

level-dependent (BOLD) signal, which was confirmed in pilot runs. We obtained MION 

from three different sources: (1) Dr. Anna Moore, Martinos Center for Biomedical Imaging, 

Massachusetts General Hospital, Charlestown, MA, (2) Dr. Gary Griffiths, Imaging Probe 

Development Center, National Institutes of Health, Bethesda, MD, and (3) BioPal, Inc., 

Worcester, MA. We determined the dose of MION by monitoring the drop in intensity in the 

brain following injection. Previous work has shown that a drop of roughly 50% is optimal 

for good functional imaging (Leite et al., 2002), and this corresponded to roughly 8-10 

mg/kg MION, depending on the monkey and batch of MION. Since increased MION (i.e. 

increased rCBV) leads to decreases in the raw signal associated with function, the polarity of 

each of our fMRI plots is inverted for clarity.  
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4.2.6 MRI data analysis 

Functional (EPI) raw images were converted from the generic BRUKER into the 

common AFNI data format. All images of a scan were realigned to correct for motion 

artefacts using a custom written algorithm (Bob Cox, AFNI). Functional data were registered 

to the corresponding high-resolution anatomical scan (MDEFT) acquired prior to surgery, 

using the analysis package mrVista (http://white.stanford.edu). Each voxel’s time course was 

converted into units of percent change by first subtracting, and then dividing by the mean of 

its time course (Fig 4.2b).  

 

4.2.7 Neurophysiological recordings 

The electrodes consisted of a linear array with 100 µm spacing between contacts, 

spanning from the pia to white matter of the cerebral cortex (Fig 4.2a). The reference was 

located on the array itself, just above the dura. In total, 4 electrodes were used for 

electrophysiological recordings; the two electrodes in the primary visual cortex (area V1) in 

both animals, plus the electrode in the parietal cortex (area 7a) and frontal cortex (area 6d) in 

monkey A. Recordings of the local field potential (LFP) from the implanted electrodes were 

conducted inside the scanner bore. Additional recordings were performed outside the 

scanner, in an RF-shielded booth. Activity was recorded inside the scanner bore using an 

MR-compatible 32-channel amplifier (BrainAmp, Brain Products, Munich, Germany) with 

an input range of 16 mV, then passed optically out of the scanner. The amplifier was 

equipped with a 16-bit A/D converter, and sampled the signal at 5 kHz and at a resolution of 

500 nV. The signal was high-pass and low-pass filtered at 0.5 and 1000 Hz, respectively. 

During simultaneous acquisition, the scanner was synchronised to the electrophysiological 

data via a brief digital pulse from the scanner delivered at the beginning of each volume 

acquisition.  

 

http://www.sciencedirect.com/science?_ob=RedirectURL&_method=externObjLink&_locator=url&_cdi=4841&_plusSign=%2B&_targetURL=http%253A%252F%252Fwhite.stanford.edu�
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4.2.8 Neuronal data analysis 

Data were preprocessed using Vision Analyzer Software v1.05 (Brain Products, Munich, 

Germany). Data were band-pass filtered at 2-80 Hz, down-sampled to 200 Hz, and further 

analyzed in MATLAB (www.mathworks.com). Only segments of the LFP recorded during 

the 1 s gap between volume acquisitions were considered for analysis (i.e. no LFP signal 

obtained during MR image acquisition was analysed) (Fig 4.1). This approach is similar to 

the stepping stone technique (Anami et al., 2003, see 2.4.3) in eliminating the contribution of 

gradient switching artefacts in the electrophysiological signal, and provided adequate 

temporal sampling of the signals of interest. Segments containing clear movement artefacts 

were removed by an automated algorithm. Within each 1s time window, the frequency-

specific power was computed in two ways. First, the magnitude spectrum of the signal was 

computed for each segment using the fast Fourier transform. This provided a spectral 

estimate for each time window which, together, resembled a spectrogram with a sampling 

rate of TR (albeit computed for the gap period only). In a second approach, which was in 

some ways equivalent, the LFP was first band-pass filtered using a 2nd order Chebyshev filter 

in the following standard frequency bands: delta (2-5 Hz), theta (4-9 Hz), alpha (8-14 Hz), 

beta (15-25 Hz), low-gamma (25-40 Hz), and high-gamma (40-80 Hz) and then rectified. 

The mean over each segment was then computed. This analysis provided six estimates of 

time varying band-limited power (BLP, or more accurately, band-limited root mean square 

voltage; see 2.2.3) for each time window, providing six band-limited signals of higher signal 

to noise ratio than in the first approach (Fig 4.2c). Both approaches gave us estimates of the 

LFP at each of the 32 contacts on the electrode. While pilot analyses showed that there was 

some variation in the BLP as a function of cortical depth (data not shown), these differences 

were minor compared to the effects we found in general, and we do not address them here. 

Instead we selected a single representative electrode contact for all sessions to compare with 

the fMRI signal throughout the brain. 
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Figure 4.2 Simultaneous fMRI and electrophysiology, and data analysis. (a) Anatomical FLASH 

image of the occipital cortex of monkey A, with the implanted multicontact electrode in V1 and the 

region of interest (in red) for panel b. White box in inset shows where the electrode was located in the 

brain. (b) Time course of rCBV signal for one run, averaged over voxels in the region of interest. The 

rCBV signal was acquired with a TR of 2.6 s; each run lasted for 30 mins. (c) Relative power traces of 

the LFP power during the same run as in b, for the six frequency bands: delta (2-5 Hz), theta (4-9 

Hz), alpha (8-14 Hz), beta (15-25 Hz), low gamma (25-40 Hz), and high gamma (40-80 Hz). The first 

10 volumes of both the rCBV signal and the LFP power traces were discarded to allow for T1 

equilibration. (d) Cross correlation function between the high gamma (40-80 Hz) power and the fMRI 

signal in the ROI for the same run as a function of temporal lag. 

 

4.2.9 Correlation of neurophysiological and fMRI signals 

The covariation between the rCBV (throughout the brain) and the neural signal (either in 

the form of time-varying fast Fourier transform (FFT) magnitudes or BLP estimates, but 

always from a single electrode position) was evaluated for each voxel by computing cross 

correlation functions. This analysis resembles the seed voxel approach often applied in fMRI 

functional connectivity studies (Fox et al., 2006a;Greicius et al., 2003) (see 2.3.6). Given 

that a certain neural event would a priori be likely to be associated with a haemodynamic 
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event occurring later in time (owing to the nature of the haemodynamic response function), 

we computed the cross-correlation function between the fMRI and electrophysiological 

signal at lags of up to ± 39 s. In other words, we artificially shifted the time courses of both 

signals with respect to each other and computed the cross correlation with each shifting step 

(see 2.4.4). Note that the electrophysiological and fMRI signals were both sampled at a rate 

of 2.6 s, corresponding to the TR of fMRI data acquisition. Initial analysis showed that the 

strongest correlation peaks (for the gamma range BLP) were found at lags between 5.2 s and 

7.8 s (Fig 4.2d). The value of this peak was taken as a measure of the correspondence 

between the electrophysiological and (inverted) CBV signal at each voxel individually, and 

provided spatial maps of spontaneous activity. Unthresholded correlation coefficients were 

then rendered onto a 3D reconstruction of the anatomical scan for the two monkeys 

individually (mrVista). For the cross-correlation plots, mean voxel time courses were 

computed from each of three regions of interest (ROIs) in each monkey (Fig 4.3a). Each ROI 

consisted of 9 voxels in a sphere, corresponding to 30 mm3 of cortex. Two ROIs were in the 

grey matter, with one near the electrode (ROI 1) and one in the opposite hemisphere (ROI 2). 

The third ROI was located in the white matter, and served as a control.  

 
 

4.3 Results 

 

4.3.1 Widespread fMRI correlation with gamma range power 

For 26 of the 52 runs, there was a prominent and stereotypic cross correlation between 

gamma-range BLP and rCBV signals (other runs showed no such relationship, see 4.2.1). 

This observed positive correlation between regional CBV and gamma power from V1 

electrodes (grey and blue lines in left panel of Fig 4.3b), followed a time course resembling 

the haemodynamic impulse-response function (Logothetis et al., 2001;Shmuel and Leopold, 

2008), peaking when the fMRI signal lagged the neural signal by approximately 7-8 seconds. 

Note that this correlation is slightly negative before time lag = 0. For ROI 2, the cortical ROI 
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distant from the V1 electrode in the opposite hemisphere, a similar relationship was found 

between rCBV and V1 gamma LFP (Fig 4.3b, middle panel). This relationship was nearly 

absent, however, in the control ROI taken from the white matter (Fig 4.3b, right panel). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3 Covariation between high-gamma power fluctuations and fMRI fluctuations as a 

function of temporal lag. (a) The regions of interest in monkey A (left) and monkey V (right) for 

which the average rCBV time course was computed. Circles show the regions of interest for panel b 

(red = ROI 1, blue = ROI 2, green = WM control ROI, yellow = electrode position). (b) The 

correlation of the average rCBV time course with the high gamma (40-80 Hz) power fluctuations is 

shown as a function of temporal lag. The faint curves show the correlation from each experiment (see 

legend for details); the red curve shows the average over 26 runs in the two different monkeys (mean 

± SEM). The left panel shows the cross correlation function for ROI 1, in the ipsilateral hemisphere 

(same hemisphere as the electrode site), the middle panel shows the function for ROI 2, in the 

contralateral hemisphere, and the right panel show the cross correlation for the control ROI in the 

white matter.  
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The similar results for nearby and distant ROIs indicated that this correlation is not 

restricted to the region around the electrode, but rather that it was quite widespread. 

Additional recordings in monkey A further indicated that this correlation was not specific to 

neural signals measured in area V1. In fact, very similar results were obtained from these 

ROIs when the gamma LFP power was recorded from electrodes in the frontal or the parietal 

lobe (green and orange lines in Fig 4.3b). These data suggest that widespread fluctuations in 

cortical gamma LFP power covary with widespread changes in the rCBV.  

The spatial distribution of this correlation can be seen for the V1 electrode in monkey A 

and monkey V in Figs 4.4a and 4.5a, respectively. Note that the correlation coefficient is 

uniformly high for both monkeys in the cerebral cortex of the occipital lobe, where the V1 

signal was measured, whereas it falls off in anterior parts of the brain. Interestingly, the 

correlation in the occipital lobe was even stronger with the gamma LFP power measured 

from the frontal electrode than from the V1 electrode (Fig 4.6a). This suggests that the 

stronger correlation in the occipital lobe is independent of electrode position, and might 

instead be due to the signal to noise ratio (SNR) of the radiofrequency (RF) coil, which had a 

posterior to anterior gradient. In all cases, the correlation was bilateral. The temporal 

evolution of this spatial pattern, corresponding to different lags in the cross correlation 

function, is shown in Figs 4.4b, 4.5b, and 4.6b. Here, the data are plotted on the surface of a 

3D reconstruction of the brain for the two monkeys. 
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Figure 4.4 Spatial extent of the correlation between the neural signal in V1 and spontaneous fMRI fluctuations in monkey A. (a) Correlation maps from a single run, 

obtained at a temporal lag of 7.8 s are shown for 19 coronal slices in monkey A. The image at the top-left corner of the grid is from the most posterior slice. The position of 

the electrode is shown in red on slice 2. (b) Correlation maps from the same run as a function of temporal lag are shown on an inflated 3D reconstruction of the monkey’s 

brain. The boxed reconstruction shows the correlations at the same time lag as the slices in a. The temporal coupling between the two signals and the large spatial extent of 

the correlations are clearly visible.  
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Figure 4.5 Spatial extent of the correlation between the neural signal in V1 and spontaneous fMRI 

fluctuations in monkey V. For details, see Fig 4.4.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4.6 Spatial extent of the correlation between the neural signal in frontal area 6d and 

spontaneous fMRI fluctuations in monkey A. Note the strong correlation in the occipital lobe. For 

details, see Fig 4.4. 
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4.3.2 No LFP power correlation with infraslow CBV fluctuations 

The resemblance of the neural/haemodynamic correlation function to a typical 

haemodynamic impulse-response function (Fig 4.3b) implies that shifting the fMRI and 

gamma power signals by more than ~40 seconds yields no correlation (since the graphs show 

zero correlation at < -20 s lag or > 20 s lag). This suggests that either there are no 

fluctuations on a slower timescale than 40 seconds present in these signals, or that these 

fluctuations are essentially uncorrelated. In order to examine the presence of such infraslow 

fluctuations, we plotted the power of the fMRI signal and the high gamma power as a 

function of frequency (Fig 4.7a and b). Note that neither signal type is high-pass filtered. 

While both signal types showed higher power at lower frequencies, the slope of drop-off for 

gamma power was markedly lower than for CBV. Importantly, the coherence between the 

two signals showed a distinct peak at approximately 0.025 Hz, which corresponds to the 40 s 

timescale observed in the correlation function (Fig 4.7c).  

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 4.7 Coherence between high-gamma power and fMRI fluctuations. Analysis of the power 

spectra of the gamma power signal and the fMRI signal revealed approximately constant power 

across frequencies for the high gamma power (a) and a decrease in power as a function of frequency 

following a characteristic 1/f shape for the fMRI signal (b). (c) The correlation between these two 

signals as a function of frequency showed a peak in the coherence around 0.025 Hz.  
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4.3.3 Correlation as a function of LFP frequency range 

We performed a similar analysis for frequencies outside the gamma range, shown in Fig 

4.8. The data in Fig 4.8a show the cross correlation as a function of LFP frequency and 

temporal lag for all sessions, computed using the fast Fourier transform (FFT) magnitude 

spectrum of the LFP in each gap period (see 4.2.8). This analysis provides an estimate of the 

root power corresponding to each fMRI time point, similar to the BLP approach, but with a 

high frequency resolution (but lower signal to noise ratio). The frequencies between the 40 

Hz and 80 Hz dotted lines correspond to the high gamma BLP (Figs 4.3-4.7). Note that the 

pattern of covariation in these frequencies is consistent over a large range of the gamma 

signal, between approximately 32 Hz and 100 Hz. Unlike the gamma range, lower 

frequencies were highly variable in their relationship to the rCBV signal, as can be seen in 

the correlation of the other frequency ranges, shown for all sessions in Fig 4.8b. The 

correlation differed over sessions, between the two monkeys, and between electrode 

positions. This variability was present in all of the frequency ranges measured except the 

high-gamma range (Fig 4.8b). Note that other frequencies had, in some cases, very strong 

correlation functions (e.g. the delta and theta BLP from the frontal and parietal electrodes), 

which can be seen at low frequencies in Fig 4.8a; however, both the magnitude and time 

course of the cross correlation function was inconsistent compared to that of the high-gamma 

power. 
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Figure 4.8 Covariation between LFP power fluctuations and fMRI fluctuations as a function of frequency and temporal lag. (a) The correlation of all frequencies with 

the average rCBV time course in ROI 1 (see Fig 4.3a) as a function of temporal lag. (b) The correlation with the average rCBV time course as a function of temporal lag is 

shown for all frequency bands. The faint curves show the correlation from each session (see legend of Fig 4.3b for details).  
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4.3.4 State dependence of correlation 

Finally, we examined the time course of the high-gamma correlation with fMRI activity 

in V1, and related it to the animals’ behavioural state. The animals’ alertness was gauged by 

an infrared video camera monitoring their face throughout the experiment. We evaluated the 

strength of correlations within a session and between sessions, based on the level of 

alertness. This analysis revealed that the strength of the correlation between the fMRI and 

high-gamma power was not constant, but changed markedly over time. 

Fig 4.9b shows a running correlation between the two signals for one session, computed 

between the electrode in area V1 in monkey A and the rCBV time course in ROI 1 and ROI 

2, the ipsilateral and contralateral ROIs in the grey matter, respectively (Fig 4.9a). This 

analysis revealed that the strength of correlation can vary substantially over a period of 

several minutes. Further analysis in single sessions suggested that these changes were tightly 

linked to the monkey’s behavioural state, with the highest correlation found when the eyes 

were closed (Fig 4.9c, top panel). These changes could not be ascribed to changes in the 

gamma LFP power, which remained similar throughout (Fig 4.9c, middle panel). Statistical 

analysis over all sessions confirmed that there was no significant difference in gamma power 

between periods when the eyes were open or closed (t(21) = 1.38, p = .179). The variance in 

the rCBV signal (Fig 4.9c, bottom panel) was slightly higher during periods when the eyes 

were closed (t(21) = 2.65, p = .015). Over sessions, proportion of ‘eye open time’ was 

negatively correlated with the strength of neurovascular coupling during the resting state 

(Fig 4.9d). 
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Figure 4.9 Nonstationarity of correlations. (a) The correlation of the rCBV signal with the high 

gamma power was computed over time in ROI 1 and ROI 2 in monkey A (red, ROI 1 ipsilateral to the 

electrode; blue, ROI 2 contralateral to the electrode). (b) Our analysis demonstrates that this 

correlation (computed using a sliding 100 TR window) changed strongly over the duration of one 

specific run. (c) The strength of the correlation followed the eye openings and closures of the monkey 

(top panel), though high gamma (40-80 Hz) power and average raw rCBV intensity from the two ROIs 

did not change significantly during this run (middle and bottom panel). (d) Analysis of all runs from 

both monkeys revealed a negative correlation between the % of total time the monkeys’ eyes were 

open and the overall strength of the correlation with high gamma power. Colours of the diamonds 

reflect the different sessions (see legend of Fig 4.3b for details).  
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4.4 Discussion 

 

4.4.1 Widespread, state dependent gamma correlation 

Resting-state fluctuations are routinely used to study functional networks in the human 

brain, taking temporal correlation in fMRI activity as evidence for neural interaction between 

areas. Here we demonstrate widespread correlation of the grey matter rCBV signal to 

gamma-range LFP power sampled from a single position in the cerebral cortex. In 

accordance with (but not proving) a causal relationship between the neural and fMRI signal, 

the rCBV changes lagged behind changes in the gamma LFP by 7-8 s. Infraslow fluctuations 

in the gamma power and fMRI signal (< 0.025 Hz) did not contribute to this cross correlation 

function. The correlation between the fMRI signal and lower frequency LFP ranges was 

more variable. Finally, we show that the correspondence between the fMRI signal and the 

high-gamma power is nonstationary over time and is more robust when the monkey’s eyes 

are closed; thus, the effective neurovascular coupling is a function of the monkey’s 

behavioural state.  

 

4.4.2 Global signal removal 

FMRI resting-state studies routinely remove the spontaneous BOLD fluctuations 

common to the whole brain (the so-called global signal) in order to reveal functional 

networks in the data (Fox et al., 2006a;Macey et al., 2004). The assumption underlying this 

data processing step is that these common BOLD fluctuations are caused by physiological 

factors such as changes in heart rate and respiration (Fox et al., 2009). However, the 

widespread correlation that we observe between the LFP power and the fMRI signal 

throughout large swathes of the cerebral cortex suggests that some portion of the global 

signal that is routinely removed is closely linked to neural activity. This realisation has 

implications for the interpretation of functional networks found in resting-state data and 

especially for negative (so called anti-) correlations found between a subset of these 
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networks (see 2.3.5), which might be interpreted as slightly below average, yet still positive, 

correlations in neural activity between different networks of functionally connected brain 

areas (Fox et al., 2009;Murphy et al., 2009).  

 

4.4.3 Origin of resting-state fluctuations 

The widespread fMRI correlation to the gamma LFP power was observed for electrodes 

positioned in several different regions of the cerebral cortex (frontal, parietal, and occipital). 

This common correlation to the fMRI signal suggests that the gamma LFP power across 

distant cortical areas is also highly correlated, as has indeed been found in intracranial 

electrocorticography recordings in humans (Nir et al., 2008). The present data are 

insufficient to further investigate this possibility, but future LFP recordings from two or 

more of these frontal, parietal, and occipital electrode sites outside the MRI scanner 

environment should hopefully shed more light on this issue. Also the basis of the globally 

shared fMRI and neural signal is at present a matter of speculation. One possibility is that it 

reflects a cortex-wide modulation of neural activity from a subcortical structure, such as the 

ascending reticular activating system. Such a system could have a widespread, modulatory 

effect on neural activity over large portions of the cerebral cortex, which could lead to 

corresponding vascular responses via local neurovascular coupling. BOLD resting-state 

fluctuations in both cortical hemispheres have been shown to be strongly correlated to 

fluctuations in their contra- and ipsilateral thalamus (Zhang et al., 2008), thus highlighting 

the potential importance of thalamocortical pathways in the resting state. Alternatively, the 

neural and vascular response could be modulated independently by some other mechanism, 

such as the release or circulation of chemicals that affect both vascular and neural tone.  

 

4.4.4 Implications for neurovascular coupling 

Our observation of nonstationarity in the correspondence between the fMRI signal and 

the underlying neural activity has implications for the understanding of neurovascular 
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coupling. The neurophysiological basis of the fMRI signal has been studied almost 

exclusively in the context of evoked activity, that is, in the context of the response to a 

stimulus (Logothetis et al., 2001;Niessing et al., 2005;Viswanathan and Freeman, 2007). 

That work has shown that fMRI responses are tightly linked with neural activity, and 

particularly synaptic activity thought to be reflected in the LFP. At the same time, there is 

growing consensus that the relationship between the fMRI signal and the underlying neural 

activity is a complex one, since numerous physiological factors contribute to the modulation 

of microvasculature (Attwell and Iadecola, 2002). Indeed, a recent study in monkeys found 

that vascular responses in the primary visual cortex could be observed in the absence of 

significant local neural correlates (Sirotin and Das, 2009). Our findings demonstrate that 

observed neurovascular coupling is itself dynamic and subject to behavioural state. Recent 

work has shown that both fMRI (Bianciardi et al., 2009a;Moeller et al., 2009) and neural 

(Nir et al., 2007;Nir et al., 2008) signals independently vary as a function of behavioural 

state. 

 
 
 

4.5 Conclusion 

Using simultaneous LFP-fMRI measurements in awake monkeys, we demonstrated 

widespread correlation between high-gamma range power measured at various electrode 

sites and fluctuations in the fMRI signal at rest. The correlation peaked when the fMRI 

signal lagged behind the LFP power by 7-8 seconds, was nonstationary over time, and 

depended on the monkey’s behavioural state. These findings have implications for the 

analysis as well as for the interpretation of fMRI resting-state fluctuations. The dynamic 

interplay between resting-state fMRI fluctuations and neural processing is explored in more 

detail for the visual cortex in the next chapter. 
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Chapter 5  Spontaneous and Evoked Activity in Visual Cortex 

 
 
 

5.1 Introduction 

Spontaneous fluctuations in the fMRI signal acquired in the resting state have been 

predominantly used to study networks of functionally related areas in the brain (Biswal et al., 

1995;Fox et al., 2006a;Greicius et al., 2003). The fact that these resting-state fluctuations are 

partly vascular in origin (Birn et al., 2006;Wise et al., 2004) has complicated the 

interpretation of such analyses (Fox et al., 2009). However, as demonstrated in the previous 

chapter, there is evidence emerging that the correlated fluctuations between fMRI activity in 

distant brain areas reflect correlated neural activity (He et al., 2008;Nir et al., 2008;Shmuel 

and Leopold, 2008). This makes the existence of functional networks in resting-state activity 

more plausible, but more importantly, it raises the question of how these spontaneous 

fluctuations in neural activity impact local neuronal processing, and thereby indirectly 

behaviour.  

In contrast to the vast body of research on resting-state functional networks, this aspect 

of resting-state activity has remained relatively unexplored. In the motor cortex, spontaneous 

fMRI activity has been shown to partly account for trial-to-trial variability in activity evoked 

by simple button presses (Fox et al., 2006b) as well as in motor behaviour, measured as 

button press force (Fox et al., 2007). In this work, the contribution of spontaneous activity to 

the BOLD response evoked by the button presses was determined using the spontaneous 

activity in the motor cortex in the opposite hemisphere as an estimate. An alternative way to 

assess the impact of spontaneous activity on stimulus processing is to investigate fMRI 

activity just prior to the stimulus. For example, the level of prestimulus activity in the right 

fusiform face area (FFA) influences the probability of subsequently perceiving the well-

known Rubin face/vase illusion as a face or a vase (Hesselmann et al., 2008a), and 
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prestimulus activity in right V5/MT correlates with the probability that participants detect 

motion coherence in random dot displays (Hesselmann et al., 2008b).  

In this chapter, I investigate the contribution of spontaneous activity to local stimulus 

processing in the primary visual cortex (V1). Several lines of evidence suggest that activity 

in V1 does not merely reflect sensory input per se, but rather the perceptual outcome of that 

sensory input (Ress et al., 2000;Ress and Heeger, 2003). Specifically, V1 activity is greater 

when participants correctly discern the presence or absence of a stimulus at perceptual 

threshold than when they fail to do so (Ress et al., 2000), and is also greater when 

participants incorrectly perceive an absent stimulus to be present (false alarm) than a present 

stimulus to be absent (miss) (Ress and Heeger, 2003). Using a similar task to Ress and 

Heeger (2003) and an improved analysis method similar to Fox et al. (2006b), I investigate 

whether these fluctuations in perception and corresponding V1 activity can be attributed to 

spontaneous fMRI fluctuations. Can spontaneous fMRI activity account for trial-to-trial 

variability in evoked responses? How does it interact with this stimulus-evoked activity? 

And does spontaneous activity influence the perceptual outcome of a stimulus?  

 
 
 

5.2 Materials and Methods 

 

5.2.1 Observers and stimuli 

Six healthy volunteers with normal vision (22-35 years old; 3 female) gave written 

informed consent to participate in the experiment, which was approved by the local ethics 

committee. They viewed a low-contrast (luminance ~ 25.5 cd/m2) stimulus on a uniform 

grey background (luminance ~ 28.4 cd/m2) (Fig 5.1a). The stimulus was a circle composed 

of dark and light grey random noise, on which a low-contrast Gabor-grating (frequency: 0.93 

degrees) was superimposed in half the trials. There was no detectable difference in 

luminance between the random noise alone and the noise plus the Gabor-grating, as 
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measured with a photometer. The stimulus was displayed in the upper left visual field at 7.5 

degrees eccentricity (4.0 degrees up, 6.4 degrees across) and was 4.0 degrees in diameter. 

Observers were instructed to attend to a central fixation dot while the stimuli were presented 

briefly (1 second), after which the fixation dot immediately turned red to indicate that a 

response was required. Participants responded with their right hand using a keypad; they 

were required to press either the right button (grating present) or the left button (no grating 

present) within a one second response window. The inter-stimulus interval (ISI) was 

randomised to minimise anticipation; the next stimulus followed after 20 – 30 s.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Task and behavioural data. (a) Participants were shown a small circle in their left upper 

visual field, which consisted of noise or noise plus an embedded low contrast grating (shown here; 

grating has higher contrast than in the actual experiment for illustration purposes). The stimulus was 

shown for 1 s, after which participants had 1 s to respond (indicated by the fixation dot turning red). 

Inter-stimulus intervals were 20-30 s. (b) Average D-primes (left) and number of trials (right) for all 

participants. (c) Average reaction times for all participants divided into the four response categories 

(hits in orange, misses in blue, false alarms in green, correct rejections in grey; these colour codes 

are used throughout the figures in this chapter). 
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5.2.2 Procedure 

Participants were tested before the scanning experiment to ensure they could assign 

consistent responses to the different stimuli (noise and noise + grating). Their performance 

was held constant at 75% correct (D-prime ~1) by means of a staircase procedure. They 

performed another staircase block in the scanner before data recording. The contrast of the 

grating was individually set to the level determined by the staircase procedure. Subsequently 

they completed between 9 and 12 six minute runs of scanning, acquired in two separate 

sessions. A run started with instructions for the button presses on the screen, then a 10 

second blank followed by a stimulus every 20-30 seconds. In the middle of the first session, 

a rest run was acquired during which the participants were instructed to close their eyes and 

relax for six minutes. This run was used to estimate the resting-state fluctuations (see 5.2.5). 

In the middle of each session, fieldmap scans were acquired (see 5.2.4). In between the 

functional runs, participants were given two runs of ROI localiser (see 5.2.3). Standard 

retinotopic (meridian) maps (see 5.2.3) and T1-weighted structural scans were acquired in a 

third, separate session.  

 

5.2.3 Retinotopic mapping and ROI localiser 

Each participant completed two successive scanning runs of a conventional retinotopic 

mapping procedure, viewing a contrast-reversing, black-and-white checkerboard stimulus 

presented in alternating 15 second blocks as horizontal or vertical wedges placed to cover 

either horizontal or vertical meridians for V1, V2, and V3 localisation (Sereno et al., 

1995;Teo et al., 1997;Wandell et al., 2000). The retinotopic representation of four locations 

in the visual field (the stimulus location and its mirror locations in the other hemisphere and 

in both lower visual fields) in the early visual areas was determined by measuring brain 

activity while participants viewed black-and-white checkerboard stimuli flickering at 10 Hz 

on a grey background. The additional three locations were tagged for use in another 

experiment which is not described in this thesis. The checkerboard stimuli were circles of 
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identical size and eccentricity as the stimulus used in the actual experiment. Alternating 15 

second periods of the left-upper and right-lower, versus the right-upper and left-lower 

stimulus, were shown for 6 minutes per run. To attract attention to the stimulus, participants 

were required to press a button as soon as a small red dot flashed in any stimulus throughout 

these runs, while they fixated on the central fixation dot.  

 

5.2.4 fMRI data acquisition 

A 3T Allegra MRI scanner (Siemens Medical Systems, Erlangen, Germany) with a 

standard transmit–receive head coil was used to acquire functional data with a single-shot 

gradient echo isotropic high-resolution echo planar imaging sequence (matrix size 64 x 72; 

field of view 192 x 216 mm; in-plane resolution 3 mm; 32 slices in descending acquisition 

order; slice thickness 2 mm with a 1 mm gap; echo time 30 ms; acquisition time per slice 60 

ms; TR 1,920 ms). Each functional run comprised 180 volumes. In the middle of each 

session, double-echo FLASH images with TE1 10 ms, TE2 12.46 ms, 3x3x2 mm resolution, 

and 1 mm gap were acquired. These fieldmaps were used to correct geometric distortions in 

the EPI images due to field inhomogeneities. During scanning, respiration volume and heart 

rate were measured using a breathing belt placed round the participant’s waist and an 

infrared clip on one finger. These data were sampled using the programme Spike 

(www.ced.co.uk) and used for physiological noise correction (see 5.2.5). Eye position was 

continually sampled at 60 Hz using an ASL 504 LRO infrared video-based MRI compatible 

eye tracker (Applied Science Laboratory, Bedford, MA). For four participants, half of the 

eye data could not be analysed due to technical difficulties. Eye movements were defined as 

variance round the mean (x,y) position of the eye. Statistical analysis was performed to 

confirm stable fixation throughout the experiment.  
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5.2.5 fMRI analysis of retinotopic data 

Functional data were analysed using SPM5 (www.fil.ion.ucl.ac.uk/spm/software/spm5/). 

The first 5 images of each run were discarded from further analyses, to allow for T1 

equilibration. Preprocessing of the data involved realignment of each scan to the first scan of 

the first experimental run, correction of slice time acquisition differences, coregistration of 

the functional data to the structural scan, and smoothing by a 6 mm Gaussian kernel. For the 

PPI analysis (see below), the data were normalised to the MNI template brain. The data were 

filtered with a 128-s cut-off, high-pass filter to remove low-frequency noise and adjusted for 

global changes in activity between runs. Physiological data (respiration and heart beat) were 

modelled using RETROICOR, which models the respiration volume per unit time (RVT), 

the respiration rate and its first 6 derivatives, and heart rate and its first 10 derivatives, as 

separate (confound) regressors in the design. Movement parameters in the three directions of 

motion and three degrees of rotation were also included as confounds. 

For the ROI localiser data, the blocks of checkerboard stimuli in the left-upper and right-

lower, and the right-upper and left-lower visual field were modelled as regressors. These 

regressors were convolved with a synthetic haemodynamic response function and entered 

into a General Linear Model, which produced activation maps of the four ROI localiser 

regions. The current analysis focused on activity in the ROI representing the stimulus 

location (ROIstim; left upper visual field); the three other ROIs were not used in the present 

analysis. Retinotopic cortical areas were identified using Freesurfer 

(http://surfer.nmr.mgh.harvard.edu/). This yielded maps of functionally defined visual areas 

V1, V2, and V3 for each participant. These maps were combined with the ROI activation 

images to reveal retinotopic regions in V1, V2, and V3 representing the spatial location of 

the stimulus in the actual experiment (Fig 5.2a).  

 

 

 

http://www.fil.ion.ucl.ac.uk/spm/software/spm5/�
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5.2.6 fMRI analysis of task data 

For the task data, similar regressors modelling the stimulus, and movement and 

physiological parameters, were entered into a General Linear Model for each participant 

separately to produce activation maps of the stimulus at an FWE-corrected threshold. The 

preprocessed data from the task runs (i.e. the same data, but before they were entered into the 

GLM) and the rest run (eyes closed in darkness) were further processed in MATLAB 

(www.mathworks.com) using custom-made analysis tools. First, each voxel’s time course 

was converted into units of percent change by first subtracting, and then dividing by the 

mean of its time course. Data were high-pass filtered at 0.005 Hz and any activity correlated 

with motion, cardiac and respiratory cycle (see above), and the average time course across 

all voxels (the ‘global signal’) were removed by linear regression to avoid spurious 

correlations in the data. The average time course of ROIstim during the rest run was then used 

as a seed region to compute the correlation with the time courses of all other voxels in the 

brain (Biswal et al., 1995;Fox et al., 2006a) (Fig 5.2b). The resulting correlation map was 

masked with the activation map of the stimulus to exclude any voxels that were activated by 

the stimulus. Of those voxels that remained, the time courses of the 100 voxels with the 

highest correlation to the seed region during rest were multiplied by weight factors β to find 

the least squares estimate of the time course of the seed region (Fig 5.2c): 

 

F = β1 * f1 + β2 * f2 + … + β100 * f100 + ε                           (5.1) 

 

where F is the time course of the seed region, f1…f100 are the time courses of the correlated 

voxels, β1…β100 are the weight factors and ε is the error. Thus, the average time course of 

these 100 voxels during the rest run weighted by their respective β factors gives the best 

possible estimate of the spontaneous activity present in ROIstim. This weighted average time 

course was termed ROIcontrol. We then turned to the task data. The individual BOLD response 

time courses to the stimulus, as well as the average BOLD response, were plotted for ROIstim 

and ROIcontrol, and their signal power, noise power, and signal-to-noise ratio (SNR) 
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calculated. Signal power was computed as the mean squared deviation of the average BOLD 

response from baseline; noise power was computed as the mean squared deviation of the 

residual (individual BOLD response – average BOLD response). For each participant 

individually, the weighted average time course from the 100 control voxels (ROIcontrol) was 

subtracted from the ROIstim time course (ROIstim – ROIcontrol) (Fig 5.2d). This new ROIstim 

time course was called the ‘corrected’ ROIstim time course. The individual and average 

BOLD responses to the stimulus were plotted from the corrected ROIstim time course and 

again the signal power, noise power, and SNR were calculated. These values were compared 

to the original values (before subtracting ROIcontrol). This procedure is similar to that 

employed by Fox et al. (2006b).  

Statistical comparisons of the measures of noise power, signal power, and SNR were 

done at two different levels. The first level was a within subject comparison in which the 

noise power was computed for each individual trial. This allowed us to determine whether 

correcting for spontaneous activity led to a significant reduction in noise or a significant 

improvement in SNR for an individual participant. The second statistical analysis was at the 

group level. Here the noise power was averaged across trials for each individual, and it was 

determined whether there was a significant effect of correction for spontaneous activity on 

signal power, noise power, or SNR at the group level. For both within subject and group 

level analyses, significance was assessed using a Wilcoxon paired nonparametric test.  

Similar analyses were performed for ROIstim in extrastriate areas V2 and V3. As a side 

question to our main interest in the effect of spontaneous activity on local stimulus 

processing, we investigated the degree of coupling present between the spontaneous activity 

in the stimulus region in V1, V2, and V3. The coupling between these retinotopic regions 

under rest and task conditions was assessed by cross-correlating their time courses obtained 

in the rest run and the task runs. 
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Figure 5.2 fMRI analysis. (a) Combining activity evoked by a stimulus localiser (inset) with borders 

of the visual areas revealed by retinotopic mapping yielded retinotopic regions in V1, V2, and V3 

representing the spatial location of the stimulus. The stimulus location in V1 (encircled) was chosen 

as ROIstim. RH, right hemisphere. (b) The time course of ROIstim (blue) during the rest run (inset) was 

correlated with all other voxels in the brain, and the 100 most correlated voxels were collectively 

termed the ROIcontrol, shown here in green. (c) The time courses of the 100 voxels in ROIcontrol (green) 

were weighted by β values to arrive at the best possible estimate of the time course of ROIstim (blue) 

during the rest run (inset). (d) Raw time courses of ROIstim in response to the stimulus (inset) in the 

task runs were plotted (left; individual responses are shown in blue, the average response in red). The 

weighted average ROIcontrol time course was then subtracted from the ROIstim time course and the 

BOLD responses to the stimulus plotted again (right).  

 

5.2.7 PPI analysis 

In order to investigate whether spontaneous and evoked BOLD activity are linearly 

superimposed (Fox et al., 2006b;Bianciardi et al., 2009a), or whether they interact in a 

nonlinear way (Hesselmann et al., 2008a;Hesselmann et al., 2008b), a psychophysiological 

interaction (PPI) was conducted, which took the form of the following GLM:  
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Y = β1*E + β2*S + β3*(E*S) + ε                   (5.2) 

 

Activity evoked by the stimulus (E) and spontaneous brain activity (S) are modelled by the 

first two terms; the combination of (β1*E + β2*S) models brain activity that can be explained 

either by the stimulus alone (β2 = 0), spontaneous activity alone (β1 = 0), or a linear 

combination of the two. By excluding the first two possibilities with the use of masks, any 

brain activity explained by a linear combination of spontaneous and evoked brain activity 

can be revealed. The third term, on the other hand, specifically models brain activity 

explained by a nonlinear interaction between evoked and spontaneous brain activity.  

 

5.2.8 fMRI analysis of behaviour 

The effect of spontaneous BOLD activity on stimulus visibility was evaluated by 

averaging the evoked BOLD responses by response category (hits – misses – false alarms – 

correct rejections) and subtracting the estimate of the spontaneous activity provided by 

ROIcontrol. Differences in BOLD responses depending on response type were evaluated before 

and after this correction for spontaneous activity. In a cruder analysis, all trials were pooled 

into correct trials and incorrect trials and a similar analysis performed. The trials were then 

divided into two equally sized groups; those with high, and those with low spontaneous 

activity. In signal detection theory, two independent measures of stimulus visibility are given 

by D-prime and criterion; D-prime is a measure of discriminability, whereas criterion is a 

measure of the response bias of the subject (Macmillan and Creelman, 2005). D-primes and 

criterion values were separately calculated for the low and high spontaneous activity groups 

and statistically compared. If spontaneous activity affects the probability of perceiving the 

stimulus, then D-primes will be different between trials with low and high spontaneous 

activity. Alternatively, the level of spontaneous activity might influence the criterion value, 

which would lead to a criterion shift between low and high spontaneous activity levels.  
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5.3 Results 

 

5.3.1 Behavioural data  

On average, participants completed 128 trials over the two separate sessions. Their 

average D-prime was 1.06, which indicates that the grating embedded in the noise stimulus 

was at their perceptual threshold for detection (Fig 5.1b). The average reaction time to the 

stimulus was 1643 ms measured from stimulus onset; since participants were allowed to 

respond only after termination of the 1-second long stimulus, this RT is relatively long. The 

reaction times were not significantly different for the four response categories (hits – misses 

– false alarms – correct rejections) (Fig 5.1c). For individual participant data, see Table 5.1. 

 

participant nr trials D-prime RT hits RT misses RT false ala RT corr reject 

s1 119 1.11 1469 ms 1460 ms 1490 ms 1446 ms 

s2 117 0.83 1744 ms 1744 ms 1770 ms 1703 ms 

s3 141 1.22 1675 ms 1761 ms 1847 ms 1755 ms 

s4 130 1.21 1595 ms 1715 ms 1684 ms 1666 ms 

s5 139 1.25 1496 ms 1533 ms 1559 ms 1511 ms 

s6 122 0.76 1673 ms 1747 ms 1697 ms 1682 ms 

 
Table 5.1 Individual participants’ behaviour. For each participant, the total number of trials, D-prime, 

and reaction time for the four response types (hits – misses – false alarms – correct rejections) are shown. 

  

5.3.2 Spontaneous activity contributes to response variability  

BOLD responses in V1 evoked by the stimulus exhibited considerable variation within 

participants (Fig 5.3a). These BOLD responses are a mixture of stimulus-evoked activity and 

underlying spontaneous activity. Subtracting the estimate of spontaneous activity provided 

by ROIcontrol reduced the variability in the BOLD responses (Fig 5.3b). For this representative 

participant, the reduction in variability (‘noise’) was 25.4%; this decrease in variability was 
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highly significant (p<.0001). The average response (shown in red in Fig 5.3a,b) did not 

change when the contribution of spontaneous activity was subtracted, as demonstrated by a 

change in signal power of 0.0% for this particular participant. The resulting change in signal 

to noise ratio (SNR) was 34.0%; again, this increase in SNR was highly significant (p=.001). 

Note that the average response to the stimulus in ROIcontrol is essentially zero (Fig 5.3c); this 

implies that ROIcontrol was itself not activated by the stimulus, as was indeed ensured by 

masking the correlation map obtained for the rest run with the stimulus activation map (see 

5.2.5).  

Similar reductions in noise and corresponding increases in SNR were obtained for all 

participants (Table 5.2). Overall, variability in responses decreased by 25.5%, whereas the 

average response to the stimulus decreased by 1.7%, which resulted in a 32.2% increase in 

SNR. This decrease in variability was significant (p=.028), whereas the corresponding 

increase in SNR approached significance (p=.075). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 5.3 Effect of spontaneous activity on BOLD response variability in V1. (a) The raw BOLD 

response is plotted for all trials of a representative participant. Individual trials are shown in thin 

lines (colour code: see legend); thick red line shows the average. (b) Subtracting the spontaneous 

activity reduces the variability in the evoked BOLD responses. (c) BOLD responses to the stimulus in 

ROIcontrol; the average was essentially flat, indicating that activity in ROIcontrol is a true measure of 

spontaneous activity. 
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participant change in signal (%) change in noise (%) change in SNR (%) 

s1 -2.0 -25.5* 31.5 

s2 9.2 -20.3* 37.0* 

s3 -1.2 -16.0 17.6 

s4 0.0 -25.4* 34.0* 

s5 -18.0 -33.9 24.0 

s6 1.6 -31.8 48.9 

ALL -1.7 -25.5* 32.2 

 
Table 5.2 Changes in signal power, noise power, and SNR per participant. Asterisks indicate 

significance. Note that the change in signal power (for individual participants) represents a single 

value and can therefore not be statistically assessed. 

 

5.3.3 Linear superposition of spontaneous and evoked activity  

The above analysis demonstrates that spontaneous activity fluctuations in visual cortex 

account for a substantial fraction of the variability found in evoked BOLD signals in 

response to a visual stimulus. It does not reveal, however, whether spontaneous activity 

combines additively with the activity evoked by the stimulus, or instead interacts with this 

activity to produce the BOLD response that is observed. We therefore conducted a psycho-

physiological interaction (PPI) analysis to assess the capability of stimulus-evoked activity 

and spontaneous activity to explain the observed BOLD responses. This analysis revealed 

expected activations in ROIstim
 and motor cortex in response to the stimulus (Fig 5.4a). More 

importantly, it clearly showed that a linear combination of stimulus-evoked and spontaneous 

activity could explain the activity in large regions of visual cortex that could not be 

explained by the stimulus alone (Fig 5.4b). Further inspection of the data demonstrated that 

the average relative contributions of evoked and spontaneous activity in these visual areas 

were 74.8% and 25.2%, respectively. Note the similarity between this relative contribution 

of the spontaneous activity of 25.2%, and the amount of variability in the evoked BOLD 
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response accounted for by spontaneous activity (25.5%; see 5.3.2). A linear combination of 

evoked and spontaneous activity explained the data better than a nonlinear interaction 

between the two (Fig 5.4c).  

 
 
 
 
 
 
 
 
 

 

Figure 5.4 Linear superposition of spontaneous and evoked activity. (a) Brain activity explained by 

the stimulus. (b) Brain activity explained by a linear combination of evoked and spontaneous activity. 

(c) Brain activity explained by a nonlinear interaction between evoked and spontaneous brain 

activity. A linear combination explains the data better than a nonlinear interaction. All maps are 

thresholded at p<0.05, FDR corrected. Cross-hairs intersect at the location of ROIstim in V1. 

 

5.3.4 Extrastriate areas 

The stimulus-evoked BOLD responses in areas V2 and V3 exhibited a similar degree of 

variability, although the overall response was slightly lower than in the primary visual cortex 

(Fig 5.5a,d). Similar to V1, subtracting the spontaneous activity (approximated by a ROIcontrol 

optimised for V2 and V3, respectively) substantially reduced the variability in the evoked 

response (Fig 5.5b,e), resulting in an increase in SNR. Again, the average response to the 

stimulus in ROIcontrol was essentially zero (Fig 5.5c,f). These results are for the same 

representative participant as the results in Fig 5.3; similar results were obtained in the other 

participants (data not shown). Overall, variability in responses decreased by 28.8% in V2 

and 20.3% in V3, which resulted in an increase in SNR of 37.4% in V2 and 27.6% in V3.  

The coupling between the three retinotopic stimulus regions in V1, V2, and V3 was 

assessed using cross correlation. Under rest conditions (eyes closed in darkness), the 

coupling between the three regions was significantly stronger than during task conditions 

(p=.010) (Table 5.3). Since these correlation coefficients were not corrected for cortical 
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distance between the three retinotopic regions, no definitive conclusions can be drawn about 

differential coupling between, for instance, V1-V2 and V1-V3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5 Effect of spontaneous activity on BOLD response variability in V2 and V3. (a,d) The raw 

BOLD response is plotted for all trials of the same representative participant as in Figure 5.3. (b,e) 

Subtracting the spontaneous activity reduces the variability in the evoked BOLD responses. (c,f) 

BOLD responses to the stimulus in ROIcontrol. For details, see Fig 5.3. 
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 V1 V2v V3v 

V1 1.00 0.67 0.31 

V2v 0.74 1.00 0.47 

V3v 0.47 0.66 1.00 

 
Table 5.3 Correlation values between visual areas. The average cross correlation coefficients 

between the retinotopic location of the stimulus in V1, V2, and V3 are shown under rest conditions 

(dark grey cells) and task conditions (light grey cells). The correlation coefficients are stronger under 

rest than under task conditions (p=.010). 

 

5.3.5 Effect of spontaneous activity on stimulus visibility  

In order to investigate the potential role of spontaneous fluctuations on stimulus 

perception, we classified the BOLD responses based on perceptual outcome (hits – misses – 

false alarms – correct rejections). The average BOLD responses for the four response types 

were not significantly different (Fig 5.6a), in contrast to previous results obtained using a 

similar paradigm (Ress and Heeger, 2003). Our failure to detect any significant differences 

between the BOLD responses might have been due to a much lower number of trials in the 

present study. Likewise, subtracting the spontaneous activity from the raw responses (Fig 

5.6b) or the spontaneous activity itself (Fig 5.6c) did not show any differences between the 

four response categories.  

A cruder analysis, in which all correct (hits and correct rejections) and incorrect (misses 

and false alarms) trials were pooled, revealed slightly higher activity for correct trials 

compared to incorrect trials in the peak of the BOLD response (Fig 5.6d). This difference 

was diminished when the evoked responses were corrected for the contribution of 

spontaneous activity (Fig 5.6e); however, the same difference was not visible in the 

spontaneous activity itself (Fig 5.6f). Thus, we can conclude that spontaneous activity has a 

modest effect on perception, although it must be noted that this effect is very small and 

possibly obscured by the low number of trials per participant in our study.  
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Figure 5.6 Effect of spontaneous activity on stimulus visibility. BOLD responses in V1 were not 

significantly different for hits, misses, false alarms, and correct rejections, neither in the raw 

responses (a) nor in responses corrected for the spontaneous activity (b). (c) Also the estimates of the 

spontaneous activity sorted by response category did not show any differences for the four response 

types. (d) A cruder division into correct and incorrect trials revealed slightly higher peak activity for 

correct versus incorrect trials (circle). This difference diminished when correcting for spontaneous 

activity (e), though the same difference was hardly visible in the spontaneous activity itself (f).  

 
Dividing all trials per participant into low and high spontaneous activity trials and 

separately calculating D-primes and criterion values for each group (see 5.2.5) did not yield 

any significant differences in D-prime or criterion shifts that depended on the level of 

spontaneous activity.  

 

5.3.6 Other influencing factors  

Spontaneous activity is partly responsible for the variability observed in evoked BOLD 

responses and to a slight degree responsible for differences in perception. Are there any other 

factors that can account for variability in brain activity or behaviour? We considered four 
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confounding factors: reaction time, eye position and variance, inter-stimulus interval, and 

response history. For each of these factors, we determined their influence on the BOLD 

activity in ROIstim and participants’ behaviour. Reaction time differences can neither account 

for differences in perceptual outcome (Fig 5.1c), nor for differences in peak activity of the 

evoked BOLD responses (Fig 5.7a); this lack of correlation between peak activity and 

reaction times speaks against attentional influences on the variability in the BOLD response.  

Also eye position and eye movement are not significantly different for the four response 

types, and overall eye position was very stable during presentation of the stimulus (Fig 5.7b). 

It is therefore unlikely that differences in eye position and hence, retinal input, cause the 

substantial variability in the BOLD response. Inter-stimulus interval length did not correlate 

with the peak of the BOLD response (Fig 5.7c) or with reaction time (r2=0.01), nor did it 

affect the perceptual outcome (hits – misses – false alarms – correct rejections) of the 

subsequent trial (p=.260).  

The only factor having a clear influence on perceptual outcome, was the cumulative 

response history. As can be seen in the entire response history over all runs of one 

representative participant (Fig 5.7d), the response types were far from randomly distributed. 

Instead, this participant experienced slow fluctuations in performance, with sessions where a 

lot of mistakes were made (box 1 in Fig 5.7d) and sessions where a correct response was 

given in almost all trials (box 2 in Fig 5.7d). Indeed, when the number of ‘runs’ (a run being 

defined as two or more correct or incorrect trials in succession) was calculated for all 

participants and compared to random data (generated by shuffling the data 1000 times), the 

number of ‘runs’ in the real data was significantly lower (21.2 for real data vs 28.8 for 

random data) and the average length of the runs longer (125.1 s for real data vs 79.6 s for 

random data). This implies that the data were clustered into periods when only correct 

responses, and periods when only incorrect responses were given. The influence of response 

history on variability in the BOLD signal could not be assessed, since the data were acquired 

in 9-12 separate scanning runs (see 5.2.2). 
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Figure 5.7 Other factors influencing perception and response variability. (a) Reaction time did not 

correlate with the peak activity of the evoked BOLD responses. Neither did it differ between response 

categories (Fig 5.1c). (b) Eye position and variance were not significantly different between the four 

response categories. (c) Inter-stimulus interval length did not correlate with the peak activity of the 

evoked BOLD responses. (d) The response history for a representative participant shows that correct 

and incorrect trials are not randomly distributed, but that performance fluctuates over long 

timescales. Box 1; period of almost only incorrect trials. Box 2; period of almost only correct trials.  

 
 
 

5.4 Discussion 

 

5.4.1 Spontaneous activity and neuronal response variability  

The influence of spontaneous fluctuations in the fMRI BOLD signal on local stimulus 

processing has remained largely unknown to date. Here, we show that spontaneous activity 

accounts for a large portion of the variability in the BOLD signal in response to a visual 

stimulus, in both striate and extrastriate areas. This result is in agreement with findings in the 

motor cortex, where spontaneous activity contributes substantially to the variability in fMRI 
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activity in response to a button press (Fox et al., 2006b;Fox et al., 2007). Taken together, 

these results suggest that spontaneous activity has similar effects throughout the cerebral 

cortex, and therefore that these findings are of general relevance.  

Our estimate of the fraction of the variability in the BOLD response explained by 

spontaneous activity is slightly lower than the previous estimates in the motor cortex (25% in 

the present findings, versus 40% (Fox et al., 2006b) to 60% (Fox et al., 2007) in motor 

cortex). We also found slight differences for the spontaneous activity between visual areas. 

However, these different fractions are probably the result of differences in effectiveness of 

the ROIcontrol in estimating the spontaneous activity in the stimulus region, rather than 

reflecting a fundamental difference between cortical areas.  

It is well-known that the characteristics of spontaneous activity in the visual cortex 

change depending on behavioural state (Bianciardi et al., 2009a;McAvoy et al., 2008;Nir et 

al., 2006;Yang et al., 2007). More specifically, the amplitude of the spontaneous fluctuations 

is significantly reduced under eyes-open conditions compared to when the participant’s eyes 

are closed (Bianciardi et al., 2009a;McAvoy et al., 2008), an effect which has been attributed 

to the generation of visual imagery when the eyes are closed (Wang et al., 2008). Moreover, 

visual areas that are functionally unrelated exhibit a high degree of correlation during rest, 

but become spatially decoupled during visual stimulation (Nir et al., 2006). Indeed, our own 

data show that retinotopically related areas in V1, V2, and V3 are significantly more 

decoupled under task than under rest conditions. Our main analysis uses correlations 

between voxels obtained when the eyes were closed as an estimate of the spontaneous 

activity during our task and thereby assumes that the spatial coherence of the spontaneous 

fluctuations stays the same under eyes-closed and task conditions. Although the success of 

our analysis proves the validity of this assumption, it remains a concern that the obtained 

correlations might change with behavioural state. We therefore repeated the analysis using 

resting-state data from a run where the participants fixated on a small fixation cross in the 

centre of a blank (grey) screen. When subtracting the estimates of the spontaneous activity 
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based on these resting-state data from the task data, similar reductions in variability of the 

BOLD response were found (data not shown).    

Subtracting the spontaneous activity that is responsible for a large part of the variability 

in BOLD responses to a stimulus has been proposed as a tool for improving the SNR in 

fMRI analyses (Bianciardi et al., 2009c;De Zwart et al., 2008) (see also 2.3.7). Our method 

of determining ROIcontrol, by masking for stimulus-related activation, then selecting the 100 

best correlated voxels to ROIstim and weighting their contribution, rather than selecting an 

arbitrary group of voxels, might be used to improve these analyses.   

 

5.4.2 Linear superposition of spontaneous and evoked activity 

In contrast to the clear effect of spontaneous activity on stimulus response variability, 

there is conflicting evidence regarding the interaction of this spontaneous activity with the 

activity evoked by the stimulus. Previous work on the interaction between spontaneous and 

task-related neuronal activity has been conducted in the visual cortex of the anaesthetised cat 

(Arieli et al., 1996). Using a combination of optical imaging and electrophysiological 

recordings, an approximately linear superposition between spontaneous and task-evoked 

neuronal activity was found (Arieli et al., 1996). Subsequent fMRI investigations in motor 

cortex (Fox et al., 2006b) and visual cortex (Bianciardi et al., 2009a) supported these 

findings. However, based on quantitative differences in the BOLD responses associated with 

the two perceptual outcomes in Rubin’s ambiguous face/vase illusion (Hesselmann et al., 

2008a) or moving random dot stimuli at coherence threshold (Hesselmann et al., 2008b), it 

was argued that prestimulus baseline activity in FFA and V5/MT interacts with activity 

evoked by the stimulus in a nonlinear way. The findings from our PPI analysis support the 

former view of a linear superposition of spontaneous and evoked activity, with respective 

contributions of around 25% and 75%. It is difficult to reconcile our negative finding of no 

interaction between spontaneous and evoked activity with the findings in FFA and V5/MT. 

However, the observed differences might stem from the brain areas studied; it might be 
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possible that no interaction is observed in the cortex of anaesthetised animals (Arieli et al., 

1996) or low-level sensory areas such as M1 (Fox et al., 2006b) and V1 (Bianciardi et al., 

2009a; present findings), but that spontaneous and task-related activity interact in a nonlinear 

way in higher-level areas such as the FFA (Hesselmann et al., 2008a) and V5/MT 

(Hesselmann et al., 2008b).  

 

5.4.3 Spontaneous activity and perception  

Activity in V1 reflected our participants’ performance; the BOLD response to the 

stimulus was slightly larger to correct than to incorrect trials, in agreement with previous 

findings (Ress et al., 2000). We found very modest evidence for an effect of spontaneous 

activity on this difference in activity. Subtracting the spontaneous activity from the evoked 

BOLD responses diminished the difference associated with incorrect and correct trials; 

however, the same relative activity difference was not clearly visible in the spontaneous 

activity itself. Given that such small activity differences between correct and incorrect trials 

are usually found after averaging over no fewer than several hundred trials (Ress et al., 

2000), or several thousand trials to find differences between hits, misses, false alarms, and 

correct rejections (Ress and Heeger, 2003), the absence of a clear difference in the 

spontaneous activity in the present study could be due to a lack of statistical power.  

The slight influence of spontaneous activity on behaviour is consistent with the role of 

spontaneous activity in previously observed BOLD-behaviour relationships. For example, 

74% of the variability in force that is normally observed when participants are required to 

press a button repeatedly, can be accounted for by spontaneous activity in the motor cortex 

(Fox et al., 2007). Similarly, the perceptual outcome of the ambiguous Rubin’s face/vase 

illusion or randomly moving dots at coherence threshold, depends on prestimulus ‘baseline’ 

activity in the FFA and V5/MT, respectively (Hesselmann et al., 2008a;Hesselmann et al., 

2008b).  
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The influence of spontaneous neuronal activity on subsequent stimulus perception has 

also been demonstrated using EEG. Especially neural activity in the alpha frequency band 

(8-14 Hz) has an effect on stimulus detectability (Mathewson et al., 2009;Romei et al., 

2008;Thut et al., 2006). The amplitude of posterior alpha band activity correlates negatively 

with behavioural performance in target detection (Thut et al., 2006), and also the phase of 

prestimulus alpha oscillations strongly affects detection probability of visual stimuli that are 

presented near threshold (Busch et al., 2009). Spontaneous EEG activity in the alpha band 

thus has a direct influence on stimulus perception.  

 

5.4.4 Attentional mechanisms 

FMRI activity in visual cortex is not a direct reflection of the retinal input, but is 

influenced by many factors, an important one being attention. The enhancement of neuronal 

activity in parts of the visual cortex corresponding to an attended location relative to 

unattended regions is called the ‘spotlight of attention’ (Brefczynski and DeYoe, 

1999;Kastner et al., 1999). This attentional modulation can be observed prior to and 

independent of the stimulus (Kastner et al., 1999;Sapir et al., 2005). Attention also 

influences participants’ reaction times and accuracy, as is demonstrated in the classic Posner 

paradigm (Posner, 1980). It is not surprising, therefore, that many BOLD-behaviour 

relationships have been attributed to fluctuations in attention (Pessoa et al., 2002;Ress et al., 

2000;Sapir et al., 2005).  

Hence, the question arises whether the fluctuations in the BOLD signal that we observed 

during our task runs and which accounted for a substantial part of the variability in evoked 

responses, are truly spontaneous in nature. There are several lines of evidence that speak 

against attention as the main mechanism responsible for the observed variability in BOLD 

activity. First of all, reaction times, which can be used as a marker for attention (Posner, 

1980), did not correlate with the peak amplitude of the BOLD response. Neither was there a 

significant relationship between inter-stimulus interval length and the peak of the BOLD 
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response, arguing against increased stimulus expectancy (reflected in a larger BOLD 

response) for long inter-stimulus intervals. Finally, our ROIcontrol was composed of 

distributed voxels throughout the entire brain and is therefore highly unlikely to be under the 

influence of an attentional spotlight, yet was still able to account for a substantial fraction of 

the variance in the BOLD signal.  

The potential influence of attention on our participants’ behaviour is another matter. 

Although the elimination of the difference in peak activity between correct and incorrect 

trials after correction for the spontaneous activity speaks for a role for spontaneous activity 

in behavioural variability rather than fluctuations in attention, the absence of this difference 

in the spontaneous activity itself calls for caution. Several factors, however, argue against 

fluctuations in attention having a major influence on the perception of the stimulus in our 

paradigm. The spatial location of the stimulus was easily discernible and always the same, 

allowing participants to allocate spatial attention to the correct stimulus location on every 

trial. Although inter-stimulus intervals were variable, their length did not have an effect on 

task performance, neither for accuracy nor for reaction time, which suggests participants 

maintained their attention quite steadily. Yet the influence of attention on task performance 

in our paradigm cannot be completely eliminated. 

 

5.4.5 Timescale of spontaneous activity  

As we have seen, the influence of spontaneous activity on perception is very modest on a 

trial-by-trial basis. However, the fluctuations in spontaneous activity typically follow a 1/f 

pattern, with the largest power in the lowest frequencies (Cordes et al., 2001). Also human 

behaviour is well-known to exhibit 1/f like fluctuations (Farrell et al., 2006;Gilden et al., 

1995). The response patterns of our participants over the course of the entire experiment (Fig 

5.7d) are reminiscent of such 1/f like behaviour. We hypothesise that these slow fluctuations 

in response behaviour might be correlated with the slow fluctuations in spontaneous activity; 

such a correlation might be more indicative of the role of spontaneous activity in behaviour 
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than the influence of spontaneous activity on single trials. Indeed, the phase of ultraslow 

EEG fluctuations has been shown to correlate well with performance (Monto et al., 2009). 

Unfortunately it is not possible to test this hypothesis in the present dataset, however, since 

the BOLD and behavioural data were acquired in separate scanning runs and are therefore 

not continuous. Future experiments, in which similar performance fluctuations are induced 

within one run, are needed to investigate the possible correlation of these fluctuations in 

performance with spontaneous activity fluctuations.  

 
 
 

5.5 Conclusion 

In this chapter, we investigated the contribution of spontaneous activity to local stimulus 

processing in visual cortex. Spontaneous activity accounts for a large fraction of the 

variability in the BOLD response evoked by a stimulus, by being linearly superimposed on 

the activity evoked by the stimulus per se. Conversely, the influence of spontaneous activity 

on the perceptual outcome of the stimulus is very modest. In order to investigate the role of 

spontaneous activity for perception in more detail, in the next chapter we therefore use a 

stimulus which fluctuates much more drastically in its perceptual outcome: a bistable 

stimulus. 
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Chapter 6  Neural Correlates of Motion-Induced Blindness 

 
 
 

6.1 Introduction 

As we have seen in the previous chapter, spontaneous BOLD fluctuations in visual 

cortex have a modest effect on the perceptual outcome of a low-contrast stimulus; that is, 

they slightly influence whether a repeatedly presented stimulus will be correctly or 

incorrectly perceived to contain a certain feature. A much more striking example of how 

spontaneous activity interacts with perceptual outcome is provided by bistable perception, in 

which fluctuations in internal brain state lead to very different percepts of identical retinal 

input. Where in the brain these fluctuations in brain state are initiated has been the topic of 

intense investigation; currently, a hybrid model, with low-level visual areas such as the 

primary visual cortex and high-level association areas such as the prefrontal cortex 

interacting, has gained consensus (Blake and Logothetis, 2001;Sterzer et al., 2009).  

An interesting model system of bistable perception in this respect is motion-induced 

blindness (MIB). MIB is a striking phenomenon in which a perceptually salient stationary 

visual target repeatedly disappears (and subsequently reappears) when superimposed on a 

field of moving distracters (Bonneh et al., 2001). Although this paradigm has been studied 

extensively in a number of behavioural studies, the neural mechanisms underlying this 

phenomenon have remained less well investigated.  

One possibility is that MIB is similar to other types of perceptual fading such as Troxler 

fading (Troxler, 1804) and reflects neural activity in low-level visual cortex. Consistent with 

this, target disappearance in MIB is influenced by the target’s saliency. For example, the 

target disappears more often at increased eccentricity (Hsu et al., 2004) and when it is 

smaller (Bonneh et al., 2001). Furthermore, MIB is indirectly influenced by boundary 

adaptation, consisting of the fading of the boundaries of the target, followed by interpolation 
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of the surrounding distracter elements (Hsu et al., 2006). Importantly, the properties of the 

target in relation to the background and the moving distracters are also important; MIB is 

impaired at equiluminance of the target, background and distracters (Wallis and Arnold, 

2009). Moreover, reducing the contrast between the target and the distracters (Hsu et al., 

2004), and paradoxically, increasing the contrast between the target and the background 

(Bonneh et al., 2001), both enhance disappearance of the target.  

Other evidence points to the involvement of higher-level areas. Behavioural results 

suggest that MIB is not likely to reflect only local adaptation, as it persists for targets that are 

moving or flickering or when distracters and targets are spatially separated (Bonneh et al., 

2001). Disappearance of the target is subject to gestalt-like grouping effects; several targets 

tend to disappear together rather than separately when they form good gestalts. More 

specifically, when two Gabor patches are presented as targets, they tend to disappear 

together when they are collinear, and in alternation when their orientation is orthogonal 

(Bonneh et al., 2001). Finally, MIB is sensitive to the depth relations between target and 

distracters (Graf et al., 2002). 

Lastly, MIB displays interesting dynamics compared to other types of perceptual fading, 

which might also provide clues to the nature and locus of the spontaneous fluctuations 

leading to perceptual switches. In contrast to, for example, Troxler fading and filling-in of an 

artificial scotoma, MIB can occur following very brief observation periods and 

disappearance of the target is rapid (i.e. there is no intermediate stage at which the target is 

dimly perceived, before full disappearance occurs).  

Taken together, these purely behavioural findings suggest that MIB might reflect 

processes at the earliest stages of visual processing (e.g. primary visual cortex) as well as in 

extrastriate or nonsensory association areas. As a step towards investigating these different 

possibilities, we used functional MRI to investigate activity changes in the cortex that were 

time-locked to perceptual fluctuations in target visibility during MIB in human participants. 

Whole-brain analysis together with standard retinotopic mapping of visual cortex was used 

to characterise activity related to reported visibility of the target. To anticipate our findings, 
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activity in low-level visual cortex (V1, V2), plus V5/MT, depended on the visibility of the 

target reported by our participants. Specifically, invisibility of the target was associated with 

increased activity in retinotopic regions of V1 and V2 representing the target, plus a broader 

modulation of activity in V2 and area V5/MT. No activity differences depending on target 

visibility were found in nonsensory association cortex. These findings reinforce the notion 

that activity in low-level visual cortex is strongly associated with fluctuations in perceptual 

awareness (Lee et al., 2005;Mendola et al., 2006;Polonsky et al., 2000), generalising this 

notion to the phenomenon of motion-induced blindness.    

 
 
 

6.2 Materials and Methods 

 

6.2.1 Observers and stimuli 

Eight healthy volunteers with normal vision (20-30 years old; 6 female) gave written 

informed consent to participate in the experiment, which was approved by the local ethics 

committee. They viewed a yellow dot in their left upper visual field amidst a grid of blue 

distracter crosses rotating at 5.5 deg/s round a central fixation dot (Fig 6.1a). This type of 

display configuration is known to invoke MIB (Bonneh et al., 2001;Caetta et al., 2007;Graf 

et al., 2002). The grid (luminance 8.81 cd/m2) was superimposed on a black background 

(luminance 0.10 cd/m2). The yellow dot (luminance 11.23 cd/m2) of diameter 0.8 degrees at 

5.8 degrees eccentricity (5 degrees across and 3 degrees up) was flickering at 15 Hz to 

enhance its salience and avoid adaptation after-effects. The upper left visual field was chosen 

as MIB has been shown to be most robust at this location (Bonneh et al., 2001).  

Observers were instructed to attend to the central fixation dot and count the number of 

times it flashed red per run of scanning, while simultaneously reporting the disappearance 

and reappearance of the target by pressing one of two buttons with their right hand. The 

central fixation task was designed to reduce eye movements while not requiring further 
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button presses. Furthermore, we reasoned that this dual task situation (MIB task and central 

fixation task) might direct attention away from the MIB target and might therefore minimise 

any potential fluctuations in attention associated with perception of the target. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1 Stimulus configuration and behavioural data. (a) Participants fixated centrally (white 

dot) and viewed a yellow flickering dot placed in the left upper quadrant and surrounded by blue 

crosses. In the dynamic display, the entire field of cross distracters rotated clockwise or anticlockwise 

about the fixation point. Participants were required to indicate by button presses when the yellow 

flickering dot became visible or invisible to them. (b) Durations and percent total time of visibility and 

invisibility of the target are shown for the scanning experiment, averaged across participants. Error 

bars represent the standard error of the mean.   

 

6.2.2 Procedure 

Participants were tested extensively before the scanning experiment to ensure they could 

experience MIB and assign consistent responses to the different perceptual states. They 

performed a further practice block in the scanner before data recording. Subsequently they 

completed nine 6 minute runs of scanning. A run started with 10 seconds when only the field 

of rotating blue crosses was presented (target absent), after which the yellow flashing dot 

appeared. Participants then indicated continuously by button presses when the target either 

became visible (target visible) or became invisible (target invisible). In addition, during 

periods while the participant had indicated that the target was visible, the target would be 

physically removed from the display for periods of ten seconds five more times during the 
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scanning run at random intervals. These extra absent periods were included to determine that 

participants were correctly following instructions; upon subsequent debriefing, all 

participants declared that they had not realised that the target was sometimes not only 

perceptually, but also physically absent. Theoretically, during these absent periods subjects 

could perceive the target as being visible (fourth condition); however, analysis of their 

button presses showed that this was never the case. The button presses made by participants 

were thus used to divide the viewing epochs into the remaining three conditions (target 

visible, target invisible, and target absent). As the target was flickering, there were no target-

contingent after-effects. Halfway through each run, the rotation direction of the distracter 

field was reversed to prevent a strong after-effect from the rotating crosses.  

Every three runs of task were followed by a run of ROI localiser (see 6.2.3). Standard 

retinotopic maps (see 6.2.3) and T1-weighted structural scans were acquired in a separate 

session.  

 

6.2.3 Retinotopic mapping and ROI localiser 

Each participant completed two successive scanning runs of a conventional retinotopic 

mapping procedure, viewing a contrast-reversing, black-and-white checkerboard stimulus 

presented in alternating 15 second blocks as horizontal or vertical wedges placed to cover 

either horizontal or vertical meridians for V1, V2, and V3 localisation (Sereno et al., 

1995;Teo et al., 1997;Wandell et al., 2000). V5/MT was localised using expanding and 

contracting rings of dots (Rees et al., 1997). Finally, the retinotopic location of the target 

representation in low-level visual areas was determined by measuring brain activity while 

participants viewed a white dot on a black background (luminance 13.64 cd/m2 and 0.10 

cd/m2) flickering at 15 Hz, of identical size and location as the dot used in the actual 

experiment. This was shown for three 5 minute runs, each consisting of alternating 15 

second periods of the flickering dot and a blank screen. To ensure stable fixation, 
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participants were required to press a button as soon as a small red dot flashed on either side 

of the fixation cross throughout these runs.  

 

6.2.4 fMRI data acquisition and analysis 

A 3T Allegra MRI scanner (Siemens Medical Systems, Erlangen, Germany) with a 

standard transmit–receive head coil was used to acquire functional data with a single-shot 

gradient echo isotropic high-resolution echo planar imaging sequence (matrix size 128 x 

128; field of view 192 mm; in-plane resolution 1.5 mm; 32 slices with interleaved 

acquisition; slice thickness 3 mm; echo time 30 ms; acquisition time per slice 102 ms; TR 

2,040 ms). During scanning, eye position was continually sampled at 60 Hz using an ASL 

504 LRO infrared video-based MRI compatible eye tracker (Applied Science Laboratory, 

Bedford, MA). 

Functional data were analysed using SPM5 (www.fil.ion.ucl.ac.uk/spm/software/spm5/). 

The first 5 images of each series were discarded from further analyses, to allow for T1 

equilibration effects. Preprocessing of the data involved realignment of each scan to the first 

scan of the first experimental run and coregistration of the functional data to the structural 

scan. Data were normalised to an EPI template in MNI stereotactic space and smoothed by a 

6 mm kernel for whole brain analysis; the ROI localiser, and individual retinotopic and 

V5/MT analyses were carried out on non-normalised, unsmoothed data. Data were not 

smoothed because of the small size of the ROI localiser regions. The data were filtered with 

a 128-s cut-off, high-pass filter to remove low-frequency noise and adjusted for global 

changes in activity. The timing of button presses for each participant individually was used 

to construct three participant-specific regressors that represented hypothesised brain activity 

associated with each of the three behaviourally defined conditions (target visible; target 

invisible due to MIB; target absent due to physical removal). In an additional analysis, 

participants’ individual average reaction time was calculated from the reaction times of their 

button presses to the ‘target absent’ condition; this average reaction time was then subtracted 

http://www.fil.ion.ucl.ac.uk/spm/software/spm5/�
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from the time of all button presses to arrive at a better estimate of the ‘real’ time of the 

perceptual switches. These corrected times were then used as regressors in the analysis. In a 

second additional analysis, variance associated with eye blinks was modelled and removed 

as an extra regressor of no interest. In all analyses, movement parameters in the three 

directions of motion and three degrees of rotation were included as confounds. The three 

regressors (target visible, target invisible, and target absent) were convolved with a synthetic 

haemodynamic response function and entered into a General Linear Model. Parameter values 

for each regressor were estimated for each participant independently. In the group analysis, 

these estimates were entered treating participants as a random factor, using a one-sample t-

test across participants.  

For two participants, eye data could not be analysed due to technical difficulties. Eye 

movements were defined as variance round the mean x and y position of the eye, eye blinks 

as an absence of signal.  Statistical analysis was done to examine differences in eye 

movements and blinks between the various experimental conditions. 

 

6.2.5 Retinotopic analysis 

Retinotopic cortical areas were identified using MrGray (Teo et al., 1997;Wandell et al., 

2000). This yielded maps of functionally defined visual areas V1, V2, and V3 for each 

participant. These maps were combined with activation images of the ROI localiser to reveal 

retinotopic regions in V1 and V2 representing the spatial location of the target. Retinotopic 

regions in V3 corresponding to the target location could not be identified in all subjects, as 

the target was small and eccentrically placed, making it more difficult to localise in higher 

visual areas (Dougherty et al., 2003). This process thus yielded ROIs representing the spatial 

location of the target in V1 and V2 for each participant. We then used these ROIs to extract 

estimates of activity in each of the three experimental conditions of interest (target visible, 

target invisible, and target absent) obtained from the multiple linear regression analysis 

described above. Activity estimates were averaged across the voxels within the ROI and 
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subjected to repeated measures ANOVAs and subsequent planned paired t-tests to test for 

differences between conditions.  

In order to compare activation in these ROI localiser regions with activation in regions 

of comparable size and eccentricity that did not represent the spatial location of the target, 

regions of the same size (spatial extent) at a corresponding eccentricity (based on visual 

inspection of the retinotopic maps) were sampled from the left dorsal V1 and V2 

(representing the lower right visual quadrant, diagonally opposite the visual field location of 

the target) for each participant individually. Activity associated with each of the three 

experimental conditions in these control ROIs was assessed in a similar fashion as for the 

target ROI. We further examined additional, larger control regions in which activity was 

extracted and averaged across the whole of right and left V1 and V2 (i.e. regions 

contralateral and ipsilateral to the visual field location of the MIB target).  

The location of V5/MT was determined for each participant by subtracting activation 

during the static dots from activation during the expanding and contracting dots (Rees et al., 

1997), taking the peak voxel in the regions closest to where V5/MT has commonly been 

reported (Morrone et al., 2000), and taking all grey matter voxels in a sphere of 8 mm round 

these peak voxels. These spheres were used as masks for all voxels activated by our stimulus 

(distracters and target) (F contrast of all our conditions versus the rest period) to reveal 

voxels in right and left V5/MT that were activated in our experiment.  

 
 
 

6.3 Results 

 

6.3.1 Behavioural data 

On average across all scanning runs, periods where the target was invisible to 

participants due to MIB lasted for a mean duration of 5.81 s (s.e. ± 0.98 s) and those where 

the target was visible for a mean duration of 5.74 s (s.e. ± 0.55 s) (Fig 6.1b; individual 
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participant data are shown in Table 6.1). In total, the target was invisible due to MIB 

(excluding target absent periods) for 44.3 % (s.e. ± 5.0 %) of the time (Fig 6.1b). For each 

participant, we estimated their reaction time to a perceptual disappearance or appearance due 

to MIB by measuring their reaction time to respond to actual physical removal of the target. 

Their average reaction time was 1.67 s (s.e. ± 0.17 s); the flicker and peripheral location of 

the target, a conservative response strategy, and engagement of participants in the 

simultaneous central fixation task are all consistent with this relatively long reaction time.  

 
 

participant duration (sec) percentage of total time 

 visible ± SEM invisible ± SEM visible invisible 

s1 4.26 ± 0.20 2.57 ± 0.08 65 35 

s2 6.23 ± 0.48 3.78 ± 0.19 66 34 

s3 5.63 ± 0.40 4.85 ± 0.24 58 42 

s4 5.81 ± 0.34 8.71 ± 0.32 46 54 

s5 5.73 ± 0.19 5.52 ± 0.20 56 44 

s6 4.00 ± 0.22 10.77 ± 0.54 31 69 

s7 9.06 ± 0.55 3.67 ± 0.17 76 24 

s8 5.20 ± 0.47 6.62 ± 0.39 48 52 

 

Table 6.1 Individual participants’ behavioural data. Average duration and percentage of total time 

of the experiment that the target was visible and invisible are shown for each participant. SEM, 

standard error of the mean.  

 

6.3.2 Neural activity associated with MIB in retinotopic target locations 

We investigated whether there were any differences in activation in the localiser ROIs 

(Fig 6.2a) comparing the experimental conditions (target visible, target invisible, and target 

absent). Repeated measures ANOVAs (Greenhouse–Geisser corrected) on measures of the 

BOLD activity within these ROIs (Fig 6.2b) showed significant differences between the 
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three experimental conditions in both V1 and V2 ROI locations (F(2,14) = 22.121, p = .001 

and F(2,14) = 11.659, p = .008 for V1 and V2, respectively). These differences were 

obtained from mean-corrected data; raw BOLD data are shown in Fig 6.3a. Planned t-tests 

revealed that these differences reflected a significant increase in activity when the target was 

physically present and reported as visible compared to when it was physically absent (and 

reported as ‘invisible’) (t(7) = 4.583, p = .003 for V1 and t(7) = 3.923, p = .006 for V2) (Fig 

6.2b). More importantly, activity was also significantly elevated when the target was 

physically present but invisible due to MIB compared to the visible condition (t(7) = 3.804, p 

= .007 for V1 and t(7) = 2.654, p = .033 for V2) (Fig 6.2b). Activity in this invisible 

condition was also increased compared to the absent condition (t(7) = 5.125, p = .001 for V1 

and t(7) = 3.523, p = .010 for V2) (Fig 6.2b). Such a pattern was highly consistent across our 

participants, being observed in 7 out of 8 participants. Qualitatively, visual inspection of 

time courses (Fig 6.2c) from the three conditions time-locked to reports of perceptual 

transitions show that these significant differences were associated with a large initial 

decrease and a slightly smaller initial increase in the absent and invisible condition, 

respectively.  

Both the V1 and the V2 localiser ROIs showed a similar pattern of activity (Fig 6.2b) 

associated with the experimental conditions, and this pattern persisted in a subsequent 

control analysis when the timing of the three experimental conditions defined by button 

presses was corrected for the individual reaction times of each participant assessed from 

physical disappearances of the target (see 6.2.4; data not shown).  
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Figure 6.2 BOLD signal in localiser and control ROIs. (a) The retinotopic regions in visual cortex 

(localiser ROIs) representing the spatial location of the target for a representative participant are 

shown on a flattened representation of the right (contralateral) visual cortex (V1 is bright red, V2 is 

bright blue). (b) Mean percent BOLD signal change (mean-corrected) in these regions for the three 

conditions (vis: target visible – invis: target invisible – abs: target absent); bright red bars represent 

the V1 localiser ROI, bright blue bars represent the V2 localiser ROI. Error bars represent the group 

standard error of the mean. (c) Time courses of these three conditions for the localiser region in V1. 

Time zero signals the time of the button press signalling the perceptual switch; time courses for the 

visible, invisible, and absent condition are shown in a straight, dotted, and dashed line respectively. 

(d) Retinotopic regions of the same size but representing the right lower visual quadrant (control 

ROIs) are shown on a flattened representation of the left visual cortex for the same representative 

participant (V1 is dark red, V2 is dark blue). (e) Mean percent BOLD signal change (mean-corrected) 

for the three conditions (target visible – invisible – absent); dark red bars represent the V1 control 

ROI, dark blue bars represent the V2 control ROI. (f) Time courses of the three conditions for the 

control ROI in V1; conventions are the same as in c. 
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Figure 6.3 Raw BOLD signal in V1 and V2. The raw BOLD signal is shown for the V1 and V2 

localiser ROIs (a) and for the V1 and V2 control ROIs (b). V1 is bright/dark red; V2 is bright/dark 

blue. Error bars represent the group standard error of the mean.  

 

6.3.3 Activity in other regions of visual cortex 

In order to determine whether these activity differences were retinotopically specific, or 

whether they reflected more general activity differences in visual cortex, we investigated 

BOLD activity in a number of control regions: the (similarly sized) control ROIs in V1 and 

V2 ipsilateral to the stimulus, the whole of ipsilateral V1 and V2 activated by the stimulus 

(target and distracters), and contralateral and ipsilateral V5/MT.  

Activity in the control ROIs in V1 and V2 (Fig 6.2d) qualitatively showed a similar 

pattern, but of much lower amplitude, as for the localiser regions. However, these qualitative 

differences between conditions were not significant in V1 (F(2,14) = .681, p = .497) though 

they trended towards significance in V2 (F(2,14) = 3.541, p = .078; Fig 6.2e). Post-hoc 

planned t-tests also showed no significant differences between any of the conditions (all t(7) 

< 1.886, all p > .101), apart from the differences between the invisible and visible, and the 

invisible and absent conditions in V2 (t(7) = 2.462, p = .043). Raw BOLD data are shown in 

Fig 6.3b. Time courses for the three conditions in these control ROIs were qualitatively very 

similar to each other (Fig 6.2f).  
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As these small changes in activity associated with the experimental conditions were 

present in these control ROIs, we explicitly tested whether the activity differences we 

observed in localiser ROIs were significantly different from control ROIs. Critically, the 

interaction between condition (visible, invisible, absent) and region (localiser, control) was 

significant in V1 and trended towards significance in V2 (F(2,14) = 9.510, p = .003 and 

F(2,14) = 3.582, p = .087 for V1 and V2, respectively). Hence, MIB-associated modulation 

of activity in retinotopic regions representing the target was significantly greater than in 

control ROIs in V1, but not in V2.  

Activity in the whole of ipsilateral V1 and V2 showed a similar pattern of activity that 

was non-significant in V1 and almost significant in V2 (F(2,14) = 2.584, p = .136 and 

F(2,14) = 4.515, p = .052 for V1 and V2, respectively, see Fig 6.4a and c). However, post-

hoc planned t-tests showed a significant difference between the visible and invisible 

condition in both regions (t(7) = 2.761, p = .028 and t(7) = 3.378, p = .012 for V1 and V2, 

respectively, see Fig 6.4a and c). Activity in contralateral V5/MT showed a similar pattern to 

the ROI localiser regions in V1 and V2. There was a significant difference between the three 

experimental conditions (F(2,14) = 10.791, p = .010), which was due to greater activity in 

the target invisible condition compared to the target visible condition (t(7) = 6.085, p < .001) 

or compared to the target absent condition (t(7) = 4.677, p = .002) (Fig 6.4b and d). There 

were no significant differences between the target visible and the target absent condition 

where (in both conditions) the distracters were always present (t(7) = 0.924, p = .386). 

Activity in ipsilateral V5/MT showed no significant difference between any of the conditions 

(F(2,14) = 2.476, p = .128) (Fig 6.4b and d). 
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Figure 6.4 BOLD signal in other control regions. (a) Mean percent BOLD signal change (mean-

corrected and compared to resting baseline) is shown for the three conditions (vis: target visible – 

invis: target invisible – abs: target absent) for the whole of ipsilateral V1and V2. (b) Same data are 

shown for ipsilateral and contralateral V5/MT. Raw BOLD data for the same areas are shown in (c) 

and (d). V1 is dark red, V2 is dark blue, V5/MT is dark green. Error bars represent the group 

standard error of the mean.  

 

6.3.4 Whole brain analysis  

For completeness, we also performed a whole brain analysis to identify any areas outside 

low-level visual cortex that might show modulation by perceptual state during MIB. It 

should be noted that such an analysis necessarily has lower sensitivity due to the much larger 

number of multiple comparisons and absence of a prior hypothesis. Outside occipital cortex 



 150 

and at a statistical threshold of p < 0.05 (FDR-corrected for multiple comparisons across the 

whole brain), neither the comparison of the invisible versus visible condition nor the 

comparison of the visible versus absent condition yielded any suprathreshold clusters of 

voxels. When the threshold was dropped to p < 0.0001 uncorrected, the location in V1 

corresponding to the target was significantly activated in all expected conditions (invisible > 

visible, invisible > absent, visible > absent), MNI coordinates [12 -78 -3], 13 voxels, Z > 

4.97, p < 0.0001. These conditions also showed significant activation in right and left 

parietal cortex at this threshold (MNI coordinates [30 -42 54] and [-30 -42 54], ~ 15 voxels, 

Z > 5.52, p < 0.0001). When looking specifically at perceptual switches, the left frontal 

cortex was activated (MNI coordinates [-15 -6 66], 15 voxels, Z = 5.33, p < 0.0001). 

However, as these areas were not hypothesised a priori to be involved in MIB and the 

activations were obtained at quite a liberal threshold, these results will not be discussed any 

further.  

 

6.3.5 Fixation and eye blink data 

Repeated measures ANOVAs of eye position and average number of eye blinks/sec 

revealed that there were no significant differences between the three conditions (F(2,10) = 

1.916, p = .222 and F(2,10) = .352, p = .675, respectively). In addition, modelling eye blinks 

as an additional regressor of no interest did not qualitatively alter our findings (data not 

shown). Hence, the differences in activity we observed in low-level visual cortex cannot be 

explained by differences in retinal input caused by larger eye movements or blinks. 

However, the resolution of our eye tracker was too low to rule out any potential effects by 

microsaccades, the rate of which has been shown to change around the time of perceptual 

switches in MIB (Hsieh and Tse, 2009).   
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6.4 Discussion 

 

6.4.1 Activity increases associated with target invisibility 

In this chapter, we have shown that disappearance of a target in MIB was associated with 

an increase in activity in low-level visual cortex, which was largest in retinotopic regions of 

V1 and V2 corresponding to the cortical representation of the target, plus in V5/MT 

contralateral to the target. Much smaller, and mostly insignificant, activity increases were 

observed for both V1 and V2 in control ROIs distant from the target representation. In 

contrast, activity in retinotopic regions corresponding to the target location in V1 and V2 

was reduced when the target was physically removed from the display. The striking 

differences in activity associated with the perceptually comparable situations of the target 

being invisible through MIB and through physical removal suggest that the neural processes 

underlying perceptual disappearances may reflect not merely target absence, but also an 

additional mechanism that is specific to this state of target invisibility.  

 

6.4.2 Local neuronal competition 

It has been suggested that MIB might reflect the disruption of attentional switching  

mechanisms, thus implying a global interaction between higher and lower cortical areas 

(Bonneh et al., 2001). Others have argued that MIB results from surface completion 

associated with the moving distracters (Graf et al., 2002), which implies local neural 

competition between representations of the moving distracters and the target (Keysers and 

Perrett, 2002;Libedinsky et al., 2009). The small size of the target in our study and the 

inherently limited spatial resolution of fMRI make it difficult to disentangle distracter from 

target activation in our localiser regions. We can therefore not isolate the separate 

contributions of target- and distracter-related activity in our results. One way to distinguish 

between target- and distracter-related activity in a future experiment would be frequency-
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tagged MEG, which has been used successfully to distinguish between target- and 

background-related activity in perceptual completion (Weil et al., 2007).  

Nevertheless, such proposed neural competition between target and distracters (Keysers 

and Perrett, 2002;Libedinsky et al., 2009) could account for the enhanced activations 

correlated with invisibility that we observe; the activations could reflect an active process of 

completion of the perceived field of distracters into a perceptual surface occluding the target 

(Graf et al., 2002). There is physiological evidence for surface representation early in visual 

processing; V1 neurons show responses to the presence of contextual lines parallel and in 

close proximity to a line within their receptive field (Kapadia et al., 1995), and V2 neurons 

use local depth information to integrate contours and segment the visual input into surfaces 

(Bakin et al., 2000). Interestingly, V1 and V2 neurons also show increased activity when an 

illusory contour is perceived in their receptive field (Lee and Nguyen, 2001), consistent with 

an active contour-completion mechanism giving rise to an increase in population activity. 

Thus, the increases in activity that we observe might result from local completion of the 

distracter field in the target region.  

Interesting in this respect is the fact that although behavioural evidence suggests that 

MIB and perceptual completion associated with artificial scotomas (Ramachandran and 

Gregory, 1991) are susceptible to similar factors (Hsu et al., 2006), the retinotopic increase 

in population-level neural activity we found associated with MIB contrasts with reports of 

decreases in activity associated with perceptual completion of an artificial scotoma (Mendola 

et al., 2006;Weil et al., 2007;Weil et al., 2008). The resolution of functional MRI in humans 

is relatively low; so one possibility is that differences in population activity indexed by the 

BOLD signal reflect a combination of signals from different neural processes. For example, 

in perceptual completion associated with an artificial scotoma it is hypothesised that a more 

rapid process of surface completion may follow a slow process of neural adaptation at the 

border between a target and its surround. Functional MRI, even at high spatial resolution, 

would be expected to conflate the two signals from the relatively small target, and so 

differences between MIB and other paradigms might not reflect different underlying 
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mechanisms (e.g. surface completion) but instead a different balance or combination of 

individual neuronal properties underlying the phenomena. Future work will need to carefully 

manipulate stimulus properties in order to dissect out potential components of the underlying 

neural mechanisms.  

 

6.4.3 Global modulations 

Strikingly, perceptual invisibility during MIB was also associated with modulation of 

activity in ipsilateral control ROIs, consistent with earlier findings (Donner et al., 

2008;Hsieh and Tse, 2009). While statistically not significant in V1, in V2 the changes were 

more pronounced and reached statistical significance. Importantly, this modulation was 

observed in regions of visual cortex that do not represent the same visual field as where the 

MIB target was shown. Consistent with this, these regions showed only significant 

differences in activity when the visibility of the target changed, and no significant difference 

between the physical presence versus absence of the target. Also, the invisible and the absent 

condition required the same response behaviour. This indicates that these ipsilateral control 

regions do not respond to the physical presence of the target or to the detection of its 

disappearances, but only to changes in visibility associated with MIB, which are therefore 

associated to some extent with a more generalised non-retinotopic modulation of activity. 

This is reminiscent of the global modulation of activity observed in low-level visual areas in 

a similar study investigating MIB (Donner et al., 2008), though our pattern of activity is 

opposite in sign. One possibility is that our increases in activity reflect a general arousal 

associated with perceptual invisibility of the target. However, this cannot account for why 

the changes are most prominent in V2, nor why similar elevation in activity for invisible 

versus visible is not also seen for the perceptually comparable situations of target absent 

versus visible. Another possibility is the differences in distracters used; the distracters in the 

present study formed a structured field of similarly oriented lines organised into crosses, 
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whereas Donner et al. (2008) used an unstructured cloud of dots. These differences might 

result in differences in neural processing, resulting in qualitatively different results.  

The work presented in this chapter failed to find strong evidence for the involvement of 

higher level areas in MIB. As noted above, this might be due to the small number of subjects 

used in this study or the small size of the target. If higher level areas were involved, though, 

they might influence the activity changes in low-level visual cortex through a feedback 

mechanism. Perceptual switches in bistable perception paradigms have been suggested to 

rely at least partly on feedback from higher level areas to low-level visual cortex (Blake and 

Logothetis, 2001;Lumer et al., 1998;Windmann et al., 2006). Indeed, a possible role of 

feedback in MIB seems to be supported by the modulation of activity in visual areas V4 and 

the intraparietal sulcus by subjective target disappearances (Donner et al., 2008). 

Alternatively, the activity changes in low-level visual cortex that we observe might be the 

result of long-range horizontal connections within V1 that play a role in contour integration 

(Stettler et al., 2002), that is, they might result from local processing in low-level visual 

cortex. This notion must be treated with caution, however, because several 

electrophysiological studies have revealed an apparent discrepancy between the BOLD 

signal and local neuronal activity in V1 during perceptual suppression (Maier et al., 

2008;Wilke et al., 2006). 

 

6.4.4 Spatial attention 

One key process that can exert influences on activity in low-level visual cortex through 

feedback is spatial attention (Brefczynski and DeYoe, 1999;Ghandi et al., 1999;Somers et 

al., 1999). However, voluntary direction of spatial attention cannot easily account for our 

findings of increased activity in retinotopic regions representing the target associated with 

invisibility during MIB. First of all, participants were continuously involved in dividing their 

attention between a demanding task at fixation and reporting the MIB target, thus leaving 

less attentional resources for the MIB target per se. Moreover, there were also strong 
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differences in activity between the perceptually comparable (and so equally likely to lead to 

voluntary shifts of attention) situations of the target being invisible due to MIB versus the 

target being invisible due to physical removal. However, it is important to note that although 

these findings indicate that voluntary attention may not play a role in MIB per se, they do not 

rule out the fact that attention can influence the timing of the perceptual disappearances and 

reappearances, as will be demonstrated in the next chapter.  

 
 
 

6.5 Conclusion 

In conclusion, we present evidence for an involvement of low-level visual areas in MIB. 

We show that perceptual, but not physical, disappearance of the target is coupled to an 

increase in activity in retinotopic locations in V1 and V2 representing the target, plus motion 

area V5/MT contralateral to the target. We hypothesise that these findings are consistent 

with a local active process of completion of the field of distracters underlying MIB, but also 

point out the more general involvement of large regions of visual cortex. The spontaneous 

fluctuations in internal brain state that underlie MIB can thus be explained by local neuronal 

processes that act alongside fluctuations at a more global level. The next chapter will 

demonstrate how this account fits in with the effect of endogenous attention on these 

fluctuations in internal brain state. 
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Chapter 7  Attentional Effects on Motion-Induced Blindness 

 
 
 

7.1 Introduction 

Bistable perception can be considered as the behavioural outcome of spontaneous 

fluctuations in internal brain state while the retinal input remains constant. These fluctuations 

can be the result of local competition processes, as well as global mechanisms, as we have 

seen in the last chapter. Another factor having an impact on these fluctuations in brain state 

is endogenous attention. Attention has been shown to influence both the rate of perceptual 

switching (Van Ee et al., 2005) as well as the awareness (Meng and Tong, 2004) of bistable 

stimuli.  

In the context of motion-induced blindness (MIB), it has been proposed that switches in 

attention play a role in visibility of the target. Specifically, disappearance of the target in 

MIB is thought to reflect a disruption of the commonly assumed, but usually unnoticed, fast 

attentional switching between objects in a visual scene (Bonneh et al., 2001). With such 

disruption, the objects (i.e. the target and the distracters) are perceived one at a time, 

resulting in the target fluctuating in and out of awareness. In line with this proposal, it has 

been shown that focusing attention on one MIB target versus dividing attention among 

several targets facilitates MIB (HaiYan et al., 2007). This study, however, did not dissociate 

any spatial attention effects from general task difficulty differences (keeping track of only 

one target is easier and might have been reported more reliably than reporting 

disappearances of several targets simultaneously) and therefore the influence of attention on 

target disappearance and other aspects of MIB remains elusive.  

To investigate this issue, in this chapter I present two behavioural experiments to 

characterise how attention affects the dynamics of MIB. In the first experiment, we 

manipulated the voluntary allocation of spatial attention to one of two MIB targets placed on 
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a field of moving distracters. This allowed us to examine how directing attention towards 

versus withdrawing attention away from one target might alter the competitive interactions 

between that target and the distracters believed to underlie MIB. In a second experiment, we 

manipulated attentional load in a task entirely unrelated to the MIB target or moving 

distracters (Lavie et al., 2004;Lavie, 2005). By increasing the attentional demands in an 

unrelated task, we could now examine the effects of withdrawing attentional resources from 

the entire MIB display, both targets and moving distracters. Briefly, we found that directing 

spatial attention to the MIB target led to an increased probability of its disappearance, while 

withdrawing attention from both target and distracters led to a decrease in perceptual 

switches and prolonged periods of target invisibility. 

 
 
 

7.2 Materials and Methods 

 

7.2.1 Observers and stimuli 

Six healthy volunteers (27-31 years old) with normal or corrected-to-normal vision gave 

informed consent to take part in Experiment 1, nine other healthy volunteers (26-36 years 

old) with normal vision agreed to take part in Experiment 2. Participants fixated centrally 

while viewing an MIB display consisting of yellow dots (the targets) of 0.6 degrees in 

diameter, amidst a grid of blue crosses (the distracters) rotating at 5.5 deg/s round a central 

fixation dot (Bonneh et al., 2001;Graf et al., 2002;Caetta et al., 2007). In Experiment 1, two 

targets were shown, which were placed in the left and right upper visual quadrants at 5.8 

degrees eccentricity (5 degrees lateral and 3 degrees superior to central fixation) (Fig 7.1a); 

in Experiment 2, only the left upper target was shown (Fig 7.2a). The upper visual field was 

chosen for target placement as MIB is most robust at this location (Bonneh et al., 2001). The 

blue distracter grid (luminance 8.81 cd/m2) and yellow targets (luminance 11.23 cd/m2) were 

displayed on a black background (luminance 0.10 cd/m2). In Experiment 2, a continuous 
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stream of coloured crosses (0.250 degrees wide and 0.375 degrees high) was presented at 

fixation, with each cross appearing for 250 ms with a 500 ms blank period between 

subsequent crosses. Each individual cross could appear in any of six colours (red, green, 

yellow, blue, cyan, and purple) and two orientations (upright or inverted; the horizontal line 

of the cross was placed 0.25 degrees above or below the centre of the vertical line) (Fig 

7.2a). Stimuli were created in Cogent 2000 (www.vislab.ucl.ac.uk/cogent.php) under 

MATLAB 7.1.0 (www.mathworks.com) and presented on a CRT display (21” Sony GDM-

F520) that was set at 600 by 800 pixel resolution and an 88 Hz refresh rate. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.1 Experiment 1. (a) Participants viewed an MIB display of two dots in their upper visual 

field amidst a grid of rotating blue crosses and reported hue changes and disappearances. Each trial 

started with an arrow reminding the participant of the target to attend to (left or right), followed by 

the MIB display. Participants reported hue changes (from reddish yellow to greenish yellow) in the 

attended target. As soon as one (in this case the left) target perceptually disappeared, they responded 

using a key press upon which the screen turned black, followed by a key press indicating which target 

had disappeared. This signalled the start of the next trial. The probability of (b) and time required 

until (c) disappearance of either target is shown for each attended side separately. Light grey bars 

represent disappearance of the left target, dark grey bars represent disappearance of the right target. 

Error bars represent the standard error of the mean. Significant differences are indicated by 

asterisks. 
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7.2.2 General procedure 

Both experiments lasted about an hour, including practice trials and breaks, and were 

carried out in a darkened room. Participants were tested extensively before the experiments 

to ensure they could experience MIB and assign consistent responses to the different 

perceptual states. To ensure a fixed viewing distance of 57 cm, a chin rest supported their 

head. They responded by use of a keyboard. Eye position and pupil diameter were 

continually sampled at 300 Hz using a CRS infrared video-based eye tracker (Cambridge 

Research Systems Ltd, Kent, England). Eye position was defined as the mean horizontal and 

vertical position of the eye, eye movements were defined as variance round the eye position, 

and eye blinks as an absence of signal. Statistical analyses were performed to examine 

differences in eye movements and blinks between the various experimental conditions. For 

one (Experiment 1) and four (Experiment 2) participants, eye data could not be analysed due 

to technical difficulties. Procedures specific to each experiment are described below. 

 

7.2.3 Experiment 1 procedure 

Experiment 1 tested the effect of directed spatial attention on MIB. In separate blocks, 

participants were instructed to fixate centrally while attending either the left or the right 

yellow target. Each target subtly changed hue between reddish-yellow and greenish-yellow 

at random intervals every 1-3 seconds. Both dots changed hue at random times (though never 

simultaneously), so changes to the attended and unattended target were perceptually 

equivalent. Participants were required to report hue changes of the attended target while 

ignoring hue changes of the unattended target by pressing either the left or the right arrow on 

the keyboard with their right index finger, depending which side was attended. At the same 

time as reporting hue changes for the attended side, observers monitored both target dots for 

perceptual disappearance. As soon as they saw either target disappear, they were required to 

press the up arrow, upon which the screen turned completely black. They then had 3 seconds 

to indicate which target (left, right or both) had disappeared using a key press (left, right, or 
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up arrow respectively). This second key press signalled the start of the next trial, which was 

preceded by an arrow on the screen pointing leftward or rightward to remind participants 

whether they were required to attend the left or right visual field target. Each visual field 

target was attended for 8 blocks of 3 minutes; thus, there were 16 blocks in total, each block 

consisting of a variable number of trials (depending on the time it took for a target to 

disappear), but always with the same attended side throughout. Participants could take 

breaks in between the blocks.  

In addition, during one trial in each block, one of the targets (the attended targets in half 

these trials) was physically removed from the screen after 5 seconds. The latency with which 

observers responded to the physical disappearance of this target served as an estimate of 

their reaction times to the perceptual disappearance of the targets. After the experiment, trials 

were divided into those where the attended target perceptually disappeared first, and those 

where the unattended target perceptually disappeared first. These trial ‘categories’ were used 

to arrive at an estimate of the probability with which a target disappeared; for instance, the 

probability that the left target disappeared whilst being attended was defined as the number 

of trials the left target disappeared while attending to the left side, divided by the number of 

trials that any target disappeared while attending to the left side. 

 

7.2.4 Experiment 2 procedure 

Experiment 2 tested the effect of attentional load in an unrelated task at fixation on MIB 

in three different conditions; no, low, and high attentional load. For each condition, identical 

physical stimuli were presented at fixation while an MIB target was presented in the 

periphery; but the nature of the central task changed. The central task has been extensively 

described elsewhere (Schwartz et al., 2005). 

Under no attentional load, participants fixated the central stream of crosses but were not 

required to perform any task on these stimuli. To avoid involuntary responses to the stimuli, 

all crosses in this condition were of the same colour which was random, though not one of 
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the target colours in the other two conditions (red, green, or yellow). At the same time, 

participants were required to monitor the peripheral MIB target and to indicate its 

disappearance by pressing a key down with their right index finger when it was invisible, 

and releasing the key when it was visible. In the low attentional load condition, in addition to 

monitoring the peripheral MIB target for disappearances and reappearances, participants 

performed a simple feature-detection task on the stream of crosses presented at fixation. 

Specifically, they were required to monitor the stream of crosses and press a key with their 

left index finger whenever they saw a red cross. In the high attentional load condition, in 

addition to monitoring the peripheral MIB target for disappearances and reappearances, 

participants performed a more challenging conjunction-detection task on the stream of 

crosses presented at fixation. Specifically, they were required to monitor the stream of 

crosses and press a key with their left index finger when either an upright yellow or an 

inverted green cross was displayed.  

In all three conditions, participants were encouraged to respond as quickly and 

accurately as possible. Each of the three conditions was tested in 8 blocks of 2 minutes, 

giving 24 blocks in total; their order was randomised and they were preceded by a written 

instruction specifying the load condition beforehand. Participants could take a break after 

every fourth block. In addition, during each block, the yellow target was physically removed 

from the screen once for 7.5 seconds approximately halfway through the block, yet always at 

a time when it was being reported by the participants as perceptually visible. Upon 

debriefing, participants declared they could not distinguish between instances where the 

target disappeared due to MIB or due to physical removal. Their key presses to the physical 

disappearance and reappearance of the target in these instances served as an estimate of their 

reaction times to the switches in perception. 
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Figure 7.2 Experiment 2. (a) Participants viewed an MIB display of one yellow dot in their left upper 

visual field amidst a grid of rotating blue crosses, whilst maintaining fixation at a central stream of 

crosses of different colour and orientation (enlargement of centre). They indicated by pressing or 

releasing a button when the target dot was visible or invisible, while simultaneously performing an 

attentional task involving the central crosses (see 7.2.4). (b) The average number of perceptual 

disappearances and reappearances of the target (taken together as perceptual switches per second) 

are shown; the average durations of the target invisibility are shown in (c). Since invisibility 

durations were highly variable across participants (2616 ± 2724 ms, 2894 ± 2391 ms, and 3526 ± 

4298 ms for the no, low, and high load conditions) and the difference between the conditions within 

participants was the variable of importance, durations were individually mean-corrected to the 

average of the three conditions. White bars represent the no load condition, grey bars the low load 

condition, and black bars the high load condition in both graphs. Error bars represent the standard 

error of the mean-corrected average of participants. Significant differences are indicated by asterisks. 
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7.3 Results 

 

7.3.1 Experiment 1 

In Experiment 1, spatial attention was directed towards one of two targets by requiring 

participants to report hue changes of this target; they also reported perceptual disappearances 

of both targets. The first disappearance of either target signalled the end of the trial. Trials 

where both targets disappeared simultaneously were excluded from the analysis. On average, 

participants completed 154 and 146 trials while attending to the left and the right visual field 

target, respectively. Their reaction times to the hue changes of the attended target did not 

differ significantly between visual field (t(5) = .135, p = .898; 961 ms and 968 ms for the left 

and right target, respectively). 

Directing attention to the left visual field target strongly increased the probability of that 

left target disappearing first (compared to the unattended right visual field target), and vice 

versa (Fig 7.1b). This striking effect of attention was confirmed by the significant interaction 

between perceptually disappearing target (right or left) and attended side (right or left) 

(F(1,5) = 58.357, p = .001), as revealed by repeated-measures ANOVA. There were no main 

effects of target (F(1,5) = 2.853, p = .152) or attended side (F(1,5) = 1.107, p = .319). A χ2 

test on the probability of the attended target disappearing first showed that this effect was 

highly significant across all 6 participants (all p values below 0.0001). In contrast, the 

direction of attention had no effect on the time from the start of a trial until a target 

perceptually disappeared (Fig 7.1c). The interaction between required time and attended side 

was not significant (F(1,5) = 2.679, p = .163) and there was no main effect of attended side 

(F(1,5) = .036, p = .857). There was a main effect of target (F(1,5) = 23.432, p = .005), with 

the right target perceptually disappearing quicker than the left target, regardless of whether it 

was attended to or not. 

The observed differences in probability of disappearance between the attended and the 

unattended target could be caused by a failure to notice disappearance of the unattended 
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target. In order to account for this, the targets were periodically removed from the screen and 

reaction times to these disappearances were measured. Surprisingly, the reaction times to 

report physical disappearance of the unattended target were slightly shorter compared to the 

reaction times to the attended target (1126 ms and 1267 ms respectively; t(5) = 2.319, p = 

.068, values more than 2 std. from the mean excluded). Our results can therefore not be 

explained by a failure to keep track of the unattended target. The peripheral location of the 

targets, participants’ division of attention between the two targets, and their engagement in 

the hue change detection task are all consistent with these relatively long reaction times. The 

probability of disappearance might also be influenced by small eye movements or blinks 

round the time of the perceptual switch (Hsieh and Tse, 2009;Martinez-Conde et al., 2006). 

However, paired t-tests of eye position, eye movements and average number of eye blinks / 

sec (see 7.2.2) showed that these did not differ significantly in the 1.5 s leading up to the 

button press signalling the disappearance of the attended or unattended target (t(4) = .885, p 

= .426, t(4) = 1.716, p = .161, and t(4) = 2.152, p = .098, respectively). Thus, the increased 

probability of disappearance of the target can reliably be attributed to an attentional effect. 

One possible attentional mechanism which could have contributed to the increased 

probability of disappearance for the attended target is prior entry into awareness, which is the 

notion that an attended stimulus or event will be experienced sooner than a physically 

simultaneous unattended stimulus or event (Schneider and Bavelier, 2003). Thus, maybe the 

targets disappeared simultaneously, but the disappearance of the target on the attended side 

was detected first. In order to control for this possibility, we conducted a control experiment 

in three subjects who had also participated in the original experiment. We introduced a short 

delay of 750 ms between the time of the first button press (indicating that one of the targets 

had disappeared) to erasing the stimulus from the screen, thus allowing the detection of a 

possible disappearance of the unattended target as well. If there had been a prior entry effect 

of attention, more ‘simultaneous disappearance’ button presses would be expected in this 

manipulation than when the stimulus was removed immediately. However, the number of 

‘simultaneous disappearance’ button presses did not increase (1 vs 0, 7 vs 5, and 26 vs 14 for 
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the previous vs present number of button presses, respectively, for the three subjects) as 

compared to the condition where the stimulus was removed from the screen immediately. 

We therefore conclude that the increased probability of the attended target to disappear first 

was not due to a prior entry of this target into awareness. 

 

7.3.2 Experiment 2 

In Experiment 2, attention was progressively directed away from the target and 

distracters by introducing an unrelated task at fixation at increasing levels of attentional 

demand. Participants’ performance on the central task showed that the manipulation of 

attentional load was successful. Mean reaction times were shorter and the percentage of 

correctly detected central targets higher in the low load compared to the high load condition 

(623 and 753 ms, 96% and 85%, respectively). These differences were significant (t(8) = 

9.118, p < .001 for RTs; t(8) = 5.004, p = .001 for accuracy). This replicates previous 

findings (e.g. Schwartz et al., 2005) and confirms that attentional demands were indeed 

higher under high compared to low attentional load. 

Behaviour on the motion-induced blindness task was captured by two variables: the 

average number of disappearances and reappearances of the target (together called 

‘perceptual switches’) and the average duration that the MIB target was invisible. Assessing 

the probability and time it took for the target to disappear, as calculated in Experiment 1, was 

not possible due to the use of a continuous MIB display instead of discrete trials. To assess 

the influence of the unrelated attentional task on the normal MIB behaviour of our 

participants, we first computed an attention index (AI), using the formula AI = (average of 

the number of perceptual switches under low and high load conditions together) / (average 

number of perceptual switches under the no load condition). This AI for switches equalled 

.81, corresponding to a significant decrease in number of perceptual switches under the load 

(versus the no load) conditions (t(8) = 3.664, p = .007). Using the same attentional index 

formula but now using average durations that the target was invisible rather than switches, 
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the attention index for durations equalled 1.23 for the load (versus the no load) conditions, 

corresponding to a small but significant increase in duration of the invisible periods (t(8) = 

2.340, p = .047). Thus, while the duration that the target was invisible increased with 

attentional load, the number of switches decreased. Independent of this, the percentage of 

total time of the experiment that the target was invisible slightly decreased as a function of 

load (38.5%, 36.8%, and 35.6% for the no, low, and high load conditions respectively), 

though this measure did not reach significance (F(1,8) = .334, p = .645). Thus, adding an 

unrelated task to MIB decreases the number of perceptual switches and increases the 

duration that the target is invisible, whilst not significantly influencing the total proportion of 

time that the target is invisible. 

The average number of perceptual switches decreased even more for the high attentional 

load compared to the low attentional load condition (t(8) = 4.458, p = .002) (Fig 7.2b). Also 

the effect of attention on duration was further increased; the target was invisible for longer 

under high attentional load compared to low attentional load (Fig 7.2c). This pattern could be 

observed in 6 out of 9 participants, although it was not significant (t(8) = 2.080, p = .071). 

These observed duration differences between the three conditions could be due to shorter 

reaction times to a disappearance of the target, or longer reaction times to a reappearance of 

the target under high attentional load. To examine this possibility, we examined reaction 

times to the periodic physical removals and reappearances of the target. Mean reaction times 

to these target disappearances were 780 ms, 771 ms, and 1067 ms for the no, low, and high 

attentional load condition, respectively; for the reappearances of the target on the screen the 

mean reaction times were 1164 ms, 1378 ms, and 1463 ms. The peripheral location of the 

target and participants’ engagement in the simultaneous central task can account for these 

relatively long reaction times. The effect of condition was not significant for either 

disappearances or reappearances (F(1,8) = 2.082, p = .171 and F(1,8) = 0.954, p = .370, 

respectively); moreover, both reaction time sets tended in the same general direction (higher 

reaction times under the high attentional load condition). 
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Any effect on reaction times to physical reappearances of the target could in principle be 

masked by the fixed interval of physical removal (7.5 seconds; see 7.2.4) which might 

conceivably have made anticipation possible (though participants were not informed about 

the physical removals). To rule out this possibility we therefore conducted a control 

experiment in two subjects, which followed an identical procedure but now with physical 

removals of variable duration (5-10 seconds). Mean reaction times to the target removals in 

this control experiment were 568 ms, 627 ms, and 679 ms for the no, low, and high 

attentional load condition, respectively; for the reappearances of the target on the screen the 

mean reaction times were 814 ms, 1497 ms, and 1190 ms. In both subjects, the effect of load 

(no, low, and high) was not significant for either physical disappearances or reappearances 

(F(1,7) = 3.293, p = .100 and F(1,7) = 0.566, p = .503). Also their reaction times did not 

differ significantly from their reaction times in the original experiment in any condition (t(5) 

< 2.184, p > .065). We therefore conclude that the regularity in duration of the physical 

removal of the target in the original experiment cannot account for our findings. 

The observed differences in number of perceptual switches and average duration of MIB 

can therefore not be attributed to differences in reaction times. Alternatively, the differences 

in duration might have been due to differences in small eye movements or blinks (Hsieh and 

Tse, 2009;Martinez-Conde et al., 2006). Repeated measures ANOVA of eye position, eye 

movements, and average number of eye blinks / sec (see 7.2.2) revealed no significant 

differences between the three conditions (F(1,4) = 1.141, p = .352, F(1,4) = 2.762, p = .155, 

and F(1,4) = 3.497, p = .129, respectively). Hence, the differences we observed in number of 

perceptual switches and duration cannot be caused by differences in eye movements 

(although the precision of our eye tracker does not rule out potential differences in 

microsaccades). We therefore conclude that placing attentional demands on an unrelated 

central task decreases the number of perceptual switches and increases the duration of 

perceptual invisibility of the target. 
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7.4 Discussion 

 

7.4.1 Effects of attention on stimulus awareness 

The influence of high-level factors, such as endogenous attention, on the dynamics of 

motion-induced blindness has not been studied extensively. Here we showed that directing 

spatial attention to an MIB target directly increased its probability of disappearance 

(compared to an unattended MIB target), whilst not interfering with the time it took the 

target to disappear. Conversely, increasing the attentional load in a central task unrelated to 

MIB decreased the number of disappearances and reappearances of the target and prolonged 

the periods of its perceived visibility and invisibility. 

It is well established that spatial attention can modify processing in local regions of the 

visual field, and this is associated with corresponding retinotopically-specific modulations of 

activity in primary and extrastriate visual cortex (Brefczynski and DeYoe, 1999;Ghandi et 

al., 1999;Somers et al., 1999). Typically, the effect of spatial attention is characterised as 

strengthening the representation of a stimulus, enhancing its salience and potency in 

competitive interactions with cortical representations of other stimuli in the visual 

environment (Kastner et al., 2009). Here, we found that spatial attention directed to an MIB 

target increased the probability of it disappearing. This appears counter-intuitive given the 

characterisation of spatial attention as increasing the salience of a target; why should a more 

salient target be more likely to disappear? However, previous behavioural work suggests that 

increasing target salience increases the duration of MIB (Bonneh et al., 2001). Specifically, 

disappearance of the target occurs for longer when the contrast between target and distracters 

is greater, presumably hampering the grouping of target and distracters (Hsu et al., 2004). 

These findings have led to the proposal that MIB is unlikely to be caused by local adaptation, 

but rather that higher level attentional and grouping mechanisms play a role (Bonneh et al., 

2001). Thus, our findings of increased probability of disappearance with spatial attention are 
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consistent with the notion that increased salience of the target (relative to distracters) is 

associated with enhanced disappearance.  

While Experiment 1 tested the effects of increasing attention directed specifically to the 

MIB target, Experiment 2 tested the effects of globally withdrawing attention from both MIB 

target and MIB distracters using attentional load in an unrelated central task. Attentional load 

theory (Lavie, 2005) proposes that at any one time the attentional capacity of participants is 

limited. After capacity is voluntarily allocated to the task at hand, any spare capacity results 

in processing of task-irrelevant stimuli. Thus, the extent to which task-irrelevant stimuli are 

processed depends on the degree to which attentional load in the relevant task has withdrawn 

resources from processing them. Processing of irrelevant distracters can be inferred either by 

measuring brain activity associated with their presence (Rees et al., 1997;Rees et al., 1999), 

or their behavioural interference on the central task (Lavie, 1995). Here, we explicitly 

required participants to monitor the peripheral MIB target at all times and so even under high 

load in the central task, attention by definition was not fully withdrawn but always remained 

to some extent divided. Moreover, the MIB target was not task-irrelevant, but rather 

associated with a different task. Nevertheless, the changes in performance in the central task 

replicate previous findings (Schwartz et al., 2005) and suggest that attention was 

progressively withdrawn from the MIB display under no, low and high load respectively. We 

found that such allocation of attention to the central task leads to a decrease in number of 

perceptual switches reported. Following load theory, this implies that perceptual alternations 

require some allocation of attentional resources. 

 

7.4.2 Attention in the neural competition model 

How do the findings from both experiments relate to existing explanations of motion-

induced blindness? Bonneh et al. (2001) speculated that MIB might be caused by a 

disruption of usually unnoticed, fast attentional switching. This disruption might result from 

an inability to divide attention between dissociated elements (i.e. the target and distracters) 



 170 

of the visual scene. On such an account, directing attention towards the target location would 

predict increased disappearance of the target since it is incompatible with the distracters. 

This is in line with our first experiment. However, directing attention away from the target 

would predict diminished attentional disruption and therefore more, naturally occurring, 

perceptual switches. This is not in agreement with our findings of a ‘slow-down’ of 

perceptual fluctuations in the second experiment. MIB has more recently been described in 

terms of a process of completion of the distracters into one homogeneous field, thus hiding 

the target from view (Graf et al., 2002). Such a completion process implies local neuronal 

competition between target and distracters. This process might be likely to occur in regions 

in early visual cortex, corresponding retinotopically to the target location, as we have 

demonstrated in the previous chapter. Local neural competition is also assumed to underlie 

other completion processes such as perceptual filling-in (Mendola et al., 2006;Weil et al., 

2008), neon colour spreading (Sasaki and Watanabe 2004), and filling-in of a visual phantom 

(Meng et al., 2005). Such neural interpolation mechanisms are facilitated by attention (Hol et 

al., 2003;De Weerd et al., 2006). Thus, directing attention to the MIB target should favour 

the distracters in the neural competition by enhancing distracter field completion and 

inducing target disappearance, which agrees with our findings. Conversely, directing 

attention away from both target and distracters should hamper the competition between 

target and distracters, thus slowing down the alternations of target visibility and invisibility. 

 

7.4.3 Attention and bistable perception 

Most studies investigating the effect of attention on bistable perception have focused on 

voluntary control over the perceptual alternation rate of the bistable stimuli. For example, 

voluntary attention can influence the rate of alternations in perception of apparent motion 

(Kohler et al., 2008). Attentional control over perceptual reversals of ambiguous figures is  

associated with activity in both frontal (Windmann et al., 2006) and posterior parietal (Pitts 

et al., 2008;Slotnick and Yantis, 2005) areas. Selective attentional control over perceptual 
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alternations in binocular rivalry is considerably weaker than control over alternations in 

other forms of bistable perception, such as Necker cube or face/house reversals (Meng and 

Tong, 2004;Van Ee et al., 2005). 

More relevant to the present findings are several recent studies that have begun to 

investigate the effects of directing attention towards versus away from a bistable stimulus. In 

one study employing a continuous MIB display with two targets, attention to a target was 

manipulated by asking subjects to respond to the two targets simultaneously versus to only 

one of them (HaiYan et al., 2007). When attention is focused on one target only, it 

disappears more frequently and for longer than in the divided attention condition. Similar 

enhancement of disappearance by attention has also been reported for Troxler fading (Lou, 

1999), and perceptual filling-in, a phenomenon related to MIB (Hsu et al., 2004;Hsu et al., 

2006), is likewise affected by attention (De Weerd et al., 2006). All these results are 

consistent with our findings from Experiment 1. Another study showed that disengaging 

attention from a binocular rivalry stimulus by using a demanding, unrelated task reduces the 

rate of rivalry alternations (Paffen et al., 2006), and recently less disappearance of an MIB 

target has been reported under similar conditions (Carter et al., 2008). Thus, the results from 

both our experiments seem to be in agreement with the emerging literature on spatial 

attention and bistable perception.  

 
 
 

7.5 Conclusion 

We have shown that appearances and disappearances of the target in motion-induced 

blindness are influenced by endogenous attention. It has been hypothesised that the neural 

processes underlying motion-induced blindness reflect the completion of the distracters into 

a homogeneous field (Graf et al., 2002). Our present results support this account, by 

demonstrating that directing attention away from the target (and distracters) by an unrelated 

task elsewhere hampers this process, by impeding competition between target and 



 172 

distracters, while directing attention towards the MIB target enhances such a process, by 

enhancing competition between MIB target and MIB distracters. Together, these results 

demonstrate that endogenous attention can indeed influence fluctuations in internal brain 

state leading to bistable perception. 
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Chapter 8      General Discussion 

 
 
 

8.1 Overview of findings 

At any point in time, the brain’s activity constitutes a complex interplay between activity 

evoked by sensory stimuli and cognitive processes, and ongoing, spontaneous activity that is 

unrelated to such processes. This spontaneous activity is in fact the dominant component of 

the brain’s total activity. This thesis has explored the nature of spontaneous brain activity, 

focusing on several of its aspects and using several methodologies.  

Using a theoretical approach, I first demonstrated that the large contribution of 

spontaneous activity to the brain’s total activity is reflected in cortical energy use. 

Calculations based on monkey electrophysiology data revealed that conscious perception of 

a stimulus in three modalities (vision, touch, and hearing) was associated with a minute 

increase in total cortical activity and therefore, energy use. This very small increase in 

energy use might well translate into a very small increase in blood flow; so small that it 

might not even be detected in the fMRI BOLD signal.  

The relationship between the BOLD signal and cortical activity changes was explored 

further in the context of purely spontaneous activity, i.e. in situations where no stimulus is 

present at all. Under such conditions, the fMRI signal exhibits slow fluctuations that are 

spatially coherent over the entire brain, so-called resting-state activity. Using simultaneous 

LFP-fMRI measurements in awake monkeys, I demonstrated widespread correlation 

between gamma power in the LFP signal and fMRI resting-state activity. The correlation 

peaked when the fMRI signal lagged behind the LFP power by 7-8 seconds and depended on 

the monkey’s level of drowsiness. Thus, the coherent fluctuations observed in the fMRI 

signal in the resting state are reflected in fluctuations in correlated neuronal activity, while 

the strength of this relationship depends on behavioural state.  
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Having shown that spontaneous activity measured by fMRI is directly related to 

spontaneous neural activity, I then used fMRI to explore the influence of spontaneous 

activity on local stimulus processing in visual cortex. Presenting a stimulus at perceptual 

threshold, I showed that spontaneous activity accounted for a large fraction of the variability 

in the BOLD response that this stimulus evoked. Conversely, the influence of spontaneous 

activity on the behavioural outcome of the stimulus (perceiving or failing to perceive the 

stimulus at threshold) was very modest.   

In order to investigate the influence of spontaneous activity on more drastic changes in 

perceptual outcome, I decided to use a bistable stimulus instead of a stimulus at perceptual 

threshold. I used motion-induced blindness (MIB) as a model system for studying the effect 

of spontaneous activity on bistable perception. Using fMRI, I showed that perceptual 

disappearance of the stimulus in MIB is coupled to an increase in activity in retinotopic 

locations representing the stimulus in early visual cortex. Local fluctuations in spontaneous 

activity thus have a direct effect on the perceptual awareness of the bistable stimulus.  

Finally, I investigated the influence of other factors such as endogenous attention on 

fluctuations in spontaneous activity itself. Again using motion-induced blindness as a model 

system, I demonstrated in two behavioural experiments that the dynamics of the perceptual 

appearances and disappearances of the stimulus, which are underlied by fluctuations in 

internal brain state, are influenced by attention.  

In conclusion, therefore, I have demonstrated that spontaneous activity makes up the 

dominant component of the brain’s total activity and energy use. I have revealed a direct 

relationship between spontaneous activity measured by fMRI and spontaneous neuronal 

activity. Using fMRI, I have then explored the influence of spontaneous activity on stimulus-

evoked activity and behaviour. I have shown that spontaneous activity partly accounts for 

variability in the response evoked by a stimulus, as well as variability in the perceptual 

outcome of a stimulus, such as awareness of a bistable stimulus. Spontaneous activity itself 

might be under the influence of other factors such as attention. 
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8.2 Implications of this research 

The work presented in this thesis has contributed to the study of spontaneous brain 

activity. Since the main experimental method used in this work was fMRI, this contribution 

has been mainly in the domain of fMRI resting-state activity. In particular, it has advanced 

our understanding of two aspects of fMRI resting-state activity; its relation to the underlying 

neural activity and its effect on local stimulus processing.  

 

8.2.1 Neurovascular coupling in the resting state 

The relationship between the fMRI signal and the underlying neural activity has been 

studied almost exclusively in the context of a stimulus-evoked response (Logothetis et al., 

2001;Niessing et al., 2005;Viswanathan and Freeman, 2007). That work has shown that 

fMRI responses are tightly linked with neural responses to a stimulus, particularly synaptic 

activity reflected in the local field potential. The work described in Chapter 4 presents the 

most direct evidence to date that this tight relationship between fMRI activity and local field 

potential also holds true for spontaneous activity. This conclusion is important for the 

interpretation of fMRI studies of resting-state activity; the large-scale, coherent fluctuations 

commonly observed in the resting-state fMRI signal are not an artefact of fluctuations in 

heart rate or respiration, but are genuinely associated with large-scale fluctuations in neural 

activity. Quantifying the relationship between these large-scale fluctuations in neural and 

fMRI activity will be difficult, however, since numerous physiological factors contribute to 

the modulation of microvasculature (Attwell and Iadecola, 2002). Moreover, our data show 

that the relationship between resting-state fMRI activity and spontaneous neural activity 

depends on the behavioural state of the subject; the fMRI and the neural signal were more 

tightly coupled when the monkey was in a more drowsy state than when the monkey was 

alert. Our data therefore also provide a word of warning to fMRI research in general; ‘fMRI 

activity’ does not linearly translate into ‘neural activity’. 
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8.2.2 Spontaneous activity and local stimulus processing 

To date, the effects of resting-state activity on stimulus-evoked activity and behaviour 

have not been studied in great detail. The main findings on this topic were obtained in motor 

cortex, where the effects of spontaneous activity on BOLD activity evoked by a button press 

(Fox et al., 2006b) and button press force (Fox et al., 2007) were assessed. The work 

presented in Chapter 5 generalises these findings to the visual cortex. A similar effect of 

spontaneous activity on BOLD response variability was found; in contrast, the effect of 

spontaneous activity on the behavioural outcome associated with stimulus presentation was 

modest. Spontaneous activity studied in the context of bistable perception (Chapter 6) 

showed a clearer correspondence between internal brain state and perception; robust 

fluctuations in visual perception (awareness of the stimulus) were associated with clear 

changes in activity in stimulus-specific retinotopic locations in early visual cortex. This work 

contributes to the literature concerning perceptual awareness (Blake and Logothetis, 

2001;Sterzer et al., 2009) and further elucidates the role of early visual areas in bistable 

perception.  

 

8.2.3 Practical implications 

Finally, the work on spontaneous activity presented here has some practical implications 

for the analysis of resting-state activity measured using BOLD fMRI. As outlined in 2.3.5, 

fMRI resting-state studies routinely remove the spontaneous BOLD fluctuations common to 

the whole brain (the so-called global signal) in order to reveal functional networks in the data 

(Fox et al., 2006a;Macey et al., 2004). The work presented in Chapter 4, however, 

demonstrates widespread correlation between neural activity and the fMRI signal throughout 

large parts of the cerebral cortex. This suggests that some portion of the global signal that is 

routinely removed in fMRI resting-state studies is closely linked to neural activity. We 

therefore advocate the use of a region that is unlikely to be influenced by neuronal activity 
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(such as the ventricles), rather than the global signal from the entire brain, to obtain a 

reference time course from in order to remove spurious correlations from the data.  

The data presented in Chapter 5 demonstrate that spontaneous activity accounts for a 

large portion of the variability in stimulus-evoked responses in the fMRI signal. Removing 

this contribution of spontaneous activity by means of a control region resulted in a 

substantial increase in signal to noise ratio (SNR). In order to achieve a similar increase in 

SNR in any task-related fMRI study, a short resting-state scan can be acquired alongside 

with the task data, which can be used to extract a control region; the spontaneous activity in 

this control region during acquisition of the task-related data can then be included as an extra 

regressor in the design. This method has already begun to be used (Bianciardi et al., 

2009c;De Zwart et al., 2008) (see also 2.3.7). Our optimised method for extracting a suitable 

control region, by using a weighted average of the activity in the 100 best correlated voxels 

as an estimate of the ‘true’ spontaneous activity in a stimulus region (see 5.2.5), can 

potentially help the implementation of this analysis step into many task-related designs.   

 
 
 

8.3 Experimental shortcomings  

In hindsight, several aspects of the design and analysis of some of the described 

experiments could have been improved. These shortcomings in the experiments do not 

invalidate the results presented in this thesis, but pose some limitations on their interpretation 

and implications.  

 

8.3.1 Controlling electrode position and behavioural state 

In order to gain an even better understanding of the neural basis of fMRI resting-state 

fluctuations, the permanent electrodes that were implanted in the brains of our monkeys 

(Chapter 4) could have been placed more strategically. For present purposes, they were 

implanted at rather arbitrary locations in frontal, parietal, and occipital cortex. Had they been 
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carefully placed in, for instance, areas that are part of the so-called default mode network 

(Greicius et al., 2003), then correlating their activity with the fMRI activity in all voxels in 

the brain (the ‘seed region’ approach) might have revealed more specific networks in the 

data. Also, having electrode pairs within the same functional network as well as in opposing 

networks might have given a better insight into the spatial specificity of the fMRI/neural 

correlation. Secondly, no heart rate and respiration data were collected for the monkeys, 

even though this can be effected relatively easily using a pulse oximeter and by monitoring 

exhaled CO2. These physiological data could have provided complementary information on 

the correlation between the fMRI and the neural signal, by providing a quantitative estimate 

on how much of the fMRI activity is explained not by fluctuations in neural activity, but 

instead by heart rate and respiration. Finally, the behavioural states (‘awake’ and ‘asleep’) 

for which we make differential claims about neurovascular coupling (see 4.3.4) are not very 

well defined. In particular, they comprise spontaneous opening and closure of the monkeys’ 

eyes and are therefore not well balanced across monkeys and sessions. Future experiments in 

which ‘alert’ and ‘relaxed’ states are experimentally controlled (for instance by a simple 

fixation task), will allow us to investigate neurovascular coupling in the resting state in a 

more rigorous manner.  

 

8.3.2 Protection zone and control ROIs 

The experiment into the neural correlates of motion-induced blindness (Chapter 6) 

would have benefitted from a slightly improved task design. First of all, the target stimulus 

(the yellow dot, see Fig 6.1a) was not surrounded by a blank ‘protection zone’ in which no 

distracters were present (Bonneh et al., 2001). At present, the activity increase in the 

retinotopic location of the target in V1 (see 6.3.2) can be attributed to either target-related 

activity, distracter-related activity, or a combination of both. Despite the limited spatial 

resolution of fMRI in relation to the size of the target, the presence of a protection zone 

without distracters could have aided in the disentanglement of target- and distracter-related 
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activity. Secondly, the control region in the hemisphere opposite from the target 

representation, which was used to check for spatial specificity of the observed activity 

increase for perceptual invisibility (the ‘control ROI’, see 6.2.5), could have been chosen 

more carefully, for instance by localising this region of visual space (the ‘diagonal’ from the 

target location) together with the stimulus localiser (see 6.2.3). Alternatively, a number of 

control regions throughout the visual cortex could have been selected more or less at 

random, and activity differences between the three perceptual states (‘target visible’, ‘target 

invisible’, and ‘target absent’) could have been examined in each of them. Both methods 

would have provided a more rigorous control measurement of the activity increase 

associated with perceptual disappearance of the target. Finally, the experimental design was 

not optimised for finding differences associated with perceptual switches in higher level 

areas, such as prefrontal cortex. Transient fMRI signal increases associated with perceptual 

transitions have been previously found in frontal regions (Kleinschmidt et al., 1998;Lumer et 

al., 1998), but were not observed in our study. This might have been due to the low number 

of participants in our experiment (eight), and including more participants in the study might 

have allowed us to detect activity differences in extra-visual areas.  

 

8.3.3 Controlling for attention 

It is well known that even in the absence of a stimulus, spatial attention can increase  

both fMRI activity (Kastner et al., 1999;Sapir et al., 2005) and neuronal firing rates (Colby et 

al., 1996;Luck et al., 1997). This increased baseline activity has been interpreted as a direct 

demonstration of top-down feedback, biasing neurons with receptive fields overlapping the 

attended location and thereby favouring stimuli that will subsequently appear there at the 

expense of those appearing at unattended locations (Kastner and Ungerleider, 2000). It is a 

reasonable concern, therefore, that the effect of spontaneous fMRI activity on participants’ 

behaviour during the grating detection task at threshold (Chapter 5) and motion-induced 

blindness (Chapter 6) might have been confounded by attention.   
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For instance, the variability in the evoked BOLD response and the behavioural 

variability in the responses to the low-contrast Gabor grating (Chapter 5) could conceivably 

have been due to fluctuations in attention rather than purely spontaneous fluctuations in the 

fMRI BOLD signal. Although several lines of evidence, such as the absence of any 

relationship between reaction times and magnitude of the evoked BOLD response or inter-

trial interval length, speak against the presence of a big attentional component in the data, the 

possible influence of attention cannot be completely eliminated. In order to control for a 

potentially confounding effect of attention even more rigorously, we could have shown 

‘catch’ stimuli at unpredictable locations in the visual field. This would have eliminated a 

potential contribution of spatial attention, yet would have made the experiment even longer 

due to the addition of these catch stimuli.  

The activity increases associated with target invisibility in the motion-induced blindness 

task (Chapter 6) could also potentially be explained by involuntary, transient shifts in 

attention to the disappearing target, an effect termed attentional capture (Lee et al., 

2007;Pastukhov and Braun, 2007). This is especially likely given that directed spatial 

attention has a direct effect on target disappearance (Chapter 7). We attempted to keep such 

confounding fluctuations in attention to a minimum by introducing a secondary task at 

fixation and having a control condition of ‘real’ target disappearance (which is perceptually 

indistinguishable from perceptual target disappearance). It is difficult to rule out the 

attentional capture effect any further. In order to estimate the effect of attentional capture on 

the data, long periods (>10 seconds) of stimulus invisibility could be taken and the level of 

activity in relation to stimulus visibility estimated for the first half of these periods (just after 

the perceptual switch) as well as for the second half (when the stimulus percept is stable).  
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8.4 Outstanding issues 

Several chapters in this thesis have touched upon outstanding issues in the study of 

spontaneous brain activity, which call for new experiments and will hopefully shape the 

themes around which the research field will evolve in the near future.  

 

8.4.1 Interaction between spontaneous and evoked activity 

In Chapter 5, the interaction between spontaneous and stimulus-evoked brain activity 

was examined for the stimulus used in the experiment, a low contrast Gabor grating at 

perceptual threshold superimposed on a patch composed of random noise. This interaction 

was assessed in a psycho-physiological interaction (PPI) analysis. Spontaneous BOLD 

activity and BOLD activity evoked by the stimulus were found to be linearly additive; no 

evidence for a nonlinear interaction was found (Fig 5.4). This result is in agreement with 

findings in motor cortex, where the magnitude of the response to a button press did not 

depend on whether the response occurred during a peak or a trough in the underlying 

spontaneous activity (Fox et al., 2006b). Conflicting evidence has been reported for the FFA 

and V5/MT, however, where the shape of the BOLD response to a visual stimulus depended 

on the activity prior to that stimulus, leading to the conclusion that prestimulus 

‘spontaneous’ activity interacted with the activity evoked by the stimulus (Hesselmann et al., 

2008a;Hesselmann et al., 2008b). One explanation for the apparent inconsistency in the 

findings might lie in the way spontaneous brain activity was measured; when an estimate of 

the spontaneous activity in the area of interest by means of another brain area was used, no 

interaction between the spontaneous and evoked activity was found, whereas when 

prestimulus activity was used as a measure of spontaneous activity, an interaction was found.   

Both methods of measuring spontaneous brain activity (using an estimate versus using 

prestimulus activity) yield inaccurate accounts of the veridical spontaneous activity in the 

area of interest while the stimulus is presented. Therefore settling this apparent inconsistency 

in the findings to date might benefit from electrophysiological methods, which can measure 
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the spontaneous neural activity directly and have much better spatial resolution than fMRI. 

The interaction between spontaneous and stimulus-evoked neural activity has been studied in 

one of the earliest, seminal electrophysiology studies on spontaneous neuronal activity 

(Arieli et al., 1996). Measuring the effect of a very simple visual stimulus on the visual 

cortex of anaesthetised cats, this study proposed that the stimulus evoked a constant amount 

of neuronal activity that was linearly superimposed on a variable amount of ongoing, 

spontaneous activity. This experiment can be repeated in awake animals, so that the 

spontaneous neuronal activity is not compromised by the anaesthesia (Vincent et al., 2007) 

and more complicated stimuli can be used. In addition, doing this experiment in awake 

animals allows for the option of requiring a behavioural choice of the animal based on the 

stimulus. In this way, the effect of spontaneous activity on the behaviour of the animal itself 

can be studied and compared to the findings in humans (Fox et al., 2006b;Thut et al., 2006). 

 

8.4.2 Origins of spontaneous activity 

In our simultaneous LFP-fMRI recordings in monkeys (Chapter 4), we found widespread 

correlation between the gamma LFP power and the fMRI signal, irrespective of where the 

LFP signal was sampled from, be it the occipital (Fig 4.4), frontal (Fig 4.6), or parietal 

cortex. This suggests that across the entire cortex, correlated spontaneous fMRI activity is 

coupled to correlated spontaneous neural activity. The correlation between spontaneous 

fMRI activity in distant cortical areas has been studied extensively (Biswal et al., 1995;Fox 

et al., 2006a;Greicius et al., 2003). Correlation in spontaneous neural activity has been less 

well investigated to date. Intracranial electrocorticography (ECoG) recordings in humans 

have revealed significant interhemispheric correlations in gamma power between 

functionally similar areas, such as the auditory cortices (Nir et al., 2008) and the 

sensorimotor network (He et al., 2008). These correlations were enhanced during rapid eye 

movement and stage 2 sleep (Nir et al., 2008). Only one of the two monkeys used in the 

experiment described in Chapter 4 had more than one functioning implanted electrode in the 
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brain at any point in time. Additional simultaneous recordings from these electrodes outside 

the scanner environment, when the LFP signal is not being polluted by the switching of the 

gradients, could confirm and extend the findings from human data (Nir et al., 2008).  

The basis of the widespread correlation between the fMRI signal and the gamma LFP 

power fluctuations is at present a matter of speculation. One possibility is that modulations in 

both the neural and the haemodynamic signals share a common, perhaps subcortical origin. 

BOLD resting state fluctuations in both cortical hemispheres have been shown to be strongly 

correlated to fluctuations in their contra- and ipsilateral thalamus (Zhang et al., 2008), thus 

highlighting the potential importance of thalamocortical pathways in the resting state. 

Activity in thalamocortical loops could have a widespread, modulatory effect on neural 

activity over large portions of the cerebral cortex, which could lead to corresponding 

vascular responses via local neurovascular coupling. Simultaneous recordings of 

spontaneous LFP fluctuations from these potential subcortical loci and the cerebral cortex in 

future studies might shed more light on the origin of resting state fluctuations. 

 

8.4.3 Scale at which spontaneous activity operates 

In this thesis, I have focused mainly on the ultra-slow fluctuations in spontaneous 

activity across the entire cerebral cortex that can be detected with BOLD contrast fMRI. 

These spontaneous fluctuations are dominated by very low temporal frequencies, following a 

1/f –like power distribution (Cordes et al., 2001). The data presented in Chapter 4 show that 

these ultra-slow fluctuations in BOLD signals are also present in electrophysiological 

signals, especially in gamma-band local field potential power. The brain-wide coverage of 

BOLD signals has led to the uncovering of widespread correlations at the spatial scale of the 

entire cerebral cortex, a fact which has been exploited in the choice of a control region in 

Chapter 5.  

FMRI inherently offers a limited spatial resolution (in the order of mm3) and a very 

limited temporal resolution (in the order of seconds), and can therefore detect only a subset 
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of the spontaneous activity that is potentially present. Electrophysiological data show that the 

spontaneous activity of single neurons can shape network activity on much smaller temporal 

and spatial scales. The spontaneous firing of single neurons is strongly correlated to the 

instantaneous spatial pattern of ongoing population activity in its neighbours, and these 

spatial patterns remain very similar when the single neurons are driven by their optimal 

stimulus instead of firing spontaneously (Tsodyks et al., 1999). Such spontaneously 

emerging spatial patterns in the population activity in visual cortex often closely resemble 

orientation maps (Kenet et al., 2003). This suggests that orientation maps are largely 

determined by intra-cortical connectivity, and that the response of neurons in visual cortex is 

affected to a large degree by spontaneously emerging ‘cortical states’ rather than being a 

direct reflection of the visual input. These studies therefore show that spontaneous activity 

on the level of single neurons has a highly stable and coherent spatio-temporal structure.  

Spontaneous activity in the brain is therefore present at multiple temporal and spatial 

scales. What, if any, is the connection between the fast switching spontaneous cortical states 

measured with electrophysiology, and the very slow, global fluctuations detectable with 

fMRI? Do they share a common origin? Attempts to answer such questions would benefit 

greatly from electrophysiological measurements at the scale of the entire brain. The 

properties of the spontaneous activity recorded in this way would be directly comparable to 

resting-state fMRI data, since the data could contain arbitrarily low frequencies (depending 

on the length of continuous data collection) and have brain-wide coverage just like fMRI 

data, yet would contain much more precise temporal and spatial information.   

 

8.4.4 Function of spontaneous activity 

The influence of spontaneous brain activity on stimulus-evoked activity and behaviour, 

as was studied in Chapters 5, 6, and 7, touches upon a much more fundamental issue; 

namely, what function spontaneous cortical activity serves. Why does the brain spend so 

much energy on neuronal activity without a clear purpose, and comparatively so little on 
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neuronal activity that is clearly linked to sensory and cognitive processing? The role of 

spontaneous activity in brain function is currently unknown, but several suggestions have 

been made.  

One possibility is that spontaneous activity resembles a memory trace, with correlated 

spontaneous activity between areas or neurons revealing common activation by recent 

sensory experiences or cognitive tasks. For example, optical imaging in rat visual cortex has 

shown that following repetitive presentation of a visual stimulus, spatiotemporal activity 

patterns resembling the evoked response appear more frequently in the spontaneous activity 

than prior to the stimulus (Han et al., 2008). Such immediate ‘replay’ of sensory experience 

has also been reported in rat hippocampus (Foster and Wilson, 2006). This reverberation of 

recent sensory experiences in subsequent spontaneous activity could contribute to short-term 

memory by helping to consolidate these experiences into stable cortical modifications.   

Another possibility is that spontaneous activity serves to organise and coordinate 

neuronal activity by supporting cortical network structures (Buzsaki and Draguhn, 

2004;Salinas and Sejnowski, 2001). A myriad of self-governed oscillations at various spatial 

and temporal scales can be detected in the sleeping brain (Steriade et al., 1993;Steriade and 

Timofeev, 2003). These spontaneous network oscillations temporally link neurons into 

assemblies, which might, for example, be responsible for the binding of separately processed 

visual attributes into a coherent visual percept (Gray et al., 1989). Another example of 

spontaneous activity shaping cortical structures is given by the spontaneous and synchronous 

firing of ganglion cells, which generates waves of activity that help the formation of eye-

specific layers in the retina and thereby structures the precise visual pathway from the retina 

to the lateral geniculate nucleus (Shatz, 1996).  

A final possibility is that spontaneous activity represents dynamic predictions about 

future sensory events (Engel et al., 2001;Pouget et al., 2003) (see also 1.3.3). Experimental 

support for this ‘predictive coding’ notion comes both from optical imaging (Kenet et al., 

2003) and fMRI (Hesselmann et al., 2008a) studies. Electrophysiological recordings in cat 

visual cortex even show that spontaneous activity has predictive power for the subsequent 
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neural response to that stimulus; synchronous fluctuations between pairs of neurons before 

stimulus onset predict their response latency to be correlated (Fries et al., 2001a).  

These possibilities are not mutually exclusive and all of them may be important in 

understanding the role of spontaneous activity in brain function. Whatever its precise role 

may be, the presence and properties of spontaneous activity are already altering the 

traditional views on brain function and will likely continue to do so in the future.  

 
 
 

8.5 Conclusion 

In this thesis, I have explored the nature of the brain’s spontaneous activity, with an 

emphasis on its interaction with brain activity devoted to visual perception. Using a variety 

of complementary neuroscientific methods, I provided converging evidence to demonstrate 

that the large contribution of spontaneous activity to the brain’s total activity is reflected in 

energy use; that spontaneous brain activity measured with fMRI is widely correlated with 

spontaneous neural activity; that spontaneous activity in visual cortex partly accounts for the 

variability in fMRI responses to a stimulus; that local fluctuations in the spontaneous activity 

in visual cortex have a direct effect on the perceptual awareness of a bistable stimulus; and 

that spontaneous activity itself is influenced by endogenous attention.  

This work has advanced our understanding of the neurovascular coupling between 

spontaneous neural and fMRI activity under different behavioural conditions, as well as our 

understanding of the effect of spontaneous activity on local stimulus processing. In addition, 

it has a number of practical implications for the study of resting-state fMRI.  

There are many ‘big’ questions that remain to be answered about spontaneous brain 

activity, including its origins, the temporal and spatial scale at which it operates, and its 

significance for brain function. This thesis has hopefully made a small contribution towards 

addressing these issues, and convinced the reader that understanding the brain’s spontaneous 

activity will ultimately provide a deeper insight into the functioning of the brain as a whole. 
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