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Abstract 

CLEF (Co-operative Clinical e-Science Framework) is an MRC sponsored project in the e-
Science programme that aims to establish methodologies and a technical infrastructure for 
the next generation of integrated clinical and bioscience research. It is developing methods 
for managing and using pseudonymised repositories of the long-term patient histories which 
can be linked to genetic, genomic information or used to support patient care. CLEF con-
centrates on removing key barriers to managing such repositories – ethical issues, informa-
tion capture, integration of disparate sources into coherent “chronicles” of events, user-
oriented mechanisms for querying and displaying the information, and compiling the re-
quired knowledge resources.  This paper describes the overall information flow and techni-
cal approach designed to meet these aims within a Grid framework. 

Introduction 
Our rapidly increasing ability to gather informa-
tion at the molecular level has not been matched 
by improvements in our ability to gather informa-
tion at the patient level. There is a strong conver-
gence of need between current trends towards 
safer more evidence based patient care and cur-
rent trends in post-genomic research which seek 
to link molecular level processes to the progress 
of disease and the outcome of treatment. Both 
need to be able to answer the questions: 

What happened and why?  
What was done and why? 

Simple those these questions may seem, they 
remain difficult to answer without recourse to 
manual examination of patients’ notes – a time 
consuming process whether the notes are elec-
tronic or paper. Yet without answers to these 
questions, it is difficult either to measure the 
quality of care or to investigate the factors affect-
ing onset and recurrence of disease.   

Barriers & Requirements 

Barriers 

CLEF categorizes the key barriers and require-
ments as:  

• Privacy, consent, and security – at all lev-
els: policy, organisational structure, and 
technical implementation.  

• Information capture – extracted from text 
as well as collected from structured records, 
reports, and results. 

• Information integration and ‘chronicalisa-
tion’ – to infer a coherent history of events 
from the hundreds of diverse documents 
that make up the raw material of the patient 
record.  

• Information analysis, presentation and 
summarisation – to make the information 
on individuals and populations easily acces-
sible to both practising clinicians and bio-
medical researchers with minimal specialist 
training. 

• Knowledge resources – to recognise the 
significance and interrelationships of 
events. 



 

Figure 1 – Basic CLEF Information Flow 

• Standards for both data and metadata – to 
permit effective information sharing and re-
use.  

Requirements & information flow 

The requirements and technologies are best un-
derstood in the context of the CLEF information 
flow that has emerged from the design process 
and is shown in Figure 1. 
 Starting with the “Patient care and dictated text” 
at the left side of the diagram, the flow is: 

• Capture of the information. Some informa-
tion comes from dictated and transcribed 
text. Other information comes directly from 
hospital information systems – e.g. labora-
tory results, prescriptions, etc.   

• Pseudonymisation of all information at the 
originating 
hospital by 
removal of 
overt iden-
tifying 
items – 
name, date 
of birth, 
etc - and 
by 
providing 
a CLEF Entry identifier that can only be re-
versed by the provider (or their nominated 
trusted third party)  

• Depersonalisation of the texts to remove 
any residual information that might risk 
identification – e.g. names of relatives, nick 
names, place names, unusual occupations, 
etc. Hence a requirement for reliable scal-
able techniques. 

• Information extraction of key information 
from the texts into predefined “templates”, 
possibly with the help of context provided 
by preceding texts and by structured infor-
mation already in the repository  

• Integration into the health record reposi-
tory of all information including laborato-
ries, radiology, and genomic analyses 

• Constructing the chronicle to infer a coher-
ent view of the patient’s history. Typically 
the same information occurs in many differ-
ent documents with different levels of 
granularity, clarity and sometimes conflicts 
must be reconciled.  

From this point the information can go in two 
directions. 

• Use for patient care - back to the clinicians 
in the form of summaries for patient care. 
Providing a concise up-to-date summary of 

a patients’ condition is a prime request of 
clinicians for improving patient care.  Be-
cause it requires re-identification of pa-
tients, this step can only occur at the hospi-
tal and after security controls have been 
stringently tested and agreed to be adequate. 

• Use for clinical e-science research – on to 
the repository under the overall control of 
the Ethical Oversight Committee.  

• Enrichment for e-Science – with the results 
of researchers’ queries, their workflows, in-
terpretations, curation and links to external 
information added to the repository so that 
it becomes the basis for virtual communities 
of researchers.   

At the heart of CLEF is the compilation of a sin-
gle coherent “chronicle” for each patient from 

distributed 
heterogeneous 

information 
that makes up 
the medical 
record.  At 
one level, the 
chronicle pro-
vides a clear 
presentation to 
clinicians and 

researchers of the course of one patient’s illness 
as shown in Figure 2.  At another they are data 
structures which can be easily aligned on “index 
events” – diagnosis, first treatment, relapse, etc.- 
and aggregated for statistical analysis to answer 
questions such as “Of patients with breast cancer 
with a particular genetic profile, what is the com-
parison of the time to first recurrence for those 
treated with Tamoxifen as against those treated 
with a new proposed drug regimen”.   “How 
many dropped out of each treatment and why?” 
“How many required supplementary therapy for 
the side effects of treatment and why?”  

Technologies required 

Technologies and requirements 
CLEF is focusing on the specific technologies 
which are currently barriers to obtaining and in-
tegrating clinical information: 

• Privacy , confidentiality, consent, and secu-
rity 

• Information extraction from texts to acquire 
the information 

• Integration of clinical information and the 
development of “chronicles” 

• User oriented querhy formulation and a 
“What you see is what you meant interfac” 



• Knowledge resources and metadata 
• e-Science Infrasttructure and Links to the 

new NHS National Program for IT (NPfIT) 
• Links to the new NHS Infrastructure 

Privacy, confidentiality, consent and security 

As is clear from the “stop signs” in Figure 1, 
much of the CLEF infrastructure involves privacy 
and security. The overarching requirement is a 
policy and oversight framework for privacy and 
consent. No technical solution can be perfect, so 
confidence in the organizational measures is the 
most critical single criterion for success. 

Furthermore, no technical solution can succeed 
without vigilance. A key part of the CLEF policy 
is the obligation of care for all researchers to 
report potential hazards to privacy as part of the 
routine use of the CLEF repository coupled with 
technical measures to make it easy to do so.   

However, technical measures are required and 
the requirements potentially conflict. Pseudony-
mous identifiers must be secure but must also 
support a) linking from multiple sources, b) re-
identification with consent by the healthcare pro-
vider c) withdrawal or modification of consent by 
the patient.  Both initial pseudonymisation and 
re-identification must be done solely within the 
hospital providing the information. Therefore, at 
least three stages of pseudonymisation are envis-
aged, one for entry from the hospital level, a sec-
ond for linkage and use within the repository 
itself, and a third for any datasets authorised for 
release to users. Combinations of trusted third 
parties and techniques from e-Commerce (e.g. 
[22]) and current Grid research are under investi-
gation, but the final choice must be deferred until 
the new NHS Infrastructure for the Integrated 
Care Record Service1 has reached a stable state. 
To cope with this forced deferral, the current 
stage of the project deals with records from de-
ceased patients only and uses a simplified scheme 
but is designing the architecture and user inter-
face insofar as possible to accommodate the lead-
ing candidates.  

The use of text extraction requires that special 
attention be paid to removing identifiers from 
text using language technology – a process we 
term “depersonalisation” which uses well estab-
lished techniques from “named entity extraction” 
[10] and related techniques [21]. The effective-
ness of the depersonalisation mechanisms will be 
rigorously checked using the corpus of records 
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from deceased patients as a condition for use of 
the system with records of live patients.  

The other side of the issue is the employment of 
statistical disclosure control technology to moni-
tor and blur the output of queries to reduce the 
risk of deliberate or accidental re-identification 
through queries of the pseudonymised repository. 
No matter how well pseudonymised, de-
identified and depersonalised, there is always a 
risk that personal data can be re-identified 
through sophisticated cross referencing, statisti-
cal or data mining techniques. This risk of such 
re-identification is well established and tech-
niques to combat it are developing rapidly [6, 13, 
15, 20]. One notable technique is referred to as 
statistical disclosure control. It focuses heavily 
on the assessment of risk in single, static and 
cross-sectional datasets [4, 5]. A systematic risk 
assessment disclosure control methodology [14] 
for the additional risks posed by multiple table 
releases will be employed to further to reduce the 
risk of re-identification. 

Privacy is relative to risk and consent. All re-
cords in the repository contain detailed metadata 
on the level of consent granted for their use by 
patients. One of CLEF’s major activities is to 
seek agreed standards for metadata on consent 
within the community. 

Information Extraction & Language Technol-
ogy 

Doctors dictate. Much of the key information in 
clinical records continues, and will continue for 
the foreseeable future, to be contained in unstruc-
tured or at best minimally structured texts. Hence 
a major part of CLEF is devoted to adapting and 
evaluating mechanisms for information extraction 
from text [8, 11]. Four features of the cancer do-
main make information extraction feasible a) the 
very limited sublanguage, even more so than for 
medicine as a whole [7];b) much of the special-
ised information is in common with molecular 
biology which is a major target for current text 
extraction efforts e.g. [9, 19];  c) the well defined 
list of index events and signs that allows the tem-
plate for extraction to be well defined; d) the 
existence of multiple reports for most events.  

The existence of multiple reports is particularly 
important and has not been widely noted else-
where to the best of our knowledge. Cancer pa-
tients are seen over a long period of time and 
their records summarized repeatedly so that there 
are many parallel or near parallel texts – often 
150 or more text documents per patient. What 
may be unclear or ambiguous in one text can be 



refined from others. This is particularly important 
when dealing with records from a referral hospi-
tal where the system usually will start in the 
“middle of the story”.  For example, first docu-
ment might simply mention breast cancer in the 
past, concentrating on the current recurrence. A 
summary later might give a date for a mastec-
tomy but no details of the tumour type. Eventu-
ally, perhaps after information from the referring 
hospital was received, a definitive statement of 
the time, tumour, spread, and treatment might be 
found.  Subsequent notes might again refer to the 
initial cancer vaguely while concentrating on 
current concerns.  By cross checking information, 
the picture of 
the overall 
“chronicle” 
gradually 
comes into 
focus, although 
still with vary-
ing degrees of 
certainty. 

What this 
means for the 
architecture is 
that extracting 
information 
from one 
document may 
involve refer-
ence to the repository as a whole – hence the 
extra loop back from information extraction in 
Figure 1. 

“Chronicalisation” and Integration 

The classic problem for electronic health records 
is to maintain a faithful, secure, non-repudiatable 
record of what healthcare workers have heard, 
seen thought and done [17].  The CLEF EHR 
repositories follow standards designed to achieve 
these aims – e.g. OpenEHR2 [12],  CEN standard 
136063, and associated development of “arche-
types”[1] 

However, the central issue for CLEF is different 
– to infer a single coherent view of each patients’ 
history from the myriad documents and data in 
the EHR including and to align them with other 
similar patients in aggregates for querying and 
research.   
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Furthermore, CLEF is interested not only in the 
literal information in the documents but in their 
clinical significance – not only what was done 
but also why. It is not enough to know that the 
report of a bone scan claimed “only osteoporotic 
changes”. It is necessary to recognise that this 
indicates that there are “no bony metastases 
found”.  It is not enough to know that the patient 
was taken off chemotherapy, it is important to 
know what side effect or concurrent illness inter-
vened. 

Assembling the chronicle is therefore a knowl-
edge intensive task that relies on inferences. The 
reliability of these inferences may vary, and it is 

essential to re-
cord not only the 
inferences but 
also the evi-
dence on which 
they were based 
and their reli-
ability. A 
graphical pres-
entation of a 
chronicle devel-
oped manually 
as part of the 
requirements 
exercise for 
CLEF is shown 
in Figure 2.   A 

human observer can quickly infer many of the 
reasons from the juxtaposition of events; an ef-
fective computer based “chronicle” must capture 
those inferences.  

Query formulation, WYSIWYM and Infor-
mation Generation 

For the data in the CLEF Repository to be useful, 
it must be easily accessible to scientists and clini-
cians. CLEF is experimenting with a variety of 
textual and graphical query interfaces to the re-
pository. However, the prime interface for re-
searchers is being designed around techniques 
from language generation known as 
WYSIWYM –“What you see is what you 
meant”[2, 16]. An example is given in Figure 3.  

The WYSIWYM interface allows users to ex-
pand a natural language like query progressively 
to produce queries of arbitrary complexity and 
then summarises the results, again in generated 
natural language. 
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Figure 2: An individual patient chronicle in graphical form 



Query 
Treatment profiles: Patients who received [this type of 
treatment], compared with patients who did not. Outcome 
measure: Percentage of patients alive after [this interval of 
time]. 
Relevant subjects: Patients with [this type of cancer]
Answer| 
It was found that out of 1790 patients diagnosed with cancer 
of the pancreas, 1300 had a pancreaticoduodenectomy and 
490 didn’t.  Out of the 1300 patients who had a pancreati-
coduodenectomy, 890 (68.46%) were alive after 5 years. Out 
of the 490 patients who did not have a pancreaticoduodenec-
tomy, 87 (17.75%) were alive after 5 years. 

Figure 3: Example of WYSIWYM query formula-
tion and natural language response 

Knowledge resources and Metadata 

All the key technologies in CLEF are knowledge 
intensive. The overall approach in CLEF is based 
on “ontology anchored knowledge bases” – 
knowledge bases anchored in common concep-
tual models but conveying additional domain 
knowledge about the concepts represented. Ex-
amples include which drugs are used for which 
purposes, the significance of different results 
from different studies, the fact that a seemingly 
positive finding such as “evidence only of degen-
erative changes” may in practice convey the 
negative information that “no metastases were 
found”. Some of this information exists in estab-
lished resources such as the UMLS4. However, 
much of it needs to be compiled. CLEF works 
with both myGrid5 and the new CO-ODE6 project 
to developer-usable knowledge resources and 
tools.  

The CLEF repository is intended to be more than 
simply a data collection. Rather it is intended, in 
the spirit of “collections based research and e-
Science” to be a repository of both data and what 
the interpretations of that data by various re-
searchers, their conclusions, and the methods 
they have used to achieve them. In this, it re-
quires intensive metadata of at least five types: 

• Resource discovery information: what is in 
the repository and what services does it pro-
vide 

• Provenance information: where information 
came from, the evidence for any inferences, 
and the uncertainty of the information. 

• Usage and workflow information: how the 
information has been used, including infor-
mation allowing monitoring potential com-
promises of privacy 
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• Consent and sensitivity information about 
what information may be included in que-
ries for different purposes. 

• Clinical significance and consequences: 
why things were done and what they are be-
lieved to mean, always annotated by prove-
nance metadata  

The first three appear generic and analogous to 
metadata within other projects in e-Science and 
the semantic web, such as myGrid. CLEF also 
shares much in common with clinical trials, and 
some of the metadata schemas must take into 
account the emerging standards for clinical trial 
metadata7. The fourth and fifth types of metadata 
are more specific to CLEF’s biomedical and care 
focus. CLEF will be actively promoting inter-
change standards in these areas. 

e-Science Infrastructure 

CLEF is building on and/or extending technolo-
gies and middleware components developed in 
myGrid8 pilot and other e-Science projects in sev-
eral areas. One area is related to the Grid based 
security framework. The role of privacy and se-
curity in handling clinical and other person-based 
information has become even more critical and 
central since CLEF was formulated because of 
external pressure in society. For CLEF to be us-
able and integrate-able within the e-Science in-
frastructure/Grid whilst meeting the clinical do-
main privacy and security stringent requirements, 
it is basing its technical solutions on the underly-
ing Grid authentication, authorisation and access 
control services being developed in FAME-
PERMIS9, PERMIS [3] or other e-Science re-
lated projects. FAME-PERMIS is an authentica-
tion strength linked authorisation system. It has a 
multi-factor authentication model supporting a 
wide range of authentication methods including 
IP addresses, passwords, certificate-based soft 
tokens, and Java cards. The use of different au-
thentication tokens imply different authentication 
strength, or the Level of Assurance (LoA), that 
enable multi-level authorisation and access con-
trol to the underlying information.  

The second area is based around the use of tech-
nologies developed to support the e-Science life-
cycle, notably technologies for workflows and 
provenance. Using these technologies, clinical 
scientists can make the most effective use of the 
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clinical resources being developed. Experience in 
myGrid has shown that adoption of automated 
workflows within a bioinformatics setting can 
drastically reduce the time taken to perform 
complex analysis and also aid the sharing and 
reuse of e-Science practice between scientific 
groups [18]. CLEF is currently addressing the 
challenge of adapting metadata, provenance and 
workflow technologies and methods from the 
relatively precise delimited world of molecular 
biology to the imprecise and much wider world 
of clinical practice. myGrid has a sophisticated 
model of provenance – who, what, where, why, 
when, how - metadata associated with every ex-
perimental entity represented by the Information 
Model10, including components that can generate, 
store and visualise provenance represented in 
RDF [23]. Although properties are already in 
place in the model to hold the appropriate disclo-
sure information, extensions are required to cope 
with the enhanced levels of privacy required by 
CLEF and to make use of that metadata when 
browsing the metadata and data in the myGrid 
Information Repository. 

Another important area is to use Semantic Web 
and relevant Grid tools and technologies to sup-
port the CLEF chronicle described above. myGrid 
is already developing middleware components 
with which the scientist can directly interact. 
Domain specific ontologies written in the Ontol-
ogy Web Language (OWL) allow resources to be 
described in terms that are familiar to the scien-
tist. These ontologies and associated semantic 
web components pervade the middleware and 
applications, being used in repositories, registries 
and workflow environments. 

Discussion 
CLEF is aiming to contribute to a UK national 
infrastructure for advanced clinical trials and 
longitudinal studies using the emerging e-
Science/Grid technology for distributed collabo-
rative research and information sharing. Tech-
nologies developed in CLEF will enable a broad 
integration of clinical information from multiple 
sources and eventually aiming to joining up pa-
tient care with biomedical research. It builds on 
the basis of e-Science projects, such as myGrid 
and others, to bring their insights to the clinical 
domain. It is complementary with projects such 
as the National Cancer Tissue Resource and Na-
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tional Translational Cancer Network that focus 
more on actual specimens and genomic informa-
tion per se. It seeks to provide clinical and 
knowledge resources that will be re-usable, for 
example within the broad framework being over-
seen by the National Cancer Research Institute 
(NCRI) and to lessen the barriers to using clinical 
information in collaborative research. 

CLEF is playing a central role in addressing pri-
vacy and security issues with a group of cooper-
ating projects within the e-Science initiative. 
Other projects, using clinical or other person-
based information, include Integrative Biology 
(EPSRC e-Science pilot), proposed MRC e-
Science projects PsyGrid, CancerGrid, and 
GEOGRAPHICAL would benefit from CLEF 
privacy and confidentiality policy framework, 
data and metadata management. Although current 
technical approaches for addressing privacy and 
security solutions are promising, developing a 
solution that enable distributed secure Grid-based 
computing and sharing of information remains a 
challenge for the whole GRID and e-Science 
community. 

Current work CLEF is centred at the Royal Mars-
den Hospital Trust, one of the UK’s premier can-
cer research centres. The next step is to broaden 
CLEF technology adaptability and scalability to 
include other trusts. Also planned evaluations 
include practical clinical trials at the London 
Institute of Genetic Medicine. Once CLEF de-
veloped privacy policies and security solution are 
evaluated, CLEF will seek ethical approval from 
the MREC to use live patients data.  
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