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Ab initio calculations of water intensities are becoming mature and are claimed to have 1% accuracy in
many cases. Experimental intensities with 1% accuracy can be achieved with some care. An inter-
comparison of ab initio against experimental water intensities is presented for a variety of infrared bands
for H,'®0 and some for H,'®0 and H,!”0. A new calculated H,'®0 line list is presented for which un-
certainties in the ab initio line intensities are evaluated. Much of the data show agreement within 2%
between ab initio and experiment, however, for some bands, notably those involving excitation of some
stretching modes, there are larger offsets of up to 8% attributed to ab initio calculation errors but still
within the uncertainty of the ab initio calculation. In the v; fundamental band differences of between
+5% and —13% are found which show systematic dependence on wavenumber, AK,, and A/, again at-
tributable to ab initio calculation errors. In the v, band, intensity-dependent differences up to 2% ori-
ginate from the analysis of the experimental data. At present experiments are important to validate ab
initio calculations but ab initio predictions can be very useful in validating the experiment. As the two
procedures display significantly different systematic errors, it is suggested that combining both gives the

best results; this study will also facilitate further improvements of the theoretical methodology.
© 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Water is molecule number one in HITRAN [1], the major ab-
sorber of incoming sunlight in Earth's atmosphere and its biggest
greenhouse gas. Its spectrum is therefore very well studied, see
Refs. [2-7] for systematic compilations of experimental spectra of
the various water isotopologues. However the demands of atmo-
spheric science in general and satellite instruments such as MIPAS
(Michelson Interferometer for Passive Atmospheric Sounding) on
ENVISAT [8] mean that the laboratory data on water spectra must
be of high quality. A particular issue is the reliability of the avail-
able transition intensities.

There are two approaches to obtaining accurate intensities for
individual transitions. Traditionally this is done experimentally
and there are a number of studies [9-11] which have produced
intensity measurements which are accurate to 1% or better. For
these measurements an extensive error analysis of systematic and
random errors was carried out. In case of the 1 pm region, two
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independent measurements, those of Hodges et al. [10] and the
DLR (German Aerospace Center) results included in HITRAN2012
[1], show intensities in agreement to better than 1% and within
their combined uncertainties. In some cases, such high-accuracy
measurements comprise only a few selected lines and therefore
serve as a benchmark rather than a dataset suitable for inclusion in
standard databases. The intention of laboratory spectroscopy work
at DLR is to provide spectroscopic data with small well-defined
uncertainties. This is certainly true for H,O spectroscopy, as well.
Laboratory infrastructure such as absorption cells have been con-
tinuously improved together with analysis software. Special focus
was placed on validation of data product accuracy, i.e. proving the
error budget by redundancy, y test and so forth [12]. More details
are given in Section 2 which details our experimental studies on
water line intensities.

The second approach is to make use of the increasing accuracy
of ab initio calculations. A number of studies have focussed on
trying to determine the dipole moment surface (DMS) of the water
molecule to high accuracy [13-16]. However, computed vibration-
rotation transition intensities are also sensitive to the nuclear-
motion wavefunctions of the initial and final state, and hence to
the potential energy surface (PES). Lodi and Tennyson [17]
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Table 1

Overview of H,0 intensity measurements performed at DLR. Experiment are numbered and referred to in the text as Expt. N.

N Year Spectral region (cm™1) Refs. Purpose Profile® Fit® Funded by

1 2003-05 1250-1750 [20,12] MIPAS/ENVISAT Voigt Single HGF national

2 2006-07 10,000-11,000 [1] WALES SD-Voigt Single DLR project national
3 2016 1850-2280, 2390-4000 [21-23] NDACC, TCCON QSDHC+LM Multi DFG national

4 2016 4190-4340 [24,25] TROPOMI/Sentinel 5-P QSDHC+LM Multi ESA

¢ SD-Voigt: Speed-Dependent Voigt; QSDHC+LM: quadratic-Speed-Dependent Hard-Collision profile plus Rosenkranz line-mixing.

b Single spectrum or multi-spectral fits.

developed a procedure to test for sensitivity of the results to both
the PES and DMS. The results of such a procedure are analyzed
below. Lodi and Tennyson's computed intensities formed the ma-
jor input into HITRAN2012 [18] for the water isotopologues H,'80
and H,'”0. A subsequent experimental validation of HITRAN2012
yielded generally good agreement with these results in the 6450-
9400 cm ™! region [18].

Clearly there is a case for considering a similar treatment for
the main water isotopologue, H,'®0, whose spectrum is crucial for
atmospheric and many other applications. However, given the
volume of experimental work on H,'®0 spectra and that mea-
surements for the main isotopologue can generally be made more
accurately due to its high natural abundance, it is necessary to
properly benchmark the ab initio intensities for this system. This is
the purpose of the present paper which, indeed, demonstrates that
while the ab initio predictions are excellent in many cases there
are a number of bands which display systematic differences from
observation which are too large for these data to be used in the
present form.

The paper is organized as follows. The following section de-
scribes the experimental studies performed at DLR against which
the ab initio intensities are benchmarked. Section 3 outlines our
theoretical procedure and presents a new, high-accuracy line list
for H,'®0 which includes uncertainties for the line intensities.
Section 4 presents a detailed band-by-band comparison between
the two sets of line intensities. Finally we present our conclusions.
All experimental intensities and the intercomparisons shown in
the paper include HITRAN's isotopologue abundance - unless
specified otherwise. The ab initio intensities in the Supplementary
material are given for 100% abundance.

2. Experimental water line intensities

The hardware in the DLR spectroscopy laboratory was devel-
oped over 25 years with a focus on prevention of systematic er-
rors. Absorption cells cover path lengths, L, from 20 cm to 200 m
and a temperature range from 195 to 350 K. Special care has been
taken to achieve high temperature homogeneity. The Fourier
Transform (FT) spectrometer was originally a Bruker IFS 120HR,
which was upgraded to a Bruker IFS 125HR in 2009. Due to the
high spectral resolution, the influence of the instrumental line
shape can be minimized, which helps avoiding systematic errors.
As sample gas evaporated water vapor from a liquid tap water
reservoir was used. The water was purified prior to usage by
freezing it several times using liquid nitrogen and pumping off the
gas phase. During the sample gas evaporation process only water
contributed significantly to the vapor phase. Especially in case of
water and water/air mixtures steady flows have been used to
counter the effects of wall stickiness. Water/air mixtures are
generated in an 800 I stainless steel vessel for high mixing ratio
accuracy. High accuracy pressure and temperature sensors are
employed. Spectral processing corrects for several systematic error
sources such as detector non-linearity, sample and cell window
thermal radiation, and standing waves in the optics. The

measurement plan includes sufficient redundancy, e.g. the same
transition is measured with different optical depths. Redundancy
helps to find unidentified systematic errors since the impact of
error sources mostly changes with optical depth, sample and total
pressure, mixing ratio, temperature and absorption path. Mea-
surement conditions are selected to match the requirements from
atmospheric spectra. Several methods were developed for valida-
tion of data product accuracy. For example, gas temperatures are
fitted from relative line intensities and compared to sensor tem-
peratures. Furthermore, residuals are investigated with respect to
single measurements, called file cuts [19]. More details on meth-
ods for validation of data product accuracy can be found in [19].

A list of all DLR H,0 experiments contributing to this work,
sorted by date, is given in Table 1. These experiments are detailed
in turn below.

Expt. 1: The FT instrument was a Bruker IFS 120HR. The old
multireflection cell setup with unoptimized temperature homo-
geneity and 100 m maximum absorption path was used. Nine pure
H,0 (L =0.25-85m, Pyyo = 0.2 — 5 mbar, ambient temperature,
0.6/MOPD = 0.0032cm~"') and 14 air-broadened measurements
(L=21-85m, Py =02-5 mbar, p, =50 — 400 mbar, ambi-
ent temperature, 0.6/MOPD = 0.0032 cm™!, for relative line in-
tensities only) were used for intensity analysis. Line parameters
were retrieved with FitMAS [26] in single spectrum Voigt fits with
sinc ® box idealized instrumental lineshape and afterwards
merged together. The number of lines with statistical uncertainty
<1% was 579 for the main isotopologue in the line intensity range
2 x 10722-3 x 10~ '® cm molecule !, and 276 for H,'80 (statistical
uncertainty <5%) in the line intensity range 5 x 10~2>-
7 x 10722 cm molecule ™!, including lines of the v, fundamental
and its first hot band. Spectral lines for this region are given in
Supplementary data as two files: one each for H,'°0 and H,'20.
This region has been the subject of a number of studies by Toth
[27-29] which formed the basis of input to previous versions of
HITRAN and Coudert et al. [30] which provided the input to the
recent GEISA update [31].

Expt. 2: The FT instrument was a Bruker IFS 120HR. The old
multireflection cell setup was used. Two pure H,O (L=85m,
Pyyo = 1 — 5 mbar, ambient temperature, 0.6/MOPD = 0.03 —-0.013
cm~!) and nine air-broadened measurements (L=85m,
Pyyo = 0.8 — 16.4 mbar, p,, =200 — 1000 mbar, ambient tempera-
ture, 0.6/MOPD = 0.06 — 0.03 cm !, for relative line intensities only)
were used for intensity analysis. Line parameters were retrieved with
an IDL single spectrum speed-dependent Voigt [32] fit with
sinc ® box idealized instrumental lineshape and afterwards merged
together. The number of lines analyzed with statistical uncertainty
< 1% was 326 for the main isotopologue in the line intensity range
1x 107246.5 x 10722 cm molecule !, including lines of the bands
from(000)to(121),(220),(300),(201),(003)and (10 2).
Spectral lines for this region are given in Supplementary data. The 1%
accuracy achieved represents a significant improvement on previous
state-of-the-art studies of this region [33-35].

Expt. 3: The FT instrument was a Bruker IFS 125HR. A short
absorption path cell (L=249cm) and the refurbished
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multireflection cell setup was used. 15 pure H,O measurements
(L=0.249 - 176 m, Pyyo = 0.1 — 20 mbar, ambient temperature,

0.6/MOPD = 0.0024 — 0.0033 cm~!) were used for intensity ana-
lysis. Line parameters were retrieved with an IDL multispectrum
fit using a quadratic speed-dependent hard collision (QSDHC)
lineshape model [36-40] extended for Rosenkranz line mixing.
Besides positions and intensities, self-broadened lineshape para-
meters (speed-dependence, shift and in a few cases line mixing)
were fitted. The instrumental lineshape was characterized using
Doppler-broadened N,O measurements analyzed with the LINEFIT
software [41]. 2224 lines with statistical uncertainty < 1% were
analyzed for the main isotopologue in the line intensity range
3.5 x 10727-2.5 x 10~'° cm molecule ', 403 for H,'®0 in the range
1.7 x 107%5- 4.8 x 10% cm molecule~! and 172 for H,'0O in the
range 1.4 x 10726-9.2 x 1072 cm molecule !, including lines of
the bands v4, v, 215,13, (110)~(010),(030)-(010),(011)«01
0),(001)-(010)and (10 0)-(010). For every parameter of each
line errors from various sources (pressure measurement, tem-
perature measurement, cell length, ...) were propagated into the
final line parameter uncertainties. A root-mean-square (rms) value
from statistical and all propagated systematic errors was formed to
obtain a single combined accuracy for each fitted parameter.
Spectral lines for this region are given in another paper in this
issue [22]. Earlier studies of water absorption in this region have
been performed by Toth [29,42] and others [43,30]. Comparisons
with other experimental studies are given in Ref. [22].

Expt. 4: The FT instrument was a Bruker IFS 125HR. The refur-
bished multireflection cell setup was used. 6 pure H,O measurements
(L=14.6 — 204.5m, Pyyo = 0.75 — 20 mbar, p,, = 30 — 1000 mbar,

ambient temperature, 0.6/MOPD = 0.004 cm~') and 16 air broa-
dened measurements (L=59.2 and 168.2 m, Pyyo = 0.2 — 23 mbar,

ambient temperature, 0.6/MOPD = 0.004 — 0.012 cm~!) were used
for simultaneous analysis of positions, intensities and air- and self-
broadened lineshape parameters using an IDL multispectrum fit and a
QSDHC lineshape model extended for Rosenkranz line mixing. Besides
positions and intensities air- and self-broadened lineshape parameters
(speed-dependence, Dicke-narrowing, shift and in some cases line
mixing) were fitted. The instrumental lineshape was characterized
using Doppler-broadened CO measurements analyzed with the LINE-
FIT software [41]. 144 lines were analyzed for the main isotopologue in
the line intensity range 7.8 x 10727-3.5 x 107%> cm molecule ', 9 for
H,'80 in the range 3.2 x 107%6-3.3 x 10722 cm molecule ! and 1 for
H,"70 with the intensity 4.7 x 1072® cm molecule ~ ?, including lines of
the bands v, 15, 2v, and (0 1 1)+(0 1 0). Spectral lines for this region
are given in Supplementary data. Recent studies in this region can be
found in Refs. [30,44,45].

3. Theoretical line intensities

From a theoretical standpoint transition intensities, in
cm molecule ™!, can be calculated using the expression

Iy = 4162034 x 10"%0;g,Q7'(T)

[exp( _C;Ei) ) exp( )] M

where T is the temperature, ¢, is the second radiation constant,
wyr = Ef — E; is the transition frequency between the i'th and fth state
(all in cm™1), and g; is the total degeneracy factor. E; and E; are the
initial and final energy levels, which for the states considered here
have been accurately determined using empirical data [2-6]. The
partition function, Q(T), for water has been determined to high ac-
curacy [46,47] and therefore does not contribute significantly to the

2
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uncertainty. The final sum represents the line strength which must be
calculated. To do this requires initial, i) and final, If) rotation-vibration
wavefunctions as well the DMS, . For water, the DMS is two-di-
mensional vector since there is no component of the dipole outside
the plane of the molecule.

The procedure used to construct a list of reliably-predicted line
intensities for H,'0 relies heavily on the principles of uncertainty
quantification in atomic and molecular calculations [48] and, in
particular, was based on the study of H>'80 and H,'70 by Lodi and
Tennyson [17]. Lodi and Tennyson realized that, for high accuracy
calculations, the dominant uncertainty in predicting the intensity
of the majority of spectral lines is the quality of the underlying
DMS. However, for lines where either the initial or final state is
involved in an accidental resonance, inaccuracies in the computed
wavefunctions make it difficult and, in some cases, impossible to
compute a reliable intensity. The Lodi-Tennyson method therefore
uses multiple calculations to assess the stability of a given line to
resonances. If the line is deemed stable, then the uncertainty in
the intensity is assumed to arise from the underlying DMS;
otherwise, significantly larger uncertainty estimates are adopted.
Detailed discussions of the procedure can be found in the original
paper by Lodi and Tennyson [17] and more recent analysis on CO,
line intensities by Zak et al. [49-51]. Finally it is worth noting that
DMSs derived from ab initio calculations cannot be expected to be
uniformly accurate for all bands. It is characteristic of these sur-
faces that, in the absence of accidental resonances, a given DMS
reproduces all transitions within a given vibrational band with a
rather uniform accuracy but that this accuracy may differ between
bands. This manifests itself as systematic shifts when computed
intensities are compared with measured ones. Conversely the
observation of unexpected, systematic structures within a given
band has been used to identify problems with the fits of observed
high accuracy CO, spectra [49-51]. Finally it should be noted that
since non-Born-Oppenheimer correction to the DMS is known to
be small [52], the DMS used here was computed assuming the
Born-Oppenheimer approximation [16]. This means that the DMS
should be equally valid for all isotopologues of water.

In this work calculations were performed with the best available
spectroscopically-determined PES due to Bubukina et al. [53] (hence-
forth Bubukina2011) and the high quality CVRQD ab initio PES due to
Barletta et al. [54]. Two different DMS based on separate fits to the
same high accuracy ab initio calculations of Lodi et al. [16]: LTP2011 is a
tightly converged fit while LTP2011S is a fewer-parameter fit designed
to safe-guard against artificial structures being produced in the surface
due to over-fitting [14,55]. Our base model, which is used to provide
the predicted line intensities is (Bubukina2011,LTP2011). Line lists were
also computed with the other 3 possible combinations of the PESs and
DMSs. These line lists were used to test the stability of the base model
with respect to changes in the vibration-rotation wavefunction (which
depend on the PES) and dipole surface (i.e. DMS). For transitions which
are stable under these circumstances, it is assumed on the basis of
previous analysis and tests [16,56] that line intensities are accurate to
1%. Lines which proved not be stable under these test are assigned
significantly higher uncertainties on a case-by-case basis.

The nuclear motion calculations were performed with the DVR3D
program suite [57] in Radau coordinates and a bisector embedding.
The calculations considered rotational states with J up to 25. Transi-
tions up to 20,000 cm~' were considered. Water absorption spectra
with higher frequency than this are well-known [58-60] but there are
underlying issues with the representation of the DMS and associated
transition intensities for these high quanta transitions [61,62]; we
leave the study of this region for future work.

Our final H,'0 line list contains all transitions with an in-
tensity higher than 1072° cm molecule ! and J < 24 at 296 K with
no scaling to natural abundance. It contains 141,839 lines and a file
with these lines is given in Supplementary data.
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4. Intercomparison of experimental and theoretical data

Intercomparisons are discussed in the order given in Table 1.

41. 1250-1750 cm™!

As already mentioned, the experimental data in this region were
analyzed with a Voigt profile. From subsequent experience with pro-
files including collisional narrowing and speed dependence, we cannot
exclude systematic errors. This is especially true in our case since re-
lative intensities of air-broadened measurements were also fed into
the analysis together with pure water measurements. Furthermore,
experimental line intensities above 10~23 cm molecule ! were ana-
lyzed by Coudert applying an effective Hamiltonian (EH) approach
[20], including experimental line intensities for other bands from other
sources. The results from the EH approach were added into HI-
TRAN2008 [63] and were retained in HITRAN2012 [1]. The experi-
mental values presented here are slightly improved compared to the
data used for the EH approach, leading to small differences (< 0.5%) for
strong lines. For intercomparison the ab initio values were scaled with
0.9976 since they are given for pure isotopologues while the experi-
mental values are given for the natural isotopologue mixture.

Fig. 1 shows the percentage differences between ab initio and
experimental line intensities together with total uncertainties,
including lines with statistical uncertainties limited to a maximum
of 1%. The total uncertainties as listed by Coudert et al. [20] and
shown in Fig. 1 were generated by multiplying the statistical un-
certainty with the dimensionless standard deviation y, both re-
sulting from the averaging of line intensities from single spectrum
analyses. Furthermore, 1% systematic uncertainty accounting for
pressure and temperature uncertainties was added. For 90% of the
transitions with statistical uncertainty less than 1%, y was below
2 and for 70% below 1.6. y being somewhat larger than 1 indicates
the presence of systematic errors.

Table 2 gives the average differences, called offsets, for different
line intensity ranges, again using only intensities with statistical
uncertainties less than 1%. The difference is about 2% for strong
lines and decreases to 0.7% for lines with intensity of about
10722 cm molecule ~!. For weaker lines the difference increases
again. In Fig. 2 the differences for the v, fundamental are sorted by
line intensity and the ab initio uncertainty is given. Fig. 3 shows
the same information for the first hot band of v,. The ab initio
uncertainties for the hot band are larger than for the fundamental
but still well below 1% and thus below the experimental un-
certainties. The differences between ab initio and experimental
intensities are mostly within the experimental uncertainties.
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Fig. 1. Percentage ab initio—experimental vs. intensity, bands (0 1 0)-(0 0 0) and (0
2 0)<(0 1 0) of H,'%0. Statistical error limit of experimental data 1%. The error bars
indicate the total experimental uncertainties.

Table 2

Percentage ab initio—experimental for intensity ranges, bands (0 1 0)-(0 0 0) and (0
2 0)<(0 1 0) of H,'%0. Statistical error limit of experimental data 1%. Offset error
denotes the statistical uncertainty of the offset.

10g(Smin) 10g(Smax) Offset/% Offset error/% No. lines
—-24.0 -235 1.55 0.11 2
—-235 -23.0 2.40 0.22 41
—-23.0 —-225 114 0.11 87
—-225 —-22.0 0.71 0.07 109
—-22.0 -215 0.76 0.08 69
—-215 -21.0 0.94 0.09 48
—-21.0 -20.5 115 0.08 52
—-20.5 -20.0 1.21 0.08 51
—-20.0 —-19.5 1.61 0.07 49
—-19.5 —-19.0 1.76 0.05 44
—-19.0 —18.5 213 0.16 27
10 T T T T T T T T .
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5 .
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Fig. 2. Percentage ab initio—experimental vs. line number, sorted by intensity, band
(0 1 0)~0 0 0) of H,'®0. Statistical error limit of experimental data 1%. The error
bars indicate the ab initio uncertainties.
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Fig. 3. Percentage ab initio-experimental vs. line number, sorted by intensity, band
(0 2 0)~(0 1 0) of H,'®0. Statistical error limit of experimental data 1%. The error
bars indicate the ab initio uncertainties.

Fig. 4 compares the ab initio results with those of the EH ap-
proach between 1250 and 1750 cm~', as contained in HITRAN
2008 and 2012. Table 3 gives the average differences for different
line intensity ranges, analogous to Table 2. The line intensities
from HITRAN were taken from EH calculations based on experi-
mental intensities greater than 1023 cm molecule .

In the intensity range where experimental data were available the
differences are, in contrast to the experimental data, almost constant
ranging from 1.4% to 1.6%. The differences are in reasonable agreement
to the direct intercomparison with the experimental data (Table 2), i.e.
the EH approach can represent the experimental data within 0.5% on a
relative basis. For the weaker lines, however, larger differences up to
20% occur which increase with decreasing line intensity. For
HITRAN2012 data above 1750 cm~ ! the EH data used in HITRAN is not
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Fig. 4. Percentage ab initio-HITRAN2012 vs. intensity, bands (0 10)~(0 0 0) and (0 2
0)~(0 1 0) of H,'®0. Wavenumber range corresponding to Table 2 1250-1750 cm .
The discontinuity at 10~23 cm molecule ! is caused by the intensity limit of ex-
perimental data entered into the effective Hamiltonian fit.

Table 3
Percentage ab initio-HITRAN2012 for intensity ranges, bands (0 1 0)~(0 0 0) and (0 2 0)-
(0 1 0) of H,'°0. Wavenumber range corresponding to Table 2 1250-1750 cm~ .

10g(Smin) 108(Smax) Offset/% Offset error/% No. lines
-26.0 —25.5 4.92 170 84
—25.5 -25.0 3.53 0.99 92
-25.0 —24.5 1.00 0.74 91
—24.5 -24.0 0.10 0.54 97
-24.0 -235 —-0.51 0.29 107
-235 -23.0 —-0.83 0.24 m
-23.0 —225 1.49 0.09 113
—225 —22.0 1.40 0.06 114
-22.0 -215 143 0.06 77
-215 -21.0 1.52 0.05 55
—21.0 -20.5 1.64 0.06 54
—20.5 -20.0 1.65 0.05 54
-20.0 -19.5 1.68 0.05 54
-19.5 -19.0 1.63 0.04 55
—19.0 —18.5 1.63 0.06 28

based on experimental data and intercomparison with the ab initio
results is shown in Fig. 5. Large differences occur increasing from 5%

at 1072 to 30% at 10~2° cm molecule~'. The EH approach was also
used to calculate pure rotational line intensities, also contained in
HITRAN2008 and 2012. For these transitions the ab initio uncertainties
are very small. Fig. 6 shows the differences between ab initio and
HITRAN2012 for pure rotational transitions which are somewhat
smaller than in Fig. 5 with values up to 10% at 10~2> cm molecule .
Since such large differences between ab initio and experimental data
were not found in cases where the ab initio uncertainties are small, it
appears that the EH approach has problems extrapolating outside the
region for which it fits the experimental data.

The analysis in the v, region yielded also a significant number of
H,'80 line intensities with high accuracy. The isotopic abundance had
to be corrected due to two effects: tap water shows depletion of H,'®0
which increases with distance from the ocean. From Ref. [64] the
depletion was estimated to be about 1%. In case of reversible eva-
poration of water due to the difference in vapor pressure H,'0 is
further depleted by another 1% in the vapor phase. A total systematic
error of 2% was estimated, combining the pressure, temperature and
depletion error. The ab initio intensities were scaled by the appro-
priate abundance and are in HITRAN2012. Fig. 7 shows ab initio against
experiment for lines with a statistical uncertainty below 5%. Table 4
shows the mean differences (offsets) for different intensity ranges. The
difference is about 0.2-0.6% for lines with intensities greater than
1023 cm molecule ~ ! and well within the experimental uncertainties.
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Fig. 5. Percentage intensity difference ab initio-HITRAN2012 vs. intensity, bands (0

10)-(0 0 0) and (0 2 0)—(0 1 0) of H,'®0. Wavenumber range>1750 cm~".
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Fig. 6. Percentage ab initio-HITRAN2012 vs. intensity, bands (0 0 0)-(0 0 0) and
(01 0)<010) of Hy'0.

4.2. 10,000-11,000 cm ™!

As already mentioned these data were analyzed with the
speed-dependent Voigt profile but still with single spectrum fits.
Fig. 8 shows the percentage differences between the ab initio and
experimental line intensities together with total uncertainties for
lines with statistical uncertainties limited to a maximum of 1%.
The total uncertainties used for HITRAN2012 [1]| and shown in
Fig. 8 were generated by multiplying the statistical uncertainty
with the dimensionless standard deviation y, both resulting from
the averaging of line intensities from single spectrum analyses.
Furthermore, 1% systematic uncertainty accounting for pressure
and temperature uncertainties was added. In the Figure different

vibrational bands are color coded. Fig. 9 compares the
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Fig. 7. Percentage ab initio—experimental vs. intensity, band (0 10)~(0 0 0) of H,®0.
Statistical error limit of experimental data 5%. The error bars indicate the total
experimental uncertainties.
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Table 4
Percentage ab initio—experimental for intensity ranges, bands (0 1 0)-(0 0 0) and
(0 2 0)~(0 1 0) of H,'0. Statistical error limit of experimental data 5%.

10g(Simin) 10g(Simax) Offset/% Offset error/% No. lines
—245 —24.0 3.05 1.52 12
—24.0 —235 3.61 0.59 39
—235 —23.0 0.85 0.35 52
—23.0 —22.5 0.28 0.17 53
—225 -22.0 0.40 0.18 53
-220 -215 0.23 0.08 44
-215 -210 0.64 0.14 17

experimental intensities with the ab initio ones for individual vi-
brational bands, sorted by line intensity. Inspecting these com-
parisons it appears that except for some transitions there seems to
be a constant offset between ab initio and experimental intensities
which differs between vibrational bands. In Table 5 the mean
differences for the different vibrational bands are given, ranging
from +5.1% to —8.8%. In the averaging individual differences de-
viating by more than 10% from the mean were removed. The
numbers of removed and included lines are given in the last two
columns. Furthermore, data were only used in the averaging when
the uncertainties for ab initio and experimental statistical un-
certainties were below the limits indicated in column 5. These
differences are certainly not linked to errors in the experiment
since systematic errors in line intensities measured simulta-
neously do not depend on the vibrational states involved; in par-
ticular all these bands arise from the vibrational ground state and
thus have the same temperature dependence. It should be em-
phasized that a dependence of systematic errors on the vibrational
state with transitions occurring in the same wavenumber range
can only be linked to different lower state energies and thus
temperature dependence of intensities. In contrast to the ab initio
calculation the experimental intensity does not do not have sys-
tematic dependences on the vibrational band. With the exception
of the (3 0 0)-(0 0 0) band, mean differences are within the ab
initio uncertainties. The behavior of the systematic errors in the ab
initio calculation affects all rovibrational lines within a vibrational
band similarly, probably due to a systematic error in the DMS,
mostly covered in the ab initio error budget. Another issue is the
scatter of data points for different vibrational bands. Inspecting
Fig. 9, transitions within the band (3 0 0)-(0 0 0) seem to have a

larger scatter. For more quantitative investigation the scatter was
calculated, defined as mean absolute deviation from the mean in
units of experimental statistical uncertainty. Indeed, the largest
value was found for (3 0 0)~(0 0 0). As can be seen for (10 0)-(0 0
0) in Section 4.3 there is also a larger scatter. This scatter turns out
to be a systematic error of the ab initio calculation when the dif-
ferences are plotted vs. wavenumber or lower state energy with
color coding of different AK, and AJ (Figs. 16 and 17). In the present
case a similar investigation did not reveal systematic behavior due
to the lack of a sufficient number of high precision data.

Fig. 8 shows the ab initio uncertainties for the band with the lar-
gest number of lines. There are plenty of lines where the ab initio
uncertainty is huge. However, for most of these lines the actual dif-
ferences are small. On the other hand, there are some lines where ab
initio uncertainties are small and differences large, see, for example,
some lines in the range #20 to #40 in the top panel of Fig. 9.

The reason appears to be incorrect identification of resonant ro-
vibrational states. This becomes clear by inspection of Table 6. The ab
initio predicted resonance has a large ab initio uncertainty because the
mixing of states cannot be predicted precisely. However, the actual
difference for J” = 6 is small despite the huge ab initio error. It ap-
pears that the PES used to calculate the listed intensity for the pre-
dicted resonance at J” = 6 is actually performing well but the sec-
ondary PES is not. In particular we note that stability analysis was
performed with wavefunctions generated using an accurate, spec-
troscopically-determined PES and an ab initio PES. Recent studies on
CO, [49] and HDO [65] both found that use of an ab initio PES did not
give the best results and instead used two, distinct empirical PESs.
4.3. 1850-2280 cm~' and 2390-4000 cm ™!

The measurements in this spectral region were analyzed applying
a speed-dependent Voigt profile in the HTP-implementation [36-40]
including Rosenkranz line-mixing. For intercomparison the main
isotopologue ab initio intensities were scaled applying a factor of
0.9976 corresponding to the natural abundance of H,'®0. Fig. 10
shows the relative differences between ab initio and experimental
line intensities of H,'®0 together with the total experimental error.
For the plot the data were limited to intensities with errors less than
1%. For clarity the differences were grouped according to change of
vibrational quantum numbers. Figs. 11 and 12 give the differences for
the individual vibrational bands sorted by line intensity and the ab
initio uncertainties are given. Fig. 11 shows numerous lines of the 4
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Fig. 8. Percentage ab initio-experimental vs. intensity, bands in 1 um region of H,!®0. Statistical error limit of experimental data 1%. The error bars indicate the total
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vibrational band where differences exceed the ab initio uncertainties,
in contrast to the previously discussed regions. Similar to experi-
mental regions 1 and 2 there seem to be constant offsets and scatter
level specific to vibrational bands.

Table 7 gives the mean differences for the various vibrational
bands. For the average calculations intensities with specified ab initio

and experimental uncertainties >10% and 1%, respectively, were ex-
cluded. In addition to the mean differences the scatter level (as pre-
viously defined) and the number of lines included and excluded from
the calculations are given. The mean deviations range from —2.2% for
the v, fundamental band to +0.34% for the v hot band. In particular,
intensities belonging to vibrational bands with change of the v4

Please cite this article as: Birk M, et al. Accurate line intensities for water transitions in the infrared: Comparison of theory and
experiment. ] Quant Spectrosc Radiat Transfer (2017), http://dx.doi.org/10.1016/j.jqsrt.2017.03.040



http://dx.doi.org/10.1016/j.jqsrt.2017.03.040
http://dx.doi.org/10.1016/j.jqsrt.2017.03.040
http://dx.doi.org/10.1016/j.jqsrt.2017.03.040

M. Birk et al. / Journal of Quantitative Spectroscopy & Radiative Transfer § (AEEE) REE-EER

g 10 FrTTT T * 100-000 | g = 010-000 = 020-010
Q : : . = 110-010 | F 020-000 030-010
§ 5F 1 LS J B -
@ E L1 EE ey E 1 E4LE i _Fx Tg 3
g of g gat ;fﬁifiag;;%‘%ﬁi% 3 E ?Hi%x;;;f___i E
5 E S 1 3 A < i s L S 3
o 5E s ¥ 3 Fi 3
s F T, 1 E
S R N T v B R R e B -V R R B R R
g 4o T T - 001000 T T . 001-010
(2] E * = 011-010]| E = 100-010
¢ 5F = ; TF 3
U'J_g 0 F E S — T S = %Ji:ﬁiﬁ E
Z L ; il it B = M’ E
2 5 E i = ] :% ]
o TE i i 1 F E
S E £ L 1 E ]
S S - R I R R I B - R R R R R I
10 10%*  10% 10" 10%* 10" 10%*  10% 10% 10" 10% 10"

S/ (cm molecule™)

S/ (cm molecule™)

Fig. 10. Percentage ab initio-experimental vs. intensity, bands in 1850-2280 cm~' and 2390-4000 cm ! region of H,'0. The error limit of the experimental data is 1%.

Table 5
Offset and scatter for bands in the 1 pm region.

Band Offset/% Offset Scatter Ab initio/  No included No removed
error/% DLR uncert
limit/%
121 000 4.2 0.2 1.6 10/1 73 1
201000 -04 0.2 1.7 5/1 160 2
300 000 51 0.4 2.0 31 64 0
102 000 -8.8 1.0 14 15/1 17 0
003 000 -0.7 0.5 1.0 2/1 12 0
220 000 25 2.1 12 15/5 6 1
Table 6

Subband J + 141 —]OJ in (2 0 1)-(0 0 0) band. Predicted resonance at J=6 and
actual resonance at J=11.

J (Sabinitio) % (Sabinitio — Sexp)/%
0 4.0 0.0
2 1.8 0.3
4 1.7 0.1
6 5630.3 03
7 8.7 0.2
8 1.6 -0.6
9 15 -0.8
11 14 -1.7

vibrational quantum number show an obviously larger scatter than
the other vibrational bands. This finding matches the large scatter in
the 3v; band discussed in the preceding section. The systematic
nature of this scatter is detailed in Section 4.5.

As a result of the analysis also intensities for H,'0 and H,'70
were obtained. These intensities were corrected for isotopologue
depletion as described for H,'80 intensities of experimental region
1. For H,'70 a correction of 1% was applied depicting the fractio-
nation factor difference of H,'”0 and H,'®0 [66]. The relative dif-
ference of ab initio intensities and experimental values are plotted
versus the line intensity in Figs. 13 and 14. The mean deviation
(offset) and scatter specific to vibrational bands are given in
Tables 8 and 9. In the case of H,'80, the constant offset and large
scatter for the vy band seen for the main isotopologue is again
visible. For H,'’0 the offsets are monotonically smaller (about
2-3%) than for H,'®0 and H,'®0. From theory it is expected that ab

initio intensities for the same band for different isotopologues
should exhibit the same offsets. The reason for the differences in
H,'70 intensities may be linked to the accuracy of the 0 isotopic
abundance. The ab initio values included in HITRAN12 use the 70
isotopic abundance 0.0373% given in the HITRAN database Sup-
plement files. The abundance given by NIST' is 0.038(1)% which is
1.9% larger. Scaling the HITRAN data to the NIST means that the
best-determined band of H,'7O has an offset of +0.7% which is in
agreement with H,'®0. For high accuracy work, the accuracy of the
H,'70 isotopic abundance is rather low since the HITRAN and NIST
value are within the 1¢ uncertainty of NIST.

4.4. 4190-4340 cm~!

Fig. 15 and Table 10 show the relative differences of H,'®0 ab
initio intensities to experimental values for the spectral range 4190-
4340 cm~! in the same way as for experimental regions 1, 2 and
3 above. Since no detailed error propagation calculations as for re-
gion 3 were performed, an experimental error of 0.4%, corresponding
to typical experimental errors of intensities from region 3, was
adopted in addition to the statistical error of the multispectrum fit.
These errors are shown in Fig. 15 and used for the calculation of
mean differences and scatter shown in Table 10. Interestingly, the
offsets obtained do not match the ones from region 3 although the
analysis procedure applied was identical. This issue is discussed in
detail in the following section.

4.5. Rotational quantum number dependence of differences

In the last sections the differences between theoretical and ex-
perimental line intensities were investigated by plotting/averaging
with respect to line intensities. Fig. 16 shows the percentage differ-
ences ab initio— experimental versus wavenumber from the combined
results of experimental regions 3 and 4. Color coding is supplied for
the different AK, values of the transitions. While many transitions
show differences below 2%, there are also systematic differences of up
to 12% which show not only a clear wavenumber dependence but also
clear dependence on AK,. This systematic behavior becomes even
clearer when plotting color-coded P-, Q-, and R-branches for a given

! [https://www.nist.gov/pml/atomic-weights-and-isotopic-compositions-re
lative-atomic-masses]
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Fig. 11. Percentage ab initio-experimental by line number, sorted by intensity, for selected bands of H,'®0. The statistical error limit of the experimental data is 1%. The error

bars indicate the ab initio uncertainties.

AK, versus the lower state energy, E;, as shown in Fig. 17. The large
scatter in Table 7 is likely to be linked to these differences.
Wavenumber and AK, dependence as for the (10 0)+(0 0 0) band
are shown for the (0 0 140 0 0), (0 1 0)~(0 0 0), and (0 2 0)}-(0 0 0)
bands in Figs. 18-20. There are systematic differences, mainly between
different AK, subbands, for (0 0 1}{0 0 0) but much smaller than for
the (1 0 0)<0 0 0) band. Generally, the differences are within + 2%.
For the (0 1 0)~(0 0 0) band there are differences between different
AK, subbands and as a function of wavenumber within a given AK,.
The effects are rather small and within 2%. It was investigated whe-
ther the differences in the mean of the regions 1 and 3 (see
Tables 2 and 7) is linked to this systematic wavenumber dependence.
The differences in Table 2 were nearly constant in the intensity range
2x 10722 x 10~?2 cm molecule~ . Fig. 21 plots the differences
within this intensity range against wavenumber. Indeed, at
1750 cm~! and at 1850 cm ™! in Fig. 19 the differences are about the
same. In Fig. 20 the differences for (0 2 0){(0 0 0) show mainly a
wavenumber dependence of up to 2%. In general, the wavenumber
dependence for a given AK, and AJ may be a dependent on the J
quantum number. It should be noted that in Figs. 16 and 18 the
consistency of the data for lines with AK,=+3 or +2, respectively,
coming from regions 3 and 4 can be clearly seen, indicating the ab-
sence of systematic errors of the two completely independent ex-
periments and thus underlining the high quality of the present data.
The clear AK, dependence of the comparison shown by the v
band and the suggestion that it might be present in other stretching
bands implies that there is a residual issue with the theoretical
calculations. At present it is unclear what is causing this problem. A
previous analysis of ab initio calculations aimed precisely at

identifying AK,-dependent issues in the spectrum of H,'°0 found no
such issues [67]. However, this study only considered pure rotational
bands and it is clear that more work is required to understand this
behavior for bands involving stretching excitation.

5. Summary of comparison

The overall agreement between experimental and ab initio H,O
line intensities is excellent and, except for many transitions with
change in v; quanta, within the larger of the ab initio and experi-
mental uncertainties. There are several vibrational bands with an
average agreement better than 1%, among those are the fundamentals
v and v for H,'®0 and H,'0. Aside from resonances there appears
to be a constant offset for a given vibrational band when displaying
differences vs. intensities. In the same plots, bands with a change of 14
quanta show a larger scatter of the differences. Investigating the dif-
ferences as function of wavenumber, AK,, and AJ reveals systematic
dependences. These differences are + 1% for v, 0% to —2% for v, and
—13% to +5% for v4. Local resonances in ab initio calculations may be
misplaced due to wrong energy term values of resonating states
leading to significant (>10%) differences for individual lines.

H,'0 fundamental bands:

® 1, shows rather large offset of —2.2%.

® 1, shows an offset of —0.85% for the multispectrum fit results
above 1800 cm ™. The results between 1250 and 1750 cm ™! are
0.7% for lines around 10~2? cm molecule=! and 2.1 % for the
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Fig. 12. Percentage ab initio-experimental by line number, sorted by intensity, for selected bands of H,'®0. The statistical error limit of the experimental data is 1%. The error
bars indicate the ab initio uncertainties.

strongest lines. The effective Hamiltonian approach showed dif-
ferences from 1.4% to 1.6%. The reason for the discrepancy of the
old and newer results on the order of 2% may be attributed to the
quantum number or wavenumber dependence as described
above. Furthermore, a systematic error caused by the use of the
Voigt profile in the analysis instead of the speed-dependent Voigt
may be present. The v, old analysis is the only case where the
offset is intensity dependent. For the strong lines the optical depth
in the experimental spectra is on average larger than for the
weaker lines. A wrong line model will cause optical-depth-

dependent line intensity errors. Furthermore, the offset increases
for very weak lines as can be seen in Fig. 1 and Table 2. The reason
is unclear but certainly an experimental error. A re-analysis of the
v, data with the multispectrum fitting tool may clarify these
issues. Still these results are a considerable improvement over the
previous results used in HITRAN2004 [68] where the differences
ab initio-HITRAN2004 change continuously from +4% for strong
lines to —2% for weak lines with a larger scatter.

® The v3 band shows excellent agreement with only 0.2% offset.
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Table 7

Offset and scatter for H,'®0 bands in the 1850-2280 cm ™' and 2390-4000 cm '
spectral ranges. The ab initio and DLR uncertainty limits were fixed at 10% and 1%,
respectively, for all bands.

Band Offset/%  Offset error/%  Scatter No included No removed
100 000 —2.2 1.9 2.9 425 67
110 010 -14 1.9 23 19 1
010 000 —-0.85 0.80 0.96 220 0
020 010 —0.54 1.7 12 22 1
020 000 —0.65 0.80 0.95 498 41
030 010 —0.60 14 14 34 0
001 000 +0.18 0.91 1.0 652 13
011 010 +0.34 0.70 0.78 123 0
100 010 -1.0 0.73 0.78 54 0
001 010 +0.01 0.60 0.72 53 1

Overtones from ground state H,%0:

v1 (3 0 0)-(0 0 0) shows rather large offset (5.1%) and large
scatter

V> (0 2 0)~(0 0 0) shows excellent agreement with only 0.7%
difference

v3 (0 0 3)(0 0 0) shows excellent agreement with only 0.7%
difference

Combination bands from ground state H,'®0:
®(121),(201),(102),(220): Offsets between 0.4% and 8.8%
Hot and difference bands originating from (0 1 0) H,'®0:

e Upper vibrational state: (110), (02 0),(030),(011),(100),
(0 0 1). Offsets between 0.0% and 1.4%.

1

H,'80 fundamental bands:

® 1 ; shows rather large offset (-3.1%) and large scatter.

® 1, in the old analysis based on Voigt profile the offset was +0.5%
while it is —1.0% in the new analysis. The same discrepancy was
found for H,'®0 for weaker lines (see above).

® 13 shows excellent agreement with no difference.

Overtone from ground state H,'®0:

® 1, (02 0)(0 0 0) shows excellent agreement with only 0.7%
difference.

The systematic line intensity dependent variation is likely caused
by the lack of vibrational narrowing in the line model used for
analysis and shows the usefulness of the ab initio data in assessing
experimental data.

H,'70 fundamental bands:

® 1, shows rather large offset (—4.8%) and large scatter.
® 1, shows rather large offset (—3.6%) (only new analysis).
® 13 shows moderate offset (—2.2%).

The larger offset found for H,'70 is largely caused by assumed
values for the natural abundance of H,'70.

One issue that has not been discussed thus far is the issue of re-
presentation of the ab initio DMS. The standard procedure is to
compute dipoles at a grid of points and then fit them to an appro-
priate functional form. Choice of this form is important [69] and it is
well-known that use of too few ab initio points can lead to artificial
features in the fitted surface [14,70]. Recent studies of the high
stretching overtones which absorb weakly in the near ultraviolet [62]
have shown very strong sensitivity to the underlying fit. It would
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Table 8

Offset and scatter for H,'®0 bands in the 1850-2280 cm ' and 2390-4000 cm !
spectral ranges. The ab initio and DLR uncertainty limits were fixed at 10% and 1%,
respectively, for all bands.

Band Offset/%  Offset error/%  Scatter No included No removed
100 000 —-31 1.8 23 97 4
010 000 -1.0 0.88 11 45 0
020 000 -0.73 1.0 1.2 58 0
001 000 —0.02 0.82 0.92 199 0
Table 9

Offset and scatter for H,'7O bands in the 1850-2280 cm~' and 2390-4000 cm !
spectral ranges. The ab initio and DLR uncertainty limits were fixed at 10% and 1%,
respectively, for all bands.

Band Offset/%  Offset error/%  Scatter No included No removed
100 000 —4.38 2.6 21 25 0
010 000 -3.6 0.67 0.80 21 0
020 000 -2.8 1.8 1.5 5 0
001000 -22 0.78 0.97 120 1
T T T
4 -
. = 100-000
3 - = 001-000 |-
(DCD
=
g 2 —
o
U) #
| R
% H
Q
=} | - it 1 -]
2 0 H T 1
x
o o -
o }
et
_2 1 1 lllllll 1 1 lllllll 1 1 lllllll

1 0-25 1 0-24 1 0-23 1 0-22

S/ (cm molecule'1)

Fig. 15. Percentage intensity difference ab initio-experimental vs. intensity, bands
in 4190-4340 cm~! region of H,'®0. The error limit of the experimental data is 1%.

Table 10

Offset and scatter for H,'®0 bands in the 4190-4340 cm~! spectral range. The ab
initio and DLR uncertainty limits were fixed at 10% and 1%, respectively, for all
bands.

Band Offset/%  Offset error/%  Scatter No included No removed
100 000  +0.92 0.21 0.89 21 3
001000 +13 0.06 0.66 59 5

seem likely that low-lying bands may also be affected by this. Lodi
et al. [16] used 2626 geometries when computing their ab initio di-
poles. It would appear that to get a more accurate DMS a significant
increase in this number will be needed, as well as an improvement of
the ab initio treatment employed.

6. Conclusion

Water line intensity data in the mid and near infrared region
were measured at DLR and predicted theoretically. The only ex-
perimental input for the ab initio calculations are the rovibrational
energy levels used to derive the PES. The average agreement
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Fig. 16. Percentage intensity difference ab initio-experimental against wavenumber
for the (10 0)-(0 0 0) band, red: AK, = — 3, blue: AK, = — 1, cyan: AK,;=+1, green:
AK,;=+ 3. The statistical error limits of the experimental data is 1%. In the gap 4000-
4190 cm~! data were not analyzed due to the requirements of the individual
projects (see Table 1). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article).
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Fig. 17. Percentage intensity difference ab initio-experimental against lower state
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limit on the experimental data is 1%. Error bars refer to the ab initio uncertainties.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article).

between experimental and ab initio H,O line intensities is excellent
and, except for many transitions with change in v; quanta, within
the larger of the ab initio and experimental uncertainties. There are
several vibrational bands with an agreement better than 1%, among
those the fundamentals v, and v5 for H,'°0 and H,'80. An important
finding of this work is that for an individual vibrational band an
intensity independent offset appears in graphical representations of
differences between experiment and theory vs. intensity. This holds
only in absence of local resonances. This information can be used to
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Fig. 18. Percentage intensity difference ab initio-experimental vs. wavenumber for
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AK,=+2, purple: AK,=+4. Statistical error limit of experimental data 1%. In the gap
4000-4190 cm ! data were not analyzed due to the requirements of the individual
projects (see Table 1). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article).
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AK,;=+3. Statistical error limit of experimental data 1%. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article).

validate experiment as well as theory. For example, the error in the
Voigt analysis in the v, becomes clear from the intensity dependent
offset. On the other hand a large offset shows the limitations of the
DMS. The constant offset can also be used to predict weak line in-
tensities where experimental data are unavailable by scaling ab initio
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Fig. 21. Percentage intensity difference ab initio-experimental vs. wavenumber for the
(010)0 0 0) band, green: AK, = — 3, blue: AK, = — 1, red: AK,=+1, cyan: AK,;=+3.
Line intensity boundaries 2 x 10722 x 10~%? cm molecule~! to avoid error from
Voigt. Statistical error limit of experimental data 1%. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article).

values. It was found that, besides transitions with changes in the v,
quantum number, the systematic differences to the ab initio values
were, on average, below the specified ab initio uncertainties. Thus,
experimental data for spectral regions not shown in this work could
be validated using the ab initio data.

For some bands, larger differences and a large scatter occur for
bands with a change of v quanta. Investigating the differences as
function of wavenumber, AK,, and AJ reveals systematic de-
pendences. These differences are, to a lesser extent, also visible for
the v, and v; fundamentals. The corresponding problems in the ab
initio calculations need to be addressed.

The prediction of local resonances requires sufficiently accurate
energy levels for the resonating states. This accuracy is not suffi-
cient for transitions in the 1 pm region. Certainly the experimen-
tally found intensity perturbations can be used to improve the
energy levels. The larger differences for the H,'”0 need more ex-
perimental data for intercomparison.

The most outstanding issue is that the excellent agreement be-
tween experiment and theory within the error margins for most
transitions shows the maturity of both approaches and both can
benefit from each other. The DLR experimental approach aims for
small and characterized uncertainties by using dedicated hardware
and analysis tools together with procedures for validated data product
accuracy. The ab initio calculation also required many years of ex-
perience and iterations. The present study provides important input
which will aid further improvements in the development of high-
accuracy ab initio models.
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