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Abstract 
 
The elemental composition of the known universe comprises almost exclusively light atoms 

(~99.9% hydrogen and helium).  However, to date, close to 200 different molecules have been 

detected in the interstellar medium (ISM) where their distribution is far from uniform. The vast 

majority of these molecules are contained within vast clouds of gas and dust referred to as 

interstellar clouds. Within these interstellar clouds, many of the molecules present are formed via 

gas-phase ion-neutral reactions. However, there are several molecules for which known gas-phase 

kinetics cannot account for observed gas-phase abundances. As a result, reactions occurring on 

the surface of interstellar dust grains are invoked to account for the observed abundances of some 

of these molecules. This thesis presents results of experimental investigations into the interaction 

and reactions of atoms and molecules on the surface of model interstellar dust grains. 

 

Chapters three and four present results for the reaction of (3P)O on molecular ices. Specifically, 

the reaction of (3P)O and propyne or acrylonitrile. After a one hour dosing period, temperature 

programmed desorption (TPD), coupled with time-of-flight mass spectrometry (TOFMS), are 

used to identify (3P)O addition products. Each reaction is studied at a series of fixed surface 

temperatures between 15 K and 100 K and a kinetic model is used to determine desorption 

energies of reactants and reaction probabilities of reaction. In the case of the reaction of (3P)O 

and propyne two products with the empirical formulae C3H4O and C3H4O2 are observed. 

Transmission infrared spectroscopy (TIR) identified two isomers of the single addition product 

(propenal and methyl ketene) whilst only one isomer of the double addition product 

(glycidaldehyde) was observed. Furthermore, the TIR data reveals a product which remains on 

the surface under vacuum at room temperature which is assigned to the polymer β-propiolactone. 

In the case of the surface reaction of O(3P) and acrylonitrile (C3H3N) on a acrylonitrile/O2 matrix 

a single addition product is identified as cyanoethylene oxide.   

 

Finally, Chapter five presents results for the desorption characteristics of O2 and CO2 from 

amorphous porous fullerene-like carbonaceous dust grains produced in laser ablation 

experiments. In these experiments O2 and CO2 are found to have significantly larger binding 

energies to the surface when compared to the traditional carbonaceous dust grain analogue 

graphite. The effect of these large binding energies on the desorption characteristics under 

interstellar conditions is modelled.   
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1 
 

Chapter 1 – Introduction 

 

1.1 Overview 

 

The space in between stars is called the interstellar medium (ISM) and these regions of space 

represent the emptiest areas of the known universe. In the ISM pressures and temperatures are 

extremely low and so molecular synthesis is expected to be limited. Furthermore, destructive 

energetic light from surrounding stars is likely to result in high rates of molecular dissociation in 

these regions. It is therefore tempting to assume that the chemistry of the ISM is non-existent. 

However, the detection of approximately two hundred molecular species in the ISM has provided 

overwhelming evidence that these assumptions are incorrect.1 A large proportion of these 

interstellar molecules are contained within vast clouds of gas and dust. These relatively dense 

regions of the ISM are referred to as interstellar clouds. The penetration depth of destructive light, 

from surrounding stars, is often smaller than the radius of these clouds. The photons are therefore 

completely absorbed by the molecules on the outer edges of these clouds and so do not penetrate 

to their centre. As a result, gas and dust temperatures in the dense clouds are reduced to 

approximately 10 K and molecular lifetimes are extended when compared to other regions of the 

ISM. The cold gas also accretes onto the surface of the dust grains building up icy mantles. These 

mantles provide a meeting ground for reactive species and facilitate reactions which, ordinarily, 

would require a third body to carry away any excess energy. Over the lifetime of an interstellar 

cloud these extended molecular lifetimes, at the cloud’s centre, result in an increase in the cloud’s 

density with respect to other regions in the ISM. Once a cloud reaches a critical density, gravity 

can act on the cold gas and dust causing it to contract.  The contraction increases the pressure of 

the gas and therefore the cloud’s temperature rises. For further contraction to occur the molecules 

present are essential for irradiating away the thermal energy that builds up during the gravitational 

collapse. The collapsing mass is called a protostar and can be identified in the ISM via the IR 

radiation emitted by the molecules present.  As further contraction of the protostar occurs, the 

temperature increases and molecules eventually dissociate into atomic species which provide fuel 

for the star. Once the temperature reaches approximately four million kelvin, atomic 

nucleosynthesis begins and the star is born. The star converts the light elements present into 

heavier elements via nuclear fusion. Once the star has burnt all of its fuel its fate is dependent on 

its solar mass. Massive stars result in Red Super Giants which undergo supernova explosions. 

Supernova explosions disperse the atoms produced during nucleosynthesis across the interstellar 

medium enriching the ISMs elemental composition.  

The motivation for studying molecular formation in the interstellar medium is two-fold. Firstly, 

molecular formation pathways can be used in astrochemical models to predict the rate of star 

formation depending upon initial interstellar cloud conditions. Secondly, since the matter present 
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in interstellar clouds aggregates around small stars to form planets, it is possible that prebiotic 

molecules essential for life have interstellar origins. However, the formation pathways for many 

molecules in the interstellar medium are still unknown. It is the aim of a laboratory astrochemist 

to study factors effecting molecular synthesis under astronomical conditions. The insight of a 

laboratory astrochemist can then be used by modellers to predict star and planetary formation. 

This thesis presents studies of the interactions and reactions of atoms and molecules on the 

surfaces of model interstellar dust grains. In particular, the surface reactions of oxygen atoms with 

simple unsaturated organic species and the thermal desorption of small molecules from 

amorphous porous dust grains. This Chapter will begin by describing the structure of the 

interstellar medium. This description of the ISM will be followed by a detailed discussion of the 

laboratory work that has advanced our understanding of the complex network of thermal surface 

chemistry at play on interstellar ices. The discussion of previous laboratory studies places the 

results presented in this thesis into context within the literature. 

 

1.2 A Brief Chemical History of the Universe 

 

When Edwin Hubble gazed into the cosmos he discovered that there were not only stars but entire 

galaxies outside of the Milky Way. Furthermore, it appeared that these galaxies were moving 

away from one another. He concluded that the universe is expanding and so at some point in the 

past the universe was smaller. It can therefore be inferred that the universe began life as a 

singularity. A singularity is a dimensionless object with infinite energy. It is thought that the 

universe came into existence from this singularity in a colossal explosion of energy that gave birth 

to space and time. This event is called the ‘Standard Big Bang’ and this model is successful in 

accounting for elemental abundances and cosmic background radiation. At t = 10-35 s after the Big 

Bang, the universe had cooled by a factor of 10,000 to 1028 K. At this temperature the first building 

blocks of atoms, quarks, came into existence. At t = 10-5 s a quark-hadron transition is believed to 

have occurred.3 In this phase change the quarks became bound by the strong nuclear force, 

through gluons, to form hadrons (protons and neutrons).4 At around the same time leptons came 

into existence, and so the building blocks for atoms had been born. Chemically speaking the 

universe consisted of ionised hydrogen atoms and free electrons.  

A few minutes after the big bang, the universe underwent a brief period of nucleosynthesis in 

which the protons and neutrons combined to form nuclei.5, 6 Nucleosynthesis requires high 

pressures and since the universe had vastly expanded the pressure was only sufficient to form 

nuclei with an atomic mass of eight and below: only hydrogen (H), deuterium (D), tritium (T) 

helium (He) and lithium (Li) nuclei were produced. The relative abundances of He and Li were 

0.1 and 10-10 respectively when compared to hydrogen.7 It was not until the universe was 10,000 

years old and had cooled to approximately 4000 K that nuclei and electrons combined to form the 
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first atoms. This period is often called the recombination era, and represents the transition from 

an ionised opaque universe, in which matter and radiation were strongly coupled, to a transparent 

universe in which the two are decoupled.7 However, when an electron and a nuclei combine a 

photon is emitted which can ionise an electron from another nuclei and so no net recombination 

occurs. For net recombination to occur, a single recombination event must result in an atom in an 

excited state that then ‘cascades down’. The cascade relaxation process must occur in two or more 

steps and so emit two, or more, lower energy photons. The photons emitted do not have sufficient 

energy to ionise an electron bound to a hydrogen nuclei, this process is called B recombination.7 

The recombination of the nuclei and electrons occurred in order of their ionisation potentials. The 

first bound electrons occurred in the recombination reaction of Li3+ and an electron to form Li2+. 

The first neutral atom formed was helium arising from the recombination of an electron with He+.7 

After this period of recombination, the only elements available for molecular synthesis were 

hydrogen, helium and lithium. Hydrogen was by far the most abundant atom and so one might 

suggest molecular synthesis would occur via the combination of two hydrogen atoms to form H2. 

When two H atoms combine 4.5 eV of energy is released upon bond formation. For the resulting 

molecule to be stable this energy must be irradiated away sufficiently quickly for the molecule to 

be trapped in its potential well. However, since molecular hydrogen does not have a dipole 

moment, it is inefficient at radiating away this excess energy and so formation of H2 by radiative 

association is very slow. At ambient pressures, three-body interactions facilitate reactions which 

produce molecules without dipole moments, since the third body can carry away the excess 

energy. However, in the interstellar medium three-body interactions are not possible in the gas-

phase due to the low number densities. Hence, the first pathway that produced a significant 

quantity of molecular hydrogen is believed to have been catalysed by helium atoms.7 

 H+ + He → HeH+ + hv (1.2.1) 

 HeH+ + H →H2
+ + He (1.2.2) 

 H2
+ + H → H2 + H+ (1.2.3) 

However, most of the H2 formed in this way would have been quickly destroyed by cosmic 

background radiation.7 Later, after further cooling, the reactions believed responsible for the 

creation of molecular hydrogen are catalysed by electrons or protons: 

 H + e-  H- + hv (1.2.4) 

 H- + H  H2 + e- (1.2.5) 

and 

 H + H+  H2
+ (1.2.6) 

 H2
+ + H  H2 + H+ 

 

 

 

(1.2.7) 
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The next milestone for the universe was the formation of stars. Stars start to form when matter 

becomes dense enough for it to start collapsing under its own gravitational field. When the centre 

of the collapsing mass reaches a critical density, nuclear fusion begins and a star is born. A star 

can only form if the kinetic energy gained by the gravitational attraction of matter can be irradiated 

away.7 Atoms can act as a cooling agent when heated to excite a ground state electron to a higher 

energy orbital.  The promoted electron then relaxes to lower levels (sometimes in stages) emitting 

photon(s). In the case of hydrogen, this cooling by the available atoms cannot occur below 8000 

K, since below this temperature there is not enough thermal energy to excite ground state electrons 

to the first available excited state (2s). For further cooling to occur, molecular vibrations and 

rotations are needed to radiate away the heat. Vibrational and rotational excited energy levels lie 

at lower energies than the atomic electronic excitation energies.  Hence, these vibrational and 

rotational excited states can be thermally excited at lower temperatures. The radiative emission 

of these states can provide cooling at lower temperatures than atomic excitations.  As the 

abundance of molecules increased in the universe, their ability to radiate away energy allowed 

gravitational collapse to occur which facilitated star formation. Stars synthesise elements, with 

atomic numbers up to and including iron, via nucleosynthesis. Nucleosynthesis is an exothermic 

reaction and prevents the star from collapsing under its own gravitational field. In the case of stars 

larger than our sun, once the available hydrogen has burnt the star will enter a supernova phase. 

During the supernova phase nucleosynthesis for atoms heavier than iron will occur.8 This process 

is endothermic and so leads to gravitational collapse and the end of a star’s life. The gravitational 

collapse of the star leads to a supernova explosion which distributes the products of nuclear 

synthesis throughout the ISM. Stars larger than our sun therefore increase the elemental variety 

in the ISM. This increased elemental variety increases the range of molecular species that can be 

formed. More complex molecules are more efficient at irradiating away energy and so star 

formation becomes more efficient. However, despite all the stars that have existed since the 

 

Figure 1.2.1: The abundances of the elements in the Solar System (taken from reference 2). 
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formation of the universe 13.77 billion years ago, the universe is still composed of 99% hydrogen 

and helium. The current elemental composition of the universe can be seen in Figure 1.2.1. 

 

1.3 Interstellar Clouds 

 

The vast majority of the molecules present in the interstellar medium are contained within 

interstellar clouds. These clouds are composed of gas and dust and can measure several light years 

in diameter. The gas is 99.9 % hydrogen and helium with trace amounts of heavier atoms. 

Molecular hydrogen is by far the most abundant gas-phase molecular species, followed by carbon 

monoxide which has an abundance of 1×10-5 relative to H2.9 Interstellar clouds are broadly 

categorised into two types, depending upon their atomic and molecular number densities. Diffuse 

clouds have typical number densities of 107-109 m-3, gas temperatures of approximately 100 K 

and dust temperatures of 10 K.10 Dense clouds are characterised by higher number densities of 

109-1010 m-3, which are comparable to the best ultra-high vacua (UHV) available on Earth (10-14 

Torr). The relatively low number density in diffuse clouds allows UV photons from surrounding 

stars to penetrate the entire cloud resulting in high rates of molecular dissociation. In dense clouds 

where molecular densities are higher, the UV photons are completely absorbed by molecules on 

the edges of the cloud. The dense clouds are said to be self-sheilding.10 The lack of photons at the 

centre of dense interstellar clouds results in extended molecular lifetimes and reduced gas 

temperatures, when compared to diffuse clouds. As a result dense clouds contain a much larger 

proportion of the complex molecules observed in the interstellar medium than diffuse clouds.10  

 

1.4 Interstellar Dust 

 

In 1784 William Herchel observed dark patches in the night sky (Figure 1.4.1). He had made the 

first observation of interstellar clouds although he incorrectly identified them as empty starless 

regions of space. It was not until Trumpler’s investigations in 1930 that these dark patches were 

identified as dust clouds containing particles with a diameter comparable to the wavelength of 

visible light.11 The dust clouds cause Rayleigh scattering of the visible light from the stars behind 

the cloud. As a result, when the clouds are observed using the visible region of the spectrum the 

clouds appear to be empty regions of space. The stars obscured by the dust cloud can be observed 

using the infrared region of the electromagnetic spectrum, light which is not scattered by the dust 

particles (Figure 1.4.2). Trumpler observed discrepancies between the angular distance and the 

luminosity distance of stars at long distances (Figure 1.4.3). The luminosity distance is defined as 

the relationship between the absolute magnitude and apparent magnitude of an astronomical        

http://en.wikipedia.org/wiki/Absolute_magnitude
http://en.wikipedia.org/wiki/Apparent_magnitude
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object. The angular distance is the distance calculated using the angle between two objects as 

perceived by an observer.  As an observer’s distance from a light emitting object increases the 

luminosity distance and the angular distance should increase linearly. From Figure 1.4.2 it can be 

seen that as the luminosity distance increases the angular distance does not increase by the same 

amount. It was concluded that the light travelling from more distant stars undergoes more 

extinction than light travelling from closer stars. This extinction is believed to be caused by areas 

of space that contained dust grains which scatter the light. 

 

Figure 1.4.3: Trumpler’s evidence for the discrepancy between the angular distance and the luminosity 

distance at long distances (taken from reference 11).  

 

Figure 1.4.1: The central area of globule B68 

in a colour composite of visible and near-

infrared region (taken from reference 12). 

 

 

Figure 1.4.1: A false-colour composite based 

on a visible (here rendered as blue), a near-

infrared (green) and an infrared (red) (taken 

from reference 13). 
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Further evidence for dust grains can be seen when the inverse wavelength of starlight is plotted 

against the extinction of the starlight (Figure 1.4.4). Extinction curves along particular lines of 

sight can vary significantly but do share some key features.  The inverse of the wavelength is 

roughly proportional to the extinction with a pronounced bump centred around 2175 Å. The 

proportionality of the inverse of the wavelength to the extinction is characteristic of light scattered 

by particles which have a radius similar to the wavelength of the light.9 Early models suggested 

the profile of the extinction curve could be due to a mixture of graphite and silicate dust particles.14 

The proportional behaviour is attributed to the silicate dust and the bump to the graphite dust. 

 

Figure 1.4.4: The mean for the UV extinction curve of Bless and Savage (taken from reference 15). 

There are several more indirect pieces of evidence for interstellar dust grains. The first of which 

is the observed depletion of elements in the gas-phase. Estimations of elemental abundances from 

stellar nuclear fusion predict larger quantities of some elements than are observed in the gas-phase 

in the ISM. Furthermore, the depletion seems to be correlated to the condensation temperatures 

of the elements. It is therefore believed that these depleted elements are present in the solid phase 

in the interstellar medium as dust grains. Particularly high depletions are observed for silicon, 

oxygen, carbon and iron. A second indirect piece of evidence for dust grains involves the diffuse 

light in the interstellar medium. The diffuse light does not appear to originate from one source but 

rather across the entire night sky. This diffuse light can arise from the scattering of starlight. 

However, H atoms dominate the gas-phase but their cross section for scattering starlight is much 

too low to account for the diffuse light observed. It is therefore predicted that dust grains are 

responsible for this Rayleigh scattering of starlight. Another feature of the light in the night sky, 

that supports the hypothesis of dust grains in the ISM, is the presence of reflection nebula. 

Reflection nebula are clouds that do not emit light themselves but reflect light from nearby young 

stars. The light does not possess enough energy to ionise the gas in the nebula and so the observed 

light must be attributed to scattering from dust grains.  The light from sources of this type is 
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partially polarised. This polarised-light indicates that the dust particles are likely to be aligned 

non-spherical particles or aligned particles with an anisotropic crystal structure. An example of a 

carbonaceous material with an anisotropic crystal structure is graphite.   

A final piece of indirect evidence for dust grains is the observed column densities of some 

molecules. In particular the abundance of molecular hydrogen in the interstellar medium. The 

column densities of H2 measured by astronomers cannot be accounted for by gas-phase kinetics. 

It is now believed that these large column densities are achieved via the reaction of H atoms to 

form H2 on the surface of dust particles.16 This hypothesis is strengthened by the observed direct 

correlation between molecular hydrogen column densities and the extinction of star light.17 

Furthermore, solid-phase water and CO2 are observed in the ISM via broad bands at 3.1 µm for 

the O-H stretch in water and 15.3 µm for CO2.18-21 These bands are attributed to water and carbon 

dioxide in the solid phase on the surface of dust particles. 

There is direct spectral evidence for silicate dust grains in the interstellar medium via a set of 

broad absorptions in the mid-infrared region: a strong absorption feature peaking at approximately 

9.7 µm is observed.22  Silicate materials generally have a strong absorption at approximately 10 

µm and so this absorption at 9.7 µm is assigned to Si-O stretching in olivine. This conclusion is 

strengthened by the observation of the 9.7 um feature near outflows from oxygen-rich stars where 

silicates are expected to condense. This 9.7 µm absorption is not observed in the outflow from 

carbon-rich stars where silicates are not expected to form due to the oxygen reacting with carbon 

to produce CO.22 There is also a broad absorption observed at 18 µm that is assigned to the O-Si-

O bending mode in silicates.23, 24 The lack of structure of these bands more closely resembles 

amorphous rather than crystalline silicates. Furthermore, in some cases amorphous and glassy 

silicates prepared in the laboratory have been shown to have similar IR absorptions to those 

observed in the ISM.22 Silicate dust grains in the ISM are therefore predicted to be largely 

amorphous materials. 

Direct spectral evidence for the molecular structure of the carbonaceous grains is elusive. It is 

clear that graphite alone cannot truly model the extinction “bump” at 2175Å and so it has been 

proposed that nano-sized amorphous carbon structures could be responsible for this UV-feature.25 

Other possibilities include naphthalene aggregates and strongly dehydrogenated polyaromatic 

hydrocarbons (PAHs).26-28 Using ab initio calculations, mixtures of PAHs in different charge 

states have also been shown to be possible carriers of the UV-feature.28 Laser ablation 

experiments, which produce PAH films give a slightly blue-shifted UV bump when compared to 

astronomical data. The PAHs produced in these experiments contain 22-38 carbon atoms per 

PAH. Calculations based on these experiments have estimated that  to produce the red shift 

required to reproduce the UV bump, around 50-60 carbon atoms would be needed per PAH.29 

Further spectral evidence for carbonaceous dust grains lies in a complex collection of IR 

absorption bands around 3.4 µm. These absorptions have been observed along lines of sight in 
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the diffuse interstellar medium where large quantities of dust grains are expected to be present. 

These absorptions are now commonly attributed to the CH stretching of sp3 hybridised carbon.30-

34 These absorptions are believed to be due to an organic refractory material primarily composed 

of hydrocarbons and so these bands represent another possible signature of carbonaceous dust 

grains. The material responsible for these absorptions at 3.4 µm contains little nitrogen, oxygen 

or long-chain alkanes.35 These IR absorptions are attributed to a material which possesses around 

50% more methylene groups than methyl groups as well as diamond-like CH groups.36-38 The IR 

absorption at 3.3 µm, attributed to the CH stretching of methylene groups, can be reproduced by 

nanometer-sized carbon grains of PAHs produced in laser ablation experiments.39 Whilst the true 

chemical structure for carbonaceous dust grains is elusive, PAHs and nanometer sized dust grains 

represent promising structures.  

In conclusion, there is overwhelming evidence for the presence of dust grains in the interstellar 

medium.  These dust grains are estimated to account for 1 % of the mass of an interstellar cloud. 

The grains are likely to be composed of silicates and carbonaceous material and have a diameter 

on the same order of the wavelength of visible light. The grains are either elliptical in shape or 

are composed of a material with an anisotropic crystal structure. It is generally believed that dust 

grain surfaces play an important role in the chemical complexity of the interstellar medium, 

particularly in dense clouds where their surfaces can accommodate icy mantles of H2O, CO2 and 

CO. 

 

1.5 Interstellar Ice Composition  
 

Due to the self-shielding of dense interstellar clouds, photons cannot penetrate to their centre. 

This lack of photons results in a reduced gas-temperatures when compared to diffuse interstellar 

clouds. Furthermore, the low temperatures and low photon flux result in little to no thermal 

desorption or photo-desorption from the grains. As a result gas-phase species can aggregate on 

the surface of dust grains to form ices. Over the lifetime of a cloud these ices can reach a thickness 

of a few hundred monolayers.40 There is a robust amount of observational data to allow us to 

develop a picture of the composition and structure of interstellar ices. On top of the 2.4 µm - 45 

µm extinction curve of interstellar light sources, are superimposed IR absorptions of molecular 

ices.41, 42 It is clear, with the exception of carbon monoxide, that observed ice abundances cannot 

be accounted for by simply the accretion of gas-phase molecules onto the dust grain surfaces.40 

Gas-phase column densities in the interstellar medium are low, collisions are infrequent, and 

three-body interactions are negligible. However, grain surfaces can provide a ‘meeting ground’ 

for reactive species and offer relaxation pathways for energetic products of association reactions 
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not available in the gas-phase.40 It therefore follows that surface chemistry of the grains is 

contributing to the molecular abundances observed in the ISM.  

The observed IR absorptions indicate that water accounts for 60 – 70 % of interstellar ice in most 

lines of sight.43 Water ice is primarily identified by its strong O-H stretching mode at 3279 cm−1, 

but also by weaker bending modes, combination modes and libations at 1667 cm−1, 2222 cm−1 

and 7692 cm−1 respectively. The remaining major components of the ice are carbon monoxide,44 

methanol,45 methane,46 carbon dioxide,18 ammonia and formaldehyde.47 Other molecular species 

typically make up only a few percent of the ices.41 The ices are thought to consist of two phases, 

a polar phase dominated by water and carbon dioxide and a non-polar phase dominated by carbon 

monoxide.41 These two phases were first identified by the two components of the 2141 cm−1 

fundamental vibrational band of carbon monoxide. Carbon monoxide’s IR profile, in the ISM, 

consists of a broad (polar) component centred at 2136.5 cm−1 and a narrow (nonpolar) band 

centred around 2140.0 cm−1.48, 49 It was previously thought that the polar component broadening 

the 2136.5 cm−1 feature was water. However, laboratory experiments with CO:H2O ices could not 

reproduce the 2136.5 cm−1 feature without introducing a shoulder centred at 2151 cm-1.50 It was 

thought that this shoulder may not be observable in the ISM,51 but later laboratory spectroscopic 

work showed that an ice mixture containing H2O:CO:CO2 could also not account for the broad 

feature at 2136.5 cm−1. It is now thought that the broadening of the feature at 2136.5 cm−1 is due 

to CO:CH3OH ice, indicating that methanol is almost exclusively present in the non-polar phase 

of interstellar ice.52 Methanol is identified by its features at 2833 cm−1, 2532 cm−1, 1471 cm−1, and 

1026 cm−1. In TMC-1, methanol is observed to have an ice abundance of < 2.9% relative to that 

of water.53 Carbon dioxide is identified by its two strong bands the ν3 (2342 cm−1) asymmetric 

stretch and the ν2 (6579 cm−1) bending mode. In TMC-1 carbon dioxide has polar and apolar 

abundances of 24.2% and <0.8% compared with that of water.54 Methane is observed via its ν4 

deformation-mode at 1304 cm−1. Ammonia is identified by its N-H stretch at 3378 cm−1, its N-H 

deformation mode at 6192 cm−1 and an umbrella mode at 1075 cm−1.41 Despite the overwhelming 

dominance of water, and other simple molecules, it is believed that most of the complex and 

exotic species in the ISM, such as amino acids, are produced in or on the ice mantles of dust 

grains.  

1.6 Interstellar Ice Reactivity  
 

The surface chemistry of the interstellar ices can be categorised into two classes: thermal and non-

thermal reactions. Non-thermal reactions are initiated by UV photons or energetic particles. The 

interaction of these energetic particles with interstellar ice causes dissociation of molecules 

generating suprathermal fragments. These suprathermal fragments are capable of undergoing 

further reactions with reasonably large activation energies. Conversely, thermal reactions occur 

when both reactants are in thermal equilibrium with their surroundings. Given the low 
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temperatures of the gas and ice (10K) in dense interstellar clouds, there is very little thermal 

energy available to overcome activation barriers. At these temperatures thermal reactions 

typically occur when one reactant has an open shell electronic structure, such as H or O atoms. 

Reactions in which at least one reactant is an open shell species tend to have low activation 

energies. This thesis focuses on the thermal reactions in the interstellar medium and so it is beyond 

it’s scope to discuss non-thermal reactions in detail. However, reviews of non-thermal reactions 

in the interstellar medium are available in the literature.55   

 In general, bimolecular reactions on surfaces are thought to follow one of three prototypical 

reaction pathways. The first is the Langmuir-Hinshelwood (LH) mechanism where both reactive 

species are initially adsorbed and thermalised on the surface.56  One or both of the reactants, which 

are only weakly bound in physisorption sites, will diffuse across the surface either by a classical 

random walk or by tunnelling through diffusion barriers. Upon encountering a suitable reaction 

partner, a product is formed. The second surface reaction mechanism, the Eley-Rideal (ER) 

pathway, involves a thermalised surface molecule undergoing a direct reaction with an incident, 

and potentially energetic, gas-phase species.56 The third surface reaction mechanism is the hot 

atom pathway in which the incident gas-phase species is partially thermalized with the surface 

upon encountering and reacting with a surface species. In the interstellar medium cross sections 

for the ER mechanism are often low due to the low surface coverages of reactants. What is more, 

in dense clouds the gas and dust temperatures are in thermal equilibrium and so impinging 

molecules are already thermalized with the surface. It is therefore believed that surface chemistry 

on dust grains proceeds predominantly via the LH mechanism.40 

1.7 Hydrogen Atom Surface Reactivity  
 

1.7.1 H2 Formation  

 

Early studies of the thermal surface chemistry of the interstellar medium focused on hydrogen 

atom recombination. Not only are H atoms the most abundant species in the ISM, but H2 is the 

most abundant molecular species in the ISM. As discussed in Section 1.2, simple radiative 

association of H atoms is slow and three-body gas-phase reactions are not possible. However, in 

1961 it was shown that, on a water ice, H atom recombination occurred when surface temperatures 

were below 30 K.57 The efficiency of the reaction was increased when a fresh water surface was 

prepared.  Subsequent modelling used this experimental observation to predict that H atom 

recombination would be efficient on interstellar dust grains between 5 K and 20 K. This high 

efficiency was shown to account for the high H2 abundance in the interstellar medium.58, 59 The 

upper limit of 20 K represents the surface temperature at which H atoms have a high sticking 

coefficient and the lower limit of 5 K represents the temperature at which H2 will adsorb onto the 

surface, building up a monolayer and quenching the reaction on the surface. Subsequent 
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experimental studies reported that the efficiency of H atom recombination on an olivine surface 

was a factor of 10 lower than theoretical predictions.60, 61 This discrepancy between theory and 

experiments is attributed to the theoretical calculations considering a perfect surface. It was 

proposed that defects on the surface may alter the sticking coefficient or reduce the rate of 

tunnelling of H atoms. Further experimental work by Pirronello et al. showed that during a 

temperature programmed desorption (TPD) experiment, second order desorption kinetics of HD 

were observed when low coverages of  H and D atoms were dosed onto a surface held at 6 K.60 

Second order desorption kinetics are characteristic of associative desorption. For a general 

explanation of a TPD experiment see Section 2.1. The second order desorption kinetics of the HD 

detected by Pirronello et al. indicates it was formed by associative desorption during the warm 

up phase of the TPD. This indicates that, at 6 K, the H and D atoms are relatively immobile on 

the surface. When high, although still sub-monolayer, coverages of H and D atoms were dosed 

onto the same surface first order desorption kinetics were observed for HD. The first order 

desorption observed at high coverages indicates that HD formed on the surface at 6 K will remain 

bound to the surface until heating is applied. This observation is at odds with the previous 

hypothesis that the 4.5 eV binding energy released upon recombination would redistribute 

amongst vibrational modes in such a way that the HD would be ejected from the surface upon 

formation. Later studies showed that hydrogen recombination was approximately twice as 

efficient on a graphite surface than an olivine surface.62 Although, this efficiency on graphite is 

still five times smaller than theoretical predictions. 

Later experiments at UCL were designed to determine the fate of the 4.5 eV binding energy 

released upon the formation of HD.63, 64 Both the H and D atoms were co-dosed onto a graphite 

surface held at a temperature of 15 - 20 K. The rovibrational populations of HD molecules 

desorbing from the surface were probed using resonance enhanced multi-photon ionisation 

(REMPI) and time of flight mass spectrometry (TOFMS). The experiments revealed the HD 

molecules were formed in excited vibrational states peaking at v = 4 with states populated up to 

v = 7. Conversely only rotational states J = 0 and 1 were populated. The results show that the 4.5 

eV binding energy released upon H atom recombination is efficiently redistributed throughout 

vibrational modes but not into rotational modes.  

1.7.2 H2O Formation  

 

Water is the dominant constituent of interstellar ices. It has even been hypothesised that the water 

formed on interstellar ices is the same water that fills our Earth’s oceans. The H/D ratios observed 

for gas-phase water observed in proto-planetary discs exceeds the H/D ratio of the Earth’s oceans. 

Conversely, the H/D ratios of gas-phase cometary water in the Oort cloud, an extended shell of 

icy objects that exist in the outermost reaches of our solar system, are comparable to the H/D ratio 

in the Earth’s oceans. Clearly the water observed in proto-planetary discs and comets have 



 

13 
 

different origins and it seems the water in the Earth’s oceans more closely resembles the water 

associated with comets. It has therefore been hypothesised that the water in the Earth’s oceans 

may have been delivered to Earth via comets. However, a direct comparison to the H/D ratio in 

interstellar ices cannot yet conclusively determine that the cometary water has interstellar origins.1 

Nevertheless, the gas-phase formation and subsequent freeze out of water cannot account for the 

observed abundancies of H2O in interstellar ices. Therefore, the thermal formation of water on 

interstellar dust grains has been extensively studied in the laboratory over the last two decades. 

The idea of water formation via surface hydrogenation of O2 was first put forward by Van de 

Hulst in 1949.65 In 1982 Tielens and Hagen extended this idea to include three pathways, 

involving oxygen and hydrogen, for the formation of water on surfaces.66 The reactions are listed 

below in equations (1.7.2.1), (1.7.2.2) and (1.7.2.3).  

 

 2H + O → H2O (1.7.2.1) 

 4H + O2 → 2H2O (1.7.2.2) 

 6H + O3 → 3H2O (1.7.2.3) 

 

Experimental work began in 1998 when Hiraoka and co-workers observed that D and O atoms 

react to produce water in the condensed phase.67 Oxygen atoms were generated using a microwave 

discharge in N2O. The resulting gas (N2O and O atoms) was deposited onto a surface held at 12 

K generating a matrix 13 monolayers thick. The matrix was then dosed with D atoms.  A TPD 

experiment confirmed the production of D2O with a yield of 1.3 %.  This study provided the first 

evidence that D atoms can migrate and react with O atoms to form water at temperatures relevant 

to the ISM. However, a matrix of N2O is not representative of interstellar ice, and so later work 

by Dulieu et al. extended this study to the reaction of O and D atoms on the surface of a porous 

water ice substrate.68 A 100-layer thick film of non-porous water was first deposited at 120 K and 

the substrate was then cooled to 10 K where a further 10 monolayers of amorphous porous ice 

(ASW) were grown. The ice was then annealed to 90 K to avoid any further collapse of the pores 

during the subsequent TPD experiments. The atomic species, O and D, were generated using a 

microwave discharge in O2 and D2 respectively. D atoms were first dosed onto the water 

molecules to confirm that there was no reaction between the D atoms and the water matrix. In 

addition it was confirmed that O atoms do not react with the D2. When O and D atoms were dosed 

onto the water ice substrate two signals were observed, in the spectrum recorded by the QMS 

during the TPD, with atomic masses of 19 and 20 AMU. These signals correspond to the 

formation of D2
16O and HD16O. The formation of HD16O occurs due to isotopic exchange between 

the D2O formed during the reaction and the H2O in the pre-deposited ASW. This H/D substitution 

occurs during the TPD experiment at approximately 150 K.69 To confirm the water produced was 

due to the O and D atoms deposited onto the water ice, the authors repeated the reaction using 18O 
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and D atoms. Signals in the mass spectra were observed corresponding to the formation of D2
18O, 

HD18O and H2
18O. The authors determine that 76 % of the 18O atoms deposited onto the surface 

react to form the observed water isotopologues. The authors also consider the idea that they are 

simply observing the reaction between D atoms and undissociated O2 from the microwave 

discharge. They conclude that due to their high dissociation efficiency the reaction of D atoms 

and O2 can only account for 60 % of the water produced.  However, they do not consider the 

reaction of O + O → O2 on the surface of the ASW. Although, since H atom surface diffusion is 

much faster than O atom surface diffusion it is likely that the O atoms primarily react with H 

atoms rather than one another.  

Mokrane et al. studied the formation of water through the reaction of D atoms with O3 on an 

amorphous water ice surface.70 The ozone was produced via a radio-frequency electric discharge 

in 30 mbar of O2 gas. Residual O2 was pumped away whilst the ozone was frozen in liquid 

nitrogen.  In this way a glass bulb of pure O3 can be produced. Due to the metal surfaces in the 

chamber, ozone will partially dissociate into O2 and O atoms during deposition. However, the gas 

was deposited onto the water ice substrate at 50 K, a temperature at which O2 has a low sticking 

coefficient whilst ozone has a high sticking coefficient. Submonolayer coverages of pure ozone 

could therefore be deposited on the water ice surface. Following the deposition of O3 the substrate 

was cooled to 10 K. The D atoms were produced using a microwave discharge with a dissociation 

efficiency of 60 %. After ~ 5 × 1015 D atoms cm-2 were deposited onto the surface the products 

were observed using TPD. The TPD data show the complete disappearance of O3 from the surface 

and a desorption peak corresponding to HDO at 160 K. However, no D2O is observed to desorb 

from the surface. The authors again attribute this to thermally activated H/D exchange which 

occurs at approximately 150 K.69 However, it is interesting to note that full H/D isotopic exchange 

was not observed when the same group studied the reaction of O and D atoms, that is D2O was 

observed.68 The authors comment that the reaction of ozone with D atoms must be efficient on 

water ice surfaces since the number of D atoms dosed onto the surface is only 10 times the number 

of O3 molecules on the surface. If one assumes the D atoms that do not react with O3 react with 

one another to form D2 this ratio of reactants results in more water formation than D2 formation 

as in equation 1.7.2.4. 

 

 O3 + 10 D → 3D2O + 2D2 (1.7.2.4) 

 

The recombination of D atoms on surfaces is an efficient reaction, as discussed in Section 1.7.1, 

and so the reaction of O3 and D atoms must be of a similar efficiency to account for the large 

quantities of water produced under these experimental conditions. Indeed, the reaction of D atoms 

and O3 must be effectively barrierless at 10 K. When a reduced flux of D atoms is used, that is 

there are insufficient D atoms to fully hydrogenate O3, O2 is also observed in the TPD spectra. As 
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a result the authors put forward the following reaction pathway for H2O formation including O2 

as an intermediate.  

 O3 + D → OD + O2 (1.7.2.5) 

 OD + D → D2O (1.7.2.6) 

 O2 + D → DO2 (1.7.2.7) 

 DO2 + D → D2O2 (1.7.2.8) 

 D2O2 + D → D2O + DO (1.7.2.9) 

 

However, the authors do not present evidence for D2O2 in their TPD data, as TPD spectra for mass 

36 is not recorded. Evidence for this proposed formation pathway would be strengthened by 

observing a TPD peak for mass 36. 

In 2008 two studies were published on the formation of water via the reaction of H atoms with 

O2.71, 72 Both studies determined the formation of water to proceed efficiently and involve the 

formation of H2O2. Miyauchi et al. deposited 8 ML of O2 onto an aluminium substrate held at 10 

K. H atoms were generated using a microwave discharge with a dissociation efficiency of 20 %, 

this generated a flux of H atoms of 2 × 1014 cm-2 s-1.71 The formation of H2O and H2O2 were 

measured in situ using RAIRS every few minutes during the 10 minute dose of H atoms. A first 

order model in which H atoms diffuse to form H2O was used to fit their results. The model showed 

that the capture of H atoms by O2 is barrierless and that the formation of H2O from H2O2 either 

possesses a small barrier of 3.6 - 4.6 kcal mol-1 or proceeds via tunnelling.  In the second study, 

Ioppolo et al., extended the reaction to a range of surface temperatures between 12 K and 28 K. 

A 15 ML thick O2 ice was deposited onto a gold substrate at 15 K.72 The ice was then heated or 

cooled to the desired temperature between 12 and 28 K. H(D) atoms were generated using 

thermal-cracking of H2 (D2) with a dissociation fraction of 50 %. Typically the O2 ice was 

irradiated with H(D) atoms for 3 hours. Water formation was detected and quantified via its 1650 

cm-1 IR absorption, since the absorption at 3430 cm-1 overlaps with the 3250 cm-1 absorption of 

H2O2. The formation of H2O2 was detected and quantified via its 1350 cm-1 absorption. IR spectra 

were acquired every few minutes during H(D) deposition and clearly show the increase in H2O 

and H2O2 yield with increasing H(D) fluence. The initial growth of the product yields was linear 

and temperature independent, which corresponds to zeroth-order kinetics. This zeroth-order 

kinetics came as a surprise since reactions of this type are expected to involve pseudo first order 

kinetics due to the constant flux of H atoms in the beam.  

 

In 2010 the Linnartz group published a two-part follow up study to extend the study described 

above.73, 74 In this second study, product yields above 23 K were found to be larger than that 

observed in the 2008 study. This discrepancy can be explained by the different thickness of ice 

used in each study: 35 ML in 2010 and 15 ML in 2008. The results show that the H atoms clearly 

have a larger penetration depth at temperatures above 23 K than the 15 ML of O2 ice deposited in 
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the first study. The increased penetration depth above 23 K increases the H atom residence time 

in the ice and so further reactivity with O2 is observed. The authors were able to determine that 

the change in penetration depth of H atoms in O2 ice, at different surface temperatures, is due to 

the temperature dependent competition between the reaction of H atoms with O2 and further 

penetration of the H atoms into the ice. At low surface temperatures the reaction is favoured and 

at high surface temperatures penetration is favoured. The reduction in H atom reactivity with O2 

at high temperatures indicates that the capture of H atoms by O2 may not only be barrierless but 

proceed via tunnelling.  However, the primary aim of the 2010 study was to determine the origin 

of the zeroth-order formation kinetics observed in the 2008 study.73 The zeroth-order formation 

kinetics observed in the earlier work suggests that the proposed reaction network was incomplete. 

The second study therefore sought to explore the interconnecting mechanisms at play when D 

atoms add to O, O2 and O3, derive a full reaction scheme and constrain rates of individual 

reactions.72, 74 The experiments employ different H/O2 ratios to probe different stages in the 

hydrogenation network. Four hydrogen atoms are needed to convert O2 into H2O. When H/O2 = 

100, full hydrogenation can occur and the IR spectra are observed to be dominated by broad H2O 

and H2O2 bands indicating formation of bulk H2O and H2O2. When H/O2 = 1 full hydrogenation 

cannot occur and HO2, H2O2 and OH are observed. The extensive study tracks the abundances of 

OH, H2O2, H2O and HO2, with respect to H atom fluence when the surface temperature and the 

H/O2 ratios are varied. The authors found that OH and the H2O2 monomer share the same trend, 

the H2O monomer and H2O2 bulk also share the same trend whereas HO2 has a unique trend. 

Reaction 1.7.2.10 was found to be largely independent of surface temperature and so effectively 

barrierless. The efficiency is governed by the sticking coefficient of H atoms and efficient 

destruction pathways of HO2 at low surface temperatures. This finding is in agreement with earlier 

studies in the Watanabe group.71   

 

 O2 + H → HO2 (1.7.2.10) 

 

There are four pathways in which HO2 can undergo further hydrogenation, 1.7.2.11, 1.7.2.12, 

1.7.2.13, 1.7.2.14. 

 

 HO2 + H → H2O2 (1.7.2.11) 

 HO2 + H → 2OH (1.7.2.12) 

 HO2 + H → H2O + O (1.7.2.13) 

 HO2 + H → H2 + O2 (1.7.2.14) 

 

Reaction 1.7.2.14 cannot be quantified via IR spectral studies since neither O2 or H2 is IR active. 

The efficiency of this pathway is therefore still unknown. However, reactions 1.7.2.11 and 

1.7.2.12 were found to be effectively barrierless since the OH/H2O2 ratio is constant in 
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experiments where H/O2 ≤ 2. These reactions were therefore identified to be the dominant 

pathways for the formation of H2O2 and OH. Previous work had proposed that OH was primarily 

formed via the hydrogenation of H2O2 as in reaction 1.7.2.15  

 

 H2O2 + H → H2O + OH (1.7.2.15) 

  

However, this reaction is not in agreement with the observation that H2O2 and OH are formed 

early in the reaction and have a constant ratio. If reaction 1.7.2.15 was more efficient than reaction 

1.7.2.12 one would expect the OH/H2O ratio to be constant rather than the OH/H2O2 ratio. 

Similarly reaction 1.7.2.13 is believed to be inefficient since H2O does not follow the same trend 

as OH and H2O2. The authors do, however, observe O3 formation which indicates that O atoms 

are involved in the reaction network since O atoms react with O2 to form O3, as in reaction 

1.7.2.17. The authors therefore propose that O atoms are produced via reaction 1.7.2.18 since 

reaction 1.7.2.13 is inefficient. 

 

 H + OH → H2O (1.7.2.16) 

 O2 + O → O3 (1.7.2.17) 

 OH + O2 → HO2 + O (1.7.2.18) 

 

Whilst H2 does not react with O2 on surfaces at low temperatures, it is possible that H2 can react 

with OH and HO2 (reactions 1.7.2.19 and 1.7.2.20). 

 

 H2 + OH → H2O + H (1.7.2.19) 

 H2 + HO2 → H2O2 + H (1.7.2.20) 

 

Reaction 1.7.2.19 was found to be inefficient since no decrease in OH or increase in H2O is 

observed when the H/H2 ratio is decreased. However reaction 1.7.2.20 is efficient since the H2O2 

abundance does increase when the H/H2 ratio is decreased. It was also found that reactions 

1.7.2.21 and 1.7.2.22 are inefficient pathways since HO2 is heavy and unlikely to diffuse to find 

a reaction partner whilst OH is abundant and so reaction 1.7.2.21 cannot be efficient. 

 

 OH + OH → H2O2 (1.7.2.21) 

 HO2 + HO2 → H2O2 + O2 (1.7.2.22) 

 

The authors are able to show that the pathways for the formation of water via the hydrogenation 

of O, O2 and O3 are interconnected. They are also able to constrain the efficiency of several 

reactions, the reaction of H and O2 is more efficient than previously thought, whilst the reaction 

of O + OH and H2 + OH are less efficient. The authors predict that 30 % of the water is produced 
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via reaction 1.7.2.15 at early reaction times when HO2 abundances are low, whereas 70 % of the 

water is produced at later times via reaction 1.7.2.16, since reaction 1.7.2.12 produces OH from 

HO2 efficiently. As a result of these experiments the authors put forward the reaction network 

depicted in Figure 1.7.2.1 

 

 
Figure 1.7.2.1: A schematic representation of the reaction network for water formation on surfaces of 

astrochemical interest. Four types of reactions are distinguished: efficient, effectively 

barrierless, reactions (solid), reactions with a barrier but with detectable efficiency 

(dashed), reactions of which the efficiency is below the detection limit (dash-dotted), 

and reactions of which the efficiency could not be determined in this study (dotted). The 

light grey arrows indicate the same entering channel but with different outgoing 

channels, and the black arrows the reactions which were in the original reaction scheme. 

(taken from reference 74). 

 

1.7.3 CH3OH Formation  

 

Methanol is thought to be an important starting material for the formation of complex organic 

molecules in interstellar ices. Experimental work has shown that when solid methanol is irradiated 

with UV photons or cosmic rays a significant number of molecules with increased complexity are 

detected.75, 76 However, methanol production via gas-phase ion-neutral reactions is not efficient 

enough to account for observed abundancies of methanol in interstellar ices.77, 78 Surface reactions 

in which H atoms sequentially add to CO are thought to be the predominant formation mechanism 

for methanol in the ISM. This formation mechanism is not only proposed because of high H atom 

and CO abundances in interstellar ice but because methanol is exclusively observed in the non-

polar, CO dominated, phase of interstellar ice. The first experiment to test this hypothesis 

irradiated an ice mixture of H2O:CO (5:1) on an aluminium substrate with hydrogen atoms.79 The 

products observed in this first study were formaldehyde and methanol. A second study used a 

lower flux of hydrogen atoms to irradiate a pure CO ice on a silicon substrate.80 The only product 

detected in the second study was formaldehyde. A later study by Fuchs et al. attempted to 

determine the origin of this discrepancy.81 CO was deposited onto a gold coated copper substrate 
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held at 10 K. The abundance of CO, H2CO and CH3OH were monitored as a function of H atom 

fluence via their IR absorptions (Figure 1.7.3.1). The abundance of CO follows an exponential 

decay function with respect to the H atom fluence. The abundance of H2CO follows an inverse 

exponential growth function tracking the exponential decay of CO. The abundance of CH3OH, 

however, exhibits a linear dependence on H atom fluence. Furthermore, when the flux of H atoms 

is reduced the appearance and disappearance of products and reactants follow the same trends. 

The origin of the discrepancy between the first two studies discussed above is not the flux of H 

atoms to the surface but rather the different fluence of H atoms. The authors conclude that the 

formation of methanol by successive hydrogenation of CO and H2CO is efficient under conditions 

relevant to the interstellar medium. These conditions cover surface temperatures between 12 and 

20 K, ice thicknesses of 1 ML to 10 ML and H atom fluxes of 0.001 ML cm-2 s-1 and 0.01 ML 

cm-2 s-1. The group use Monte Carlo Simulations to extract the rates for the formation of H2CO 

and CH3OH via the successive hydrogenation of CO. These rates were then used in further Monte 

Carlo simulations under astrophysical conditions which predict H2CO/CH3OH ratios that are in 

good agreement with astronomical observations. 

 
Figure 1.7.3.1: Time evolution of the surface abundance (in molecules cm−2) of CO, H2CO and CH3OH 

during H-atom bombardment of CO ice at 12.0 K with three different H fluxes of 5 × 

1013, 3 × 1013, and 7 × 1012 cm−2 (taken from reference 81). 

 

. 

1.8 Oxygen Atom Surface Reactivity  
 

Oxygen is the third most abundant element in the ISM, after hydrogen and helium.82 However, 

hydrogen atom surface chemistry has been the focus of laboratory and astrochemical models for 

decades. On surfaces H atoms readily tunnel through diffusion barriers and so easily roam the 

surface of interstellar dust grains until a suitable reaction partner is found. However, the work by 

the Linnartz group clearly demonstrates that the reaction network for the formation of water on 
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interstellar surfaces is influenced by O atom reactivity.74 Coincidently, at about the same time as 

the study in the Linnartz group, experimental astrochemists began to study the reactivity of the 

oxygen atom. As a result of the work in the Price, Dulieu and Vidali groups, it is becoming more 

and more apparent that O atoms have a significant role to play in the surface chemistry of 

interstellar ices. Indeed, over the last three years the reaction of O atoms and O2 to generate O3 

has provided the most exciting and controversial work in the field of experimental astrochemistry.  

As discussed above, the addition of H atom surface reactivity to models provides important 

formation pathways for molecules such as water and methanol, which are inefficiently formed in 

the gas-phase.  However, CO2 is the second most abundant species in interstellar ice. Like water 

and methanol, carbon dioxide ice abundancies cannot be explained by gas-phase kinetics followed 

by freeze out onto grains. If only H atoms are able to roam interstellar ice surfaces one would 

expect methanol to be more abundant than CO2. However, if O atoms can also diffuse on 

interstellar dust grains, CO2 can be produced via the reaction of CO and O or OH. This scenario, 

in which H atoms and O atoms can diffuse on interstellar dust grains predicts that CO2 

abundancies exceed methanol abundances in interstellar ices, as is observed in astronomical 

observations (Figure 1.8.1). 

 
Figure 1.8.1: A schematic view of the two possible scenarios concerning the H2O/CO2 balance on icy 

grains in dense molecular clouds. If H atoms (black dots) are the only mobile species, H-

addition mechanisms are dominant and the formation of water (H + OH/O/O2/ O3/H2O) 

and other H-saturated species (e.g., CO + 3H/CH3OH) is favoured. On the other hand, if 

O atoms (red circles) can also diffuse at very low temperatures, the formation of CO2 in 

dense clouds may proceed via non-energetic reactions (CO + O and CO + OH) as well, 

making it possible that CO2 is the second most abundant ice in the ISM (taken from 

reference 83). 

 

Recent calculations have suggested that O atoms may become the dominant atomic species on 

interstellar dust grains in clouds with the highest densities. Based on these calculations, the 

number density of hydrogen in the interstellar medium is 1.1 cm-3 and is largely independent of 

cloud density.84, 85 However, when cloud densities are 103, 104 and 105 cm-3, oxygen atom densities 
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are 0.09, 0.75 and 7.0 cm-3 respectively.84, 85 The oxygen atom density increases with increasing 

cloud density.  The calculations use the ratio of H and O atoms in clouds of various densities to 

determine the mean time between the impact of two H or O atoms respectively. The calculations 

show that when a cloud reaches a density of 104 cm-3 H atom collisions and O atom collisions are 

of equal probability and so in denser clouds it is possible that O atoms are the dominant reactive 

atomic species (Figure 1.8.2).83 

 
Figure 1.8.2: Time intervals between two impacts of H and O, and the times employed to scan a whole 

grain (shaded horizontal bands) on various surfaces of interest are plotted as a function of 

the density of the cloud. The time interval between two arrivals of H is constant, as the 

density of H atoms remains constant regardless of the density of the medium, while the 

abundance of O atoms increases with cloud density (taken from reference 83). 

 

There has also been considerable recent interest in accounting for the relatively low 

abundance (the so-called depletion) of oxygen in the gas-phase in the interstellar medium.86-

88 It has been proposed that interstellar grains could act as a sink for oxygen atoms, but it 

appears that the necessary depletion cannot be generated simply by the incorporation of 

oxygen atoms into the structures of the dust grains themselves.87  One possible additional sink 

for oxygen atoms is perhaps their reaction with the molecular components of the ice mantles 

that coat the dust grains in dense interstellar clouds.  

 

1.8.1 O3 Formation  

 

Minissale et al. studied the reaction of O atoms and O2 in 2013.89 Oxygen atoms were generated 

with a 71 % dissociation efficiency using a microwave discharge in O2.  The beam of O/O2 was 

directed towards a surface of compact amorphous solid water grown by vapour deposition on a 

110 K substrate. Ozone formation was observed via a TPD methodology. The ozone can either 

be observed directly at mass 48 or via the O2
+ fragment at mass 32. There are three possible 

reaction pathways for O atoms on the surface: 
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 O + O → O2 (1.8.1.1) 

 O + O2 → O3 (1.8.1.2) 

 O + O3 → 2O2 (1.8.1.3) 

 

The experimental data shows that an almost pure O3 ice is produced. It can be concluded that 

reaction 1.8.1.3 is inefficient, possessing a significant barrier, whilst reactions 1.8.1.1 and 1.8.1.2 

possess small or insignificant barriers. The O3/O2 ratio increases with surface coverage since the 

O2 rapidly reaches a steady state during dosing, whilst the O3 yield increases linearly.  As the 

deposition surface temperature is increased from 6.5 K to 25 K the O3 yield increases. Since the 

ER mechanism, for a reaction with a small or insignificant barrier, is independent of the surface 

temperature, this increase in O3 yield is indicative of the LH mechanism demonstrating that 

diffusion of reactive species is the limiting factor in the production of O3. The authors use a model 

to extract the diffusion constant at each deposition temperature. The extracted diffusion constants, 

below 20 K, cannot be modelled using a traditional Arrhenius law which should describe thermal 

diffusion. The authors account for the extracted diffusion coefficients below 20 K by invoking O 

atom tunnelling through the diffusion barrier. Later publications by the same group extended this 

study to other surfaces such as graphite, olivine and crystalline water ice.83, 90 O3 was observed to 

form efficiently on all the surfaces of astrochemical interest that have been investigated. In these 

further studies, RAIRS was used to monitor the ν3 asymmetric stretching mode of 16O3 at 1043 

cm−1.90, 91 After the deposition of O/O2 at 6.5 K the surface was heated to 35 K and no change was 

observed in the absorption at 1043 cm−1. This experiment confirms that the ozone produced in 

these experiments is not formed during the heating phase of the TPD.  Further modelling also 

considered several scenarios to account for the yield of ozone at different surface temperatures. 

The models successively include (1) the ER mechanism, (2) the thermal diffusion of O atoms 

during the heating phase of the TPD, (3) the LH mechanism with thermal diffusion and the LH 

mechanism involving tunnelling through the diffusion barrier. Only the model which included O 

atom tunnelling of the diffusion barrier could successfully account for the O3 produced at low 

surface temperatures. The authors also extracted empirical forms for the diffusion coefficient 

which did not vary greatly on the different surfaces studied. 

It is not only the high diffusion coefficient of O atoms on surfaces that is surprising. Previously, 

astronomical models had assumed an O atom binding energy of 800 K (6.65 kJ mol-1).92, 93 Such 

a binding energy would result in oxygen atoms desorbing from the surface at approximately 28 

K. However, modelling by Kimber et al. and He et al. has extracted O atom desorption energies 

of 14.0 ± 0.2 kJ mol-1 and 1760 ± 230 K (14.6 ± 1.9 kJ mol-1) respectively from experimental 

data.94, 95 Furthermore, the models of Hollenbach predict a high O2 abundance in regions with 

very high FUV fields. This O2 is believed to form in the gas-phase due to O atom desorption from 

grains. However, an O atom binding energy of at least 1200 K is required.96 Further observations 
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of the Orion Bar set a stricter limit on the O2 abundance in a high FUV region which results in an 

O atom binding energy prediction of 1600 K.97 These experimental binding energies are far 

greater than the 800 K predicted by theory. Furthermore, the O atom binding energy determined 

by laboratory studies is in good agreement with the O atom binding energy predicted from 

astronomical observations. Together, the laboratory and astronomical observations indicate that 

O atoms have a stronger binding energy to interstellar dust grains than the 800 K predicted by 

theory.  

Recently He et al. and Minissale et al. have made direct observations of the O atom desorption 

energy.98, 99 In the study by He et al. a beam of O/O2 was deposited onto a porous amorphous 

water ice held at 48 K for 480 s. The fluxes of O and O2 were 4.8 × 1012 cm-2 s-1 and 3.3 × 1012 

cm-2 s-1 respectively. The surface was cooled to 20 K and then heated linearly at a rate of 10 K 

min-1 to 70 K. A QMS was used to monitor masses 16, 32 and 48 corresponding to O, O2 and O3 

respectively. Molecular oxygen desorption was centred at 50 K whilst ozone desorption was 

centred at 67 K, Figure 1.8.1.1. However there was an additional desorption peak for mass 16 

centred at 57 K. This signal at 57 K is reported as direct desorption of O atoms, Figure 1.8.1.1. 

The TPD peak area of O direct desorption corresponds to approximately 3% of a monolayer layer. 

The experiment was also repeated using a silicate substrate. The binding energy of O atoms was 

extracted to be 1660 ± 60 K (13.8 ± 0.5 kJ mol-1) and 1850 ± 90 K (15.4 ± 0.7 kJ mol-1) for porous 

amorphous water ice and for a bare amorphous silicate film, respectively. 

 
Figure 1.8.1.1: TPD trace of mass 16, 32, 48 AMU after depositing 480s of O/O2 is deposited at 48 K 

on amorphous water ice. The heating ramp is 0.17 K s-1. The dashed line shows a fitting 

of mass 16 AMU peak using Edes(O) = 1660 K (taken from reference 98). 
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Meanwhile, Minissale et al. used a temperature programmed during-exposure desorption (TP-

DED) technique, which consists of exposing the substrate to the O atom beam while slowly 

reducing the substrate temperature from 110 K to 10 K at a rate of 17 mK s-1. When the surface 

temperature is above 70 K the O atoms and O2 are scattered off the surface and enter the QMS. 

As the surface temperature decreases below 68 K the O atom QMS signal decreases and the O2 

signal increases (Figure 1.8.1.2). The O atoms become bound to the surface and diffuse, 

eventually reacting to form O2. O2 then desorbs from the surface due to its short residence time 

of 25 ms.100 The O atom signal reaches a minimum when the surface temperature reaches 40 K. 

The O2 signal starts to decrease when the surface temperature is below 54 K and reaches a 

minimum when the surface temperature is 30 K. A kinetic model was then used to extract an O 

atom desorption energy of 1475 ± 225 K (12.3 ± 1.9 kJ mol-1). 

 
Figure 1.8.1.2: TP-DED normalised signals at mass 16 (red) and Mass 32 (blue) from compact 

ASW ice during exposure to the O beam. TP-DED were performed with a ramp 

rate of – 17 mK s-1 (taken from reference 99). 

 

1.8.2 CO2 Formation  

 

Carbon dioxide has an abundance ranging from 10 % to 30 % of that of water in interstellar ices, 

despite its low gas-phase abundance.101 CO2 is therefore thought to form within the ice rather than 

from deposition from the gas-phase. As discussed previously, one postulated formation route is 

through O atom addition to carbon monoxide; CO is abundant in the interstellar ices. Roser et al. 

studied the addition of oxygen atoms to 13CO on a copper surface at 5 K in 2001.102 O atoms and 

13CO were co-deposited onto the copper substrate, however no 13CO2 formation was observed. 

When an H2O ice of an approximate thickness of 100 ML was used to cap the deposited O atoms 

and 13CO, 13CO2 was observed. The H2O ice cap delays the desorption of the deposited species 

and so O atoms can interact with 13CO at higher temperatures. The positive identification of 13CO2 

when O atoms and 13CO interact at higher temperatures indicates a small barrier to the reaction 

which the authors estimate to be 290 K. 
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A second study of O atom addition to carbon monoxide in the laboratory was performed by Raut 

et al. in 2011.103 Oxygen atoms were generated using a radio frequency (RF)-based atom source 

and cooled to 40 K using a Teflon coated aluminium tube. The estimated dissociation efficiency 

in these experiments is 40 %. The O/O2 beam was co-deposited with 13CO onto a gold substrate 

held at 20 K. The resulting film thickness was estimated to be 0.2 μm. This layer was then capped 

with a 2.5 μm thick layer of H2O. Absorptions are observed at 2280 cm-1 and 1050 cm-1 which 

correspond to absorptions of 13CO2 and O3 respectively. When the surface temperature was raised 

at 1 K min-1 to 80 K the 13CO2 abundance was observed to increase by 30 % indicating diffusion 

increases the yield of 13CO2. The authors comment that the yield of 13CO2 is low due to the 

preferential reaction of O atoms with O2 to generate O3. The authors attribute their ability to detect 

13CO2 without heating the surface to a higher signal to noise ratio when compared to the 

experiments of Roser et al. However, their ability to detect 13CO2 is probably also due to the 

surface temperature used in their experiments which was 20 K. Roser et al. used a surface 

temperature of 5 K. Since the reaction is dependent upon O atom diffusion, a higher surface 

temperature will result in a larger yield of 13CO2. 

 

Minissale et al. extended this study to the submonolayer regime, on surfaces of ASW and oxidized 

graphite. Fixed doses of 13CO (0.5 ML) and O atoms (0.5 ML) were deposited onto the surfaces 

at a variety of surface temperatures between 10 K and 60 K. Four peaks are observed in the TPD 

spectra corresponding to O2, 13CO, O3 and 13CO2. By performing several experiments at different 

dosing temperatures it was found that 13CO2 is produced in small amounts at 10 K, the yield 

reaches a maximum at 35 K and becomes zero at 60 K. At low temperatures the O atoms 

preferentially react with residual O2 on the surface to form O3. At 35 K O2 has a low residence 

time and so the O atoms react with 13CO to generate 13CO2. At 60 K 13CO has a low residence time 

and so the reaction cannot proceed. The authors use a kinetic model to estimate a reaction barrier 

of 475 K – 780 K for the reaction of CO + O. This barrier is significantly higher than that estimated 

by Roser et al.102  

 

Another pathway to form CO2 on interstellar ice surfaces is the reaction of CO and OH. Oba et 

al. generated OH radicals using a microwave discharge in water which also generates H and O 

atoms.104 The beam of radicals was cooled to 100 K and co-deposited with CO onto an aluminium 

surface. CO2 was detected using RAIRS and TPD when the surface temperature was 10 and 20 K 

indicating there is little or no barrier to the reaction of OH and CO. The authors exclude the 

reaction of O atoms and CO by repeating the reaction using a microwave discharge in O2 and do 

not observe CO2 formation. In the second study, Nobel et al. generated OH radicals in situ via the 

hydrogenation of O2 and O3.105 However, since only TPD is used in this study no in situ 

measurements of the reactive species OH were made. The authors report the formation of CO2 
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when CO is deposited with their, formed in situ, OH radicals. However, they report a small yield 

of CO2 and suggest a relatively high barrier of 400 K.  

 

Ioppolo et al. have directly compared the efficiency of the two different pathways for the 

formation of CO2 on interstellar dust grains.106 The experiment compares the co-deposition of 

(13CO + O), (13CO + H), (H + O) and (13CO + O + H) under the same experimental conditions. It 

was found that the final column density of solid 13CO2 formed when 13CO + O + H were co-dosed 

onto the surface was ten times higher than when only 13CO + O were co-dosed onto the surface. 

The experiments confirmed previous predictions by models that CO2 is formed primarily via:107  

 O + H → OH (1.8.2.1) 

 OH + CO → HOCO (1.8.2.2) 

 HOCO → CO2 + H (1.8.2.3) 

 

The OH radical is first formed through the reaction of H and O atoms. These radicals then react 

with CO to form the intermediate HOCO which rapidly decomposes into CO2 and H. The 

advantage of the formation of CO2 via the reaction of CO and OH, is that this route generates CO2 

primarily in the polar phase of interstellar ices where it is observed. 

 

1.8.3 Oxygen Atom Addition at UCL 

 

 

Figure 1.8.3.1: The structure of the three isomers of C2H4O 

 

Ward et al. studied the reaction of O atoms with double bonds on surfaces under astrophysical 

conditions.108 In separate experiments O atoms were co-dosed with either ethene or propene onto 

a graphite surface building a matrix approximately 1000 ML thick. Using TPD, coupled with 

TOFMS a single oxygen atom addition product was observed. In the case of the reaction of O 

atoms and ethene the oxygen addition product has three possible isomers: vinyl alcohol, 

acetaldehyde and ethylene oxide (Figure 1.8.3.1). The ionisation energies of these isomers are 

9.33 eV, 10.23 eV and 10.56 eV respectively. By successively setting the wavelength of a dye 

laser such that the two-photon energy was slightly above each ionisation potential it was possible 

to ionise only vinyl alcohol, vinyl alcohol and acetaldehyde, or all three isomers. It was found 

that the predominant isomer formed on the surface was ethylene oxide with a small amount of 

acetaldehyde. No vinyl alcohol was observed. The Viti group were able to include this surface 
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reaction in their astrochemical models to qualitatively reproduce the abundances of ethylene oxide 

towards high-mass star-forming regions.109 This model will be further discussed in Section 1.9. 

Further experiments by Ward et al., using the same apparatus observed that O atoms can readily 

convert CS2 into OCS.110 This reaction was observed to be efficient at surface temperatures 

between 15 K and 70 K. OCS is observed in interstellar ices and the O atom addition to CS2 may 

provide a formation mechanism in dense dark clouds where UV photons are scares.  

 

1.9 Astrochemical Models 

 

The earliest astrochemical models designed to study the chemistry of dense interstellar clouds 

were devised in the 1970s by Watson,111, 112 and Herbst and Klemperer.113 These early models 

solved coupled rate equations under a steady-state and so were time-independent. The model by 

Herbst and Klemperer solved these coupled rate equations for 37 species and 100 reactions, a 

relatively small network by today’s standards. The reactions included were primarily gas-phase 

with the exception of H2 formation on the surface of interstellar dust grains. Nevertheless, the 

model was able to provide quantitative predictions of molecular abundances in interstellar clouds. 

Similar models by Allen and Robinson included several more surface reactions in which neutral 

radical species recombined on the surface of interstellar dust grains.114 However, it was not clear 

at the time how molecular species heavier than H2 would desorb from the surface replenishing 

gas-phase molecular abundances. For this reason subsequent models focused on developing the 

gas-phase reaction network.   

An important development of models similar to that by Herbst and Klemperer was the extension 

into the time domain.115 That is, the evolution of the abundance of molecular species could be 

tracked throughout the life-time of the cloud. In these first time dependent models the evolution 

of different species was calculated from an initial set of abundances under fixed physical 

conditions. Such models were later referred to as pseudo-time-dependent chemical models since 

in a full time-dependent model physical conditions such as temperature, density and cosmic-ray 

ionisation rates would also evolve with time.116 The first pseudo-time-dependent models were 

devised in the late 1970s and indicated that the chemical abundances of dense interstellar clouds 

reach a steady state after ~107 years.117, 118 Given that the estimated life-time of an interstellar 

cloud is 105 - 106 years these studies indicated that dense interstellar clouds may not reach a steady 

state before they collapse to form stars.119, 120 These studies therefore highlighted the need for 

time-dependent models to be pursued further. Since the 1970s a large number of psuedo-time-

dependent models have been devised, the models generally consist of only gas phase reactions 

with the exception of H2 formation on the surface of dust grains. The models primary focus has 

been to address the question of whether gas-phase processes can account for molecular 
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abundancies observed in dense interstellar clouds.121 However, as discussed previously there are 

molecules for which gas-phase abundances cannot be accounted for by gas-phase kinetics, the 

most common examples of which are CO2 and CH3OH. However, as discussed previously it was 

not clear how molecules, heavier than H2, would desorb from the surface of the ices in dense 

interstellar clouds.114 Several mechanisms for molecular desorption have been proposed but it 

seems the most likely candidates are heat generated via the exothermicity of radical recombination 

reactions,122 or the impact of heavy Fe nuclei cosmic-rays.123 To fully review the development of 

astrochemical models is beyond the scope of this thesis but numerous reviews can be found in the 

literature.115, 124, 125  

An example of a time-dependent model applicable to the results presented in this thesis is the 

UCL_CHEM model.126, 127 This code was first developed in 1999 by Viti and Williams.126 This 

model has subsequently been developed to include the experimentally determined rate coefficient 

for the surface reaction of ethene and O atoms (discussed in Section 1.8.3).108, 109 This particular 

implementation of the model simulates star formation in two steps.128 During Phase I the gas is 

initially present as would be expected in a diffuse interstellar cloud and so the gas-phase species 

are present in their atomic form. The gas transforms into molecular matter via two reaction 

networks. The gas-phase network is based on the University of Manchester Institute of Science 

and Technology (UMIST) database whilst the surface reaction network includes the 

hydrogenation of species which adsorb onto the surface of the dust grains and the oxygen atom 

addition to ethene. In this first phase icy mantles form on the surface of the interstellar dust grains 

and the density of the cloud increases to eventually form a dense core in which a star can form. 

During Phase II the newly forming star heats the surrounding gas and dust causing the sublimation 

of icy mantles. The gas-phase and surface abundance of molecular species is determined as the 

cloud evolves through phases I and II. The product of the reaction of ethene and O atoms, ethylene 

oxide, was shown to desorb into the gas-phase during phase II. The model was able to 

qualitatively reproduce the abundances of ethylene oxide towards high-mass star-forming 

regions. This study therefore confirmed that the addition of O atoms to ethene is possible under 

interstellar conditions given the laboratory determined rate coefficient. 

Models which solve coupled rate equations have been exceptionally successful when describing 

gas-phase chemistry in the interstellar medium. Models, such as UCL_CHEM, use coupled rate 

equations to describe surface reactions since rate equations are easily implemented into their 

models. However, whilst accretion and desorption onto dust grains is well described by such rate 

equations, calculations of molecular formation rates neglect the intrinsic stochastic nature of 

surface reaction kinetics.129 This stochastic nature can be better described by Monte Carlo 

simulations. Rate equation models directly calculate the surface abundances of products whilst 

Monte Carlo simulations calculate the probability of states and so take account of statistical 

fluctuations. As a result Monte Carlo simulations are able to take account of the ice structure, for 
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example it’s porosity or molecular phases. However, Monte Carlo simulations are far more 

computer intensive and so it is only recently that they have become viable alternatives to rate 

equation models. The first model to consider the surface chemistry of the interstellar medium 

using Monte Carlo simulations was performed by Charnley in 1998.129 However, this model only 

considered grain chemistry and it wasn’t until 2012 when the first Monte Carlo model considering 

gas and grain chemistry was published.130 Whilst this 2012 model only considers 29 surface 

reactions their approach allowed them to determine the morphology of the ice, layer by layer, as 

a function of time, and to ascertain the environment or environments for individual molecules.  

As discussed in Section 1.7.3 Monte Carlo simulations have also been used to model the 

experimental yields of H2CO and CH3OH when CO and H atoms react on surfaces in the 

laboratory.81 The Monte Carlo simulations were able to determine the H atom surface abundance 

by taking into account the layered structure of the ice as well as the H-atom flux, diffusion, 

reaction and desorption. In rate equation models only the H-atom flux, diffusion, reaction and 

desorption are taken into account. The rate coefficients, extracted using this Monte Carlo model, 

were extended to simulate the same reaction under interstellar conditions, where the H atom flux 

is extremely low.  Good agreement was found between the models predicted CH3OH abundance 

and observed CH3OH abundance in the ISM. The authors were therefore able to definitively 

determine that the addition of H atoms to CO is the dominant formation pathway for CH3OH. 

This study highlights the advantages of Monte Carlo methods when extrapolating reactions 

observed in the laboratory into an interstellar context.  

 

1.10 Summary 
 

This Chapter describes the cycle of matter between stars and the interstellar medium. The 

molecules present in the interstellar medium dictate the rate of star formation and in turn star 

formation dictates the atoms available for molecular formation. Many molecules, such as carbon 

monoxide, are formed in the gas-phase. However, molecules essential for life such as water and 

CO2 are inefficiently formed in the gas-phase. Laboratory work over the last two decades has 

transformed our understanding of thermal surface chemistry in the interstellar medium. It seems 

that the combination of H and O atom surface reactivity can begin to explain the large abundancies 

of water, methanol and carbon dioxide in interstellar ices.  The recent inclusion of N atom surface 

reactivity, not discussed here, has led to a complex reaction network for the surface of interstellar 

ices. This reaction network is well summarised in Figure 1.9.1.1 However, this reaction network 

is almost certainly incomplete. The reaction network in Figure 1.9.1 does not include the reactivity 

of more complex organic molecules. Many organic molecules are observed in the gas-phase in 

interstellar clouds, and their large molecular masses will result in freeze-out onto interstellar ices. 

The surface reactions of large interstellar molecules may be intermediate steps in the formation 
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of molecules such as amino acids which are essential for life.  The following Chapter will discuss 

the experimental apparatus used at UCL. The subsequent Chapters will discuss the results of 

experimental investigations into the surface chemistry of oxygen atoms and the desorption of 

small molecules from the surface of amorphous porous dust grains.  
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Chapter 2 – Experimental Methodology and Data Analysis 

 

2.1 Overview 

 

The experimental apparatus at UCL is designed to study surface reactions of atoms on interstellar 

dust grain analogues. During the last three years, there have been several developments of the 

apparatus. Firstly, a Eurotherm temperature controller has been installed to facilitate linear 

heating during the temperature programmed desorption (TPD). Secondly, a quadrupole mass 

spectrometer has been installed to facilitate submonolayer experiments. Thirdly, the flux of 

reactants was also reduced in order to achieve submonolayer dosing. Lastly, a light bake has been 

incorporated into the pumping down procedure to reduce the time needed to reach the base 

pressure of the chamber. The results presented in this thesis are a combination of data collected 

before and after these changes. The results presented in Chapters Three and Four are the 

traditional multilayer experiments collected before changes to the chamber were made. The 

results presented in Chapter Five were collected after the experimental improvements to the 

chamber. These experimental developments will be discussed in detail in Section 2.11. 

Chapters Three and Four of this thesis focus on the surface reactions of oxygen atoms. Oxygen 

atoms are generated using a microwave discharge in O2 gas. The oxygen atom beam is then co-

dosed with astrophysically relevant species onto a 20 mm × 10 mm × 2 mm piece of highly 

oriented pyrolytic graphite (HOPG). The graphite surface is held at a specific dosing temperature 

between 15 – 100 K. Following the deposition of reactants, in order to observe products, a 

temperature programmed desorption (TPD) experiment is performed. During a TPD, the surface 

is heated from the dosing temperature up to a temperature at which all products and reactants have 

desorbed from the surface into the gas-phase. When the surface temperature results in molecular 

thermal energies which exceed the binding energy of a particular molecule to the surface, the 

molecule desorbs from the surface into the gas-phase. Since each molecular species has a 

characteristic binding energy to the surface, each molecular species desorbs from the surface at a 

specific sublimation temperature. As a result, the sublimation temperature of each molecular 

species can aid the identification of signals in the mass spectra. In the original configuration of 

the apparatus, after desorbing from the surface, the reactants and products enter the source region 

of a time-of-flight mass spectrometer (TOFMS) which is located in front of the surface. The gas-

phase reactants and products are then ionised using electron ionisation and detected. The signals 

in the mass spectra can then be put on an absolute scale by determining the detection efficiency 

of the TOFMS. Each experiment is repeated at several different dosing temperatures. The 

resulting data set is a profile of product yield as a function of dosing surface temperature. A model 

can then be used to extract kinetic data from these experimental yields, such as desorption 
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energies of reactants and reaction probabilities of the reactions which form the products observed. 

A diagram of the original configuration of the experimental apparatus can be seen in Figure 2.1.1. 

Chapter Five of this thesis focuses on the desorption characteristics of small molecules from 

amorphous porous carbonaceous dust grains (APCDG). The APCDG were produced in laser 

ablation experiments and consist of nanometer sized grains of fullerene-like structures. In separate 

experiments each small molecule is dosed onto the surface at a range of surface coverages. The 

surface is then heated linearly from the dosing temperature up to 200 K in a TPD experiment. 

Upon desorbing from the surface, gas-phase reactants and products are ionised using electron 

ionisation and now identified using Quadrupole Mass Spectrometry (QMS).  

 

Figure 2.1.1: A schematic diagram of the experimental arrangement. 

 

2.2 Vacuum Set-up 

 

The experimental apparatus at UCL comprises two differentially pumped stainless steel vacuum 

chambers, sealed with conflat flanges. The first chamber, the source chamber, has a base pressure 

of 1 × 10-7 Torr where the pressure is monitored by a Penning gauge. This base pressure is 

maintained using a turbomolecular pump (TMP) with a pumping speed of 400 l s-1 for N2, backed 

by a two-stage rotary pump. The function of the source chamber is to house two identical 

microwave discharge cells and to transport the reactants to the main chamber. During 

transportation, through the source chamber, the dosing lines are differentially pumped to achieve 

a sufficiently low flux of reactants at the target surface; a flux relevant to the interstellar medium. 

The differential pumping of the dosing lines raises the source chamber pressure to 1 × 10-6 Torr 

during dosing. 
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The main chamber is a UHV environment with a base pressure of 1 × 10-10 Torr, the pressure is 

monitored using an ion gauge. The main chamber houses a cryogenically cooled HOPG substrate 

mounted adjacent to a mass spectrometer. In Chapters Three and Four this mass spectrometer is 

a TOFMS and in Chapter Five this mass spectrometer is a QMS. UHV environments are crucial 

for studying surface chemistry in the laboratory, these low pressures ensure that the interaction of 

gas-phase species with one another and the interaction of background gas with the surface is 

negligible. One can therefore be sure that the reactions observed during the experiment occur on 

the surface, rather than in the gas-phase, and that these surface reactions are not affected by 

background gas accreting onto the surface during the experiment. As in the source chamber, the 

main chamber is pumped using a TMP, with a pumping speed of 400 l s-1 for N2, backed by a two 

stage rotary pump. However, hydrogen is inefficiently pumped by momentum transfer pumps 

such as TMPs due to its low mass. In order to reduce the main chamber pressure further a titanium 

sublimation pump is also installed to efficiently pump hydrogen. Finally, to reach the lowest 

pressure possible, the chamber is baked to 60 °C to reduce the water abundance. A traditional 

bake of a UHV chamber raises the temperature of the chamber to 100 °C. However, the cold head 

mounted in the main chamber cannot be heated above 70 °C and so a traditional bake is not 

possible. The vapour pressure of water is an exponential function with respect to temperature and 

so a significant amount of water can be removed from the chamber by baking to 60 °C. During 

dosing the chamber pressure ranges from 1 × 10-10 - 1 × 10-8 Torr. The chamber pressure during 

dosing is dependent on the surface temperature and the reactants used. For example, if molecular 

oxygen is dosed, when the surface temperature exceeds 30 K, the dosing pressure exceeds the 

base pressure of the chamber. This is due to molecular oxygen’s low residence time on the surface 

at 30 K. However, if an organic molecule such as propyne is dosed at 30 K the pressure in the 

main chamber will be equivalent to the base pressure. This is due to propyne desorbing from the 

surface at ~100 K. 

For comparison, dense interstellar clouds have an approximate pressure of 1 x 10-14 Torr.1  The 

pressure, in a typical UHV laboratory vacuum chamber, differs from the pressures in dense clouds 

for two reasons. The first is that vacuum technology available in a standard university laboratory 

is not quite able to reach these incredibly low pressures. The second is that even if the low 

pressures of dense interstellar clouds was obtainable, to maintain this low pressure, the flux of 

reactants to the surface, would have to be several orders of magnitudes smaller than are typically 

used in these types of experiments. A flux low enough to maintain the low pressures in interstellar 

clouds, would result in extremely slow reactions which would not be observable on a laboratory 

time scale. The apparatus at UCL increases the number density of reactants without approaching 

pressures at which three-body interactions can occur, and so, ensures that reactions relevant to the 

ISM can be observed on a laboratory time scale. 
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2.3 Oxygen Atom Generation 

 

In Chapters Three and Four the surface chemistry of oxygen atoms is studied. The oxygen atoms 

are generated using a microwave discharge in molecular oxygen (O2) (99.5%). The microwave 

discharge is contained within a Pyrex discharge cell measuring 260 mm long with an outer 

diameter of 25.5 mm. The Pyrex discharge cell is housed in the source chamber of the 

experimental apparatus (Figure 2.3.1). The gas flow from the cylinder, is controlled using a needle 

valve, and connected to a glass to metal seal at the top of the discharge cell by a Cajon fitting. 

The discharge cells are surrounded by a two piece copper radiator, as designed by McCullough et 

al.2, 3 The copper radiators are designed such that there is minimum clearance between the copper 

radiator and the Pyrex cell. Minimum clearance between the cell and the copper radiator is 

required to ensure efficient coupling of the microwaves to the plasma whilst avoiding any strain 

on the Pyrex cells. Each half of the copper radiator has two pairs of 2 mm wide slots which link 

to female type-N connectors, (Figure 2.3.2). When microwaves are applied to the copper radiator 

a potential difference is induced across the walls of these slots. Since the centre of each 2 mm 

wide slot is half a wavelength from the centre of the adjacent slot the electric fields of each slot 

are in phase. The superposition of the potential difference from the four pairs of radiator slots 

gives rise to an oscillating electric field between the radiators. This arrangement of slots in the 

copper radiators means that no tuning of the cavity is required. The superposition of the 

microwaves is evident in used cells by the etching pattern (Figure 2.3.3). If a few molecules in 

the Pyrex cell are ionised, for example by touching the high voltage tip of a Tesla coil to the 

outside of the discharge cell, the free electrons oscillate in the electric field generated by the 

superposition of the microwaves. The oscillating electrons collide with molecules in the discharge 

cell causing further molecular ionisation in a ‘cascade’ effect. The cascade generates a plasma in 

the discharge cell. The plasma in the discharge cell is referred to as a ‘low temperature plasma’ 

because whilst the electrons oscillate in the electric field, the atoms and molecules are too heavy 

and so remain close to ambient temperatures.  

The microwaves are generated by a Sairem microwave unit with a frequency of 2.45 GHz. The 

microwaves are guided to the copper radiators via two Sucoflex wave guides. The lengths of the 

two wave guides differ by half a wavelength and so the microwaves arrive at either side of the 

copper radiators 180˚ out of phase.4 The microwave power available from the microwave 

generator is adjustable up to 300 W, however, the microwave power used in these experiments is 

180 W. This microwave power is chosen to minimise the reflected power. Limiting reflected 

power is important for safe operation of the microwave discharge and to maximise the lifetime of 

the microwave generator. High levels of reflected power heat the magnetron and shorten its life 
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time, and so no more than 10 % reflected power is recommended. Typically, the reflected power 

achieved in these experiments is 2 % of the output power. 

 

 

Figure 2.3.1: A diagram of the microwave discharge cell. 

 

Figure 2.3.2: A schematic diagram of the inside 

surface of a semi-cylindrical 

microwave radiator. 

 

             

Figure 2.3.3: A photograph of the etching 

pattern on a used microwave 

discharge cell 

A diagram of the entire microwave discharge source is shown in Figure 2.3.1. The microwave 

cavity is water cooled by being in good thermal contact with two water cooled copper flanges at 

either end of the copper radiators. The water cooling of the microwave cavity increases the yield 

of atomic species, since atomic recombination on Pyrex surfaces is thought to become more 

efficient with increasing temperature.4 The water cooling also prevents the discharge cell from 

overheating. Since the copper radiators are in close proximity to the Pyrex cell the heating and, 

therefore, expansion of the Pyrex cell can put strain on the cell. Water cooling minimises the 

expansion of the cell and so the cell is less likely to become damaged during operation. Before 

installation of a new cell, the cell is also soaked in phosphoric acid for at least 12 hours and then 

rinsed in distilled water. This procedure passivates the surface and further reduces the probability 

of atomic recombination.5 
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The precursor gas used for atomic oxygen generation was oxygen (O2) (99.5 %). In order to 

remove any contamination of the discharge cell by air, the gas inlet lines are flushed several times 

with O2 before being switched on. A pressure of 0.2 Torr O2 gas is used in the discharge cell. At 

low pressures there are fewer collisions and so fewer recombination events. However, the pressure 

must be sufficient for the microwave discharge to be stable. When an O2 pressure of 0.2 Torr is 

used the microwave discharge is stable and the dissociation efficiency is 20 %.6 This pressure of 

O2 is used to generate O atoms in the microwave discharge in Chapters Three and Four.  

 

2.4 Transport of Reactants 

 

There are two dosing lines installed in the source chamber, the first is the microwave discharge 

cell, described above, and the second is an identical source cell to which no microwaves are 

applied. The reactants from each source cell are transported to the target surface through separate 

dosing lines. The gas exiting the Pyrex source cells initially passes through the exit capillary of 

the cell (1 mm internal diameter, 40 mm long) which is attached to a ¼ inch 

polytetrafluoroethylene (PTFE) tube. PTFE is used for atomic and molecular transportation due 

to its inertness and vacuum compatibility. PTFE’s inertness minimises atomic recombination and 

it’s structure makes it a suitable flexible material for use in a vacuum chamber. The first section 

of the PTFE tubing transports the gas flow, in each dosing line, to separate PTFE connectors. The 

PTFE connectors have two 2 mm diameter pumping holes which allow a significant proportion 

of the gas in each dosing line to be differentially pumped. The differential pumping allows the 

source cell pressure to be approximately 0.2 Torr, a relatively high pressure, whilst achieving a 

low flux of reactants to the target surface. The differential pumping results in a source chamber 

pressure of ~ 1 x 10-6 Torr. After the pumping connectors, the reactants in each dosing line flow 

through separate PTFE blocks which both have diameters of 5 mm and lengths of 10 cm. The gas 

in each dosing line then flows separately through two identical second PTFE connectors which 

have exit diameters of 1 mm. These second PTFE connectors guide the gas flow in each dosing 

lines into two separate PTFE tubes. These PTFE tubes then pass through a brass plug into the 

UHV chamber, the tubes are secured in the brass plug using O-rings. The brass plug creates a 

barrier between the source chamber and the main chamber. This ensures that only gas from within 

the PTFE tubes will reach the target surface. 

There are two different mounting positions for the tubes in the main chamber. One directs the 

reactants to the HOPG surface which is used when surface reactions are observed. Under normal 

operating conditions the tubes pass beneath the mass spectrometer and are held in front of the 

HOPG target by stiff copper wire which is mounted to the radiation shield of the coldhead. This 

copper wire mount holds the PTFE tubes approximately 10 mm from the target and at a 45° angle 

to its surface.   
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The second mounting of the PTFE tubing, in the main chamber, directs the gas directly into the 

source region of the TOFMS. This second mounting is used when the O atom dissociation 

efficiency is measured. In this alternative mounting, the tubes are positioned such that the gas 

flow can directly overlap with the electron beam. Oxygen atoms will recombine on surfaces and 

so can only be detected when the electron beam directly overlaps with the primary gas flow. The 

PTFE tubes fit into a PTFE block mounted onto the repeller plate of the TOFMS, Figure 2.4.1. 

The PTFE tube is held equidistant from the repeller plate and the middle plate and the electron 

beam intersects the gas flow before any collisions of the gas with any surfaces.

 

 

Figure 2.4.1: A diagram of the PTFE tube mounting for gas-

phase detection of O atoms and the TOFMS 

 

2.5 Coldhead and Target Mount 

 

The reactions studied in Chapters Three and Four of this thesis occur on a HOPG surface. The 

graphite surface is highly ordered, with a mosaic spread of 3.5 ° ± 1.5 °, whilst carbonaceous 

interstellar dust is likely to be amorphous. However, it is standard practice to use ordered surfaces 

as targets in studies of surface astrochemistry. One advantage of using ordered surfaces is that 

reactions can be more directly compared with theory than reactions occurring on amorphous 

surfaces. A diagram of the surface mounting can be seen in Figure 2.5.1. The target mount which 

holds the graphite surface is mounted onto the coldhead of a closed-cycle helium cryostat. The 

coldhead of the closed-cycle helium cryostat can reach a minimum temperature of 8 K which 

results in a minimum HOPG surface temperature of 10 K – 20 K. Within the target mount is a 

tantalum strip heater, by passing a constant current through this heater, when the cold head is 

running, the graphite surface temperature can be increased up to a maximum of 500 K. The 
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maximum temperature of 500 K is used to clean the surface. Surface temperatures of 10 – 20 K 

are typical of interstellar dust grain temperatures in dense interstellar clouds. However, studying 

surface reactions over a wide range of temperatures allows kinetic parameters such as desorption 

energies of reactants and reaction probabilities to be extracted.   

 

The HOPG surface sits upon a removable hollow copper block, within this hollow copper block 

is the tantalum strip heater. The tantalum strip heater is held between two blocks of aluminium 

nitride. Aluminium nitride thermally connects the heater to the copper block and HOPG surface 

whilst electrically isolating the heater. Thermal contact between the HOPG surface, the copper 

block and the coldhead is achieved by a copper rod and a copper base plate. The copper base plate 

is bolted to the coldhead with a layer of gold between the pieces. Gold foil is used to make good 

thermal contact between surfaces since it is a good thermal conductor and a soft metal which can 

fill microscopic defects in the contacting surfaces. The copper rod this then bolted to the copper 

base plate with a layer of gold between them. Again, the layer of gold improves the thermal 

contact between the base plate and the rod by filling microscopic defects in the contact surfaces. 

The removable copper block and HOPG surface are secured to the copper rod by nickel tensioning 

wires. These wires are held tight by a sprung tensioning system which ensures that the HOPG 

surface, copper block and copper rod remain in good thermal contact, despite any thermal 

expansion and contraction which may take place during heating the surface. Between the copper 

rod and the copper block is a piece of sapphire. Sapphire is an excellent material when low 

temperatures and high temperatures are required on a surface. Below 50 K sapphire is an excellent 

thermal conductor and so efficiently thermally connects the surface to the coldhead to achieve a 

minimum surface temperature of 10 – 20 K. Above 200 K sapphire becomes a poor thermal 

conductor and so thermally isolates the surface from the cold head. Without the sapphire the 

thermal load from the heater, when heating to 500 K, would be unacceptably high and damage 

the coldhead. Between the copper block and the sapphire is a sheet of gold and between the 

sapphire and the copper rod is a layer of indium. Again these soft metals fill microscopic defects 

 

Figure 2.5.1: A diagram of the surface mounting onto the coldhead 
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and so improve thermal contact. The entire coldhead and target mount is surrounded by a 

cylindrical aluminium cold shield. The purpose of the cold shield is to minimise the heating of 

the surface via black body radiation given off by the walls of the chamber. 

The temperature of the surface is monitored using an N-type thermocouple. The N-type 

thermocouple is bolted to the side of the copper block. A specific dosing temperature is 

maintained by passing a current through the heater. The current required is manually optimised 

to maintain a constant temperature reading for the N-type thermocouple. Once the reaction has 

occurred at a specified dosing temperature, the heater is turned off and so the surface is cooled to 

the minimum surface temperature (10 K - 20 K). A current of 15 A is then passed through the 

heater to raise the surface temperature to approximately 200 K during the TPD. The heating rate 

profile can be seen in Figure 2.5.2. However, developments of the experimental apparatus now 

allow the heating rate to be linear during the TPD (Section 2.11). Linear heating rates are used in 

the experiments described in Chapter 5. As the surface is heated, reactants and products sublime 

from the surface at different temperatures depending on their surface binding energy. When the 

molecules desorb from the HOPG they enter the source region of the TOFMS. The HOPG target 

is positioned such that it is approximately 30 mm from the centre of the source region of the 

TOFMS. The HOPG target’s vertical position is such that it is equidistance between the planes of 

the repeller and middle plates of the TOFMS (Figure 2.4.1).  

 

 

Figure 2.5.2: The heating profile during the TPD when 15 A is passed through the 

Tantalum strip heater 
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2.6 Electron Gun 

 

In the experiments described in Chapters Three and Four of this thesis, an electron gun is used to 

ionise molecules in the source region of the TOFMS. The energy of the electrons produced by the 

electron gun, 200 eV, is larger than the ionisation potential of any molecule present. As a result 

the electron gun allows the simultaneous detection of all species in the source region of the 

TOFMS. A diagram of the electron gun can be seen in Figure 2.6.1. The electron gun consists of 

a V-shaped tungsten filament housed within a stainless steel cylindrical casing. The filament tip 

is aligned with a 2 mm diameter aperture. A current of ~ 2.5 A is continuously passed through the 

filament increasing the temperature sufficiently for thermionic emission of electrons to occur. The 

filament and its casing are both held at a potential of – 200 V. Once the electron beam emerges 

from the casing it enters the aperture of a brass needle. The needle is pulsed using a high voltage 

pulser from 0 V to – 400 V. When the needle potential is – 400 V, the electrons do not enter the 

needle and so do not enter the source region of the TOFMS. The application of – 400 V to the 

needle is called the stopping potential. The stopping potential is pulsed on prior to the repeller 

plate pulse of the TOFMS, this stops ions being formed after the repeller plate is pulsed and so 

increases the resolution in the TOFMS spectra. For a description of the repeller plate and TOFMS 

see Section 2.7. If the stopping potential is not applied ions, of the same mass, formed after the 

repeller plate pulse will have longer flight times than ions formed before the repeller plate pulse. 

The result would be a tailing of the mass spectral peaks thereby reducing the resolution of the 

spectra. A full description of the pulsing can be found in Section 2.7. 

 

Figure 2.6.1: A diagram of the electron gun. 

When the needle potential is 0 V, the electrons travel down the needle and ionise the gas in the 

source region of the TOFMS. Both the electron gun and target surface are positioned such that 

their centres are equidistant from the repeller plate and the middle plate of the TOFMS. 

Positioning the electron gun and target surface equidistant from the repeller plate and the middle 

plate ensures there is maximum overlap of the electron beam and the molecules desorbing from 

the target surface during the TPD. On the opposite side of the source region of the TOFMS, to the 

electron gun, is a Faraday cup. The primary use of the Faraday cup is to measure the current of 
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the electron beam using a picoammeter. Typically a current of 30 nA is used. The secondary use 

of the Faraday cup is to efficiently capture the electron beam, reducing the number of stray 

electrons in the chamber. 

 

2.7 Time-of-Flight Mass Spectrometer 

 

The home-built TOFMS is of a standard Wiley-McLaren design.7 A diagram of the TOFMS can 

be seen in Figure 2.4.1. The TOFMS consists of a repeller plate, middle plate, drift tube and a 

detector made up of a pair of microchannel plates (MCPs). The repeller plate is 50 mm in diameter 

and held 30 mm from the middle plate using ceramic spacers. The middle plate is also 50 mm in 

diameter although it has an inner orifice, of diameter 32 mm. The orifice is covered with a nickel 

grid (90 % transmission) in order to maintain linear fields whilst still allowing the transmission 

of ions. The middle plate is held 30 mm from the drift tube by ceramic spacers. At the other end 

of the drift tube is another nickel grid. Beyond the drift tube is the MCP detector. The typical 

potentials used for the TOFMS are + 370 V, 0 V and -1000V for the repeller plate, the middle 

plate and the drift tube respectively. 

Employing electron ionisation requires both the electron gun and the repeller plate to be pulsed 

to achieve the maximum resolution in the mass spectrum. A continuous electron beam would 

continue ionising molecules in the source region after the repeller plate was energised. Ions 

formed after the repeller plate pulse have longer flight times than expected and so produce tailing 

of the mass spectral peaks. Therefore pulsing both the electron gun and the repeller plate achieves 

the best possible peak shapes in the mass spectra. Figure 2.7.1 depicts the pulsing regime of the 

TOFMS. In Figure 2.7.1, t0 denotes the beginning of the pulsing cycle. The electron gun is pulsed 

“on”, 200 ns after t0 by removing the stopping potential. The electron beam then passes through 

the source region of the TOFMS generating positive ions from the molecules present in the source 

region.  The stopping potential is applied 1.7 μs later, turning “off” the electron beam.  The 

repeller plate is then pulsed from 0V to - 370 V, 20 ns after the electron gun is turned off. The 

repeller plate voltage accelerates ions from the source region into the drift tube.  The time-to-

digital converter (TDC) is turned on 720 ns after the repeller plate is pulsed. Turning on the TDC 

starts recording ions arrival times at the MCP. The TDC stops recording arrival times 2.5 μs after 

being turned on and the repeller plate pulse is removed 11 μs after being applied. The cycle starts 

again 20 μs after to. 
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Figure 2.7.1: A diagram of the pulsing regime of the time of flight mass spectrometer. 

 

The detector in the TOFMS is a pair of MCPs, the output from which is amplified and 

discriminated before being passed to the TDC. The MCPs consist of an array of 10 μm glass 

channels which have an extremely low work function. When an ion collides with one of the walls 

of the glass channels in the MCPs an electron cascade is initiated releasing approximately 104 

electrons. Two MCPs are used so that the number of released electrons is increased to 107 – 108 

electrons for each ion and, this number of electrons produces a detectable current. The electron 

current is of the order of a few picoamps which is collected by a copper anode. The resulting 

signal from the anode first passes through an impedance matching circuit followed by a pre-

amplifier, then an amplifier, before reaching a constant fraction discriminator. The constant 

fraction discriminator is optimised such that only electrical signals resulting from real ions hitting 

the MCP are passed to the TDC. Times from the TDC are recorded as a histogram of time-of-

flight (resolution: 1 ns) versus counts in a mass spectrum. 

Each ion produced in the source region of the TOFMS is subject to the same electric fields in the 

TOFMS. The potential energy of the fields is converted into kinetic energy of the ions. The 

velocity and therefore arrival time, of each ion, will depend on the mass and charge of the ion. 

The dependence of the arrival time on the mass to charge ratio is expressed in equation 2.7.1. 

 

 
𝑡 = 𝑘√

𝑚

𝑧
+ 𝑐 

(2.7.1) 

 

where t is the arrival time, m is the mass, z is the charge and k and c are constants. The constant k 

is dependent on the magnitude of the electric fields and the length of the drift tube. The constant 
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c is related to the electronic timings. Equation 2.7.1 can therefore be used to convert the arrival 

time of each ion into their mass to charge ratio after k and c are determined in a calibration 

experiment. 

The mass resolution of the TOFMS depends upon the spread of arrival times of ions, with a 

particular m/z, at the detector. The spread of arrival times is dependent upon two factors, the 

spread in the initial kinetic energies of the ions (energy resolution) and the initial space 

distribution of the ions before acceleration (space resolution). Space resolution arises due to the 

ionisation volume of the electron beam. The principle of space resolution can be understood by 

considering two ions, X+ and Y+, both ions have identical m/z and initial velocities. Ion X+ is 

formed near the lower edge of the electron beam and so is closer to the repeller plate. Ion Y+ is 

formed near the upper edge of the electron beam and so is closer to the middle plate. When the 

repeller plate is pulsed both ions are subject to the electric field between the middle plate and the 

repeller plate. Ion X+ will have a greater potential energy and therefore acquire a larger kinetic 

energy than ion Y+. As a result ion X+ will eventually overtake ion Y+ as they travel through the 

field free drift tube. Consequently, a plane will exist at which ions of the same m/z ratio and 

kinetic energy will arrive simultaneously regardless of their formation position in the source 

region. Previously, in single field TOFMSs, the spatial resolution was dependent on the geometric 

conditions. In the Wiley-McLaren design the ions travel through two electric fields, one between 

the repeller plate and the middle plate and the second between the middle plate and the drift tube. 

The ratio of these two fields can be tuned such that the plane, at which ion X+ overtakes ion Y+ is 

in the same plane as the detector. 

Energy resolution can be understood, again, by considering two ions X+ and Y+. Ion X+ and Y+ 

have identical m/z and are formed at the same position in the electron beam. However, ion X+ has 

an initial velocity towards the detector and ion Y+ has an initial velocity towards the repeller plate. 

Upon the application of the repeller plate pulse ion X+ is immediately accelerated towards the 

detector whereas ion Y+ must first be decelerated to a velocity of zero before accelerating, in the 

opposite direction to its initial velocity, towards the detector. This ‘turn-around time’ causes ion 

Y+ to arrive at the detector later than ion X+.  Energy resolution is also improved in the Wiley-

McLaren design when compared to a single field TOFMS. In the Wiley-McLaren ions are 

accelerated to their maximum velocities in about 5% of their time of flight whereas in a single 

field TOFMS the ions reach their maximum velocity in about 50% of their time of flight. 

Accelerating the ions more quickly minimises the turn-around time, and so reduces energy 

resolution. 
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2.8 Data Acquisition 

 

Each experiment discussed in Chapters Three and Four of this thesis comprises dosing reactants 

onto the HOPG surface held at a specific temperature. After a dosing period of one hour, the 

dosing lines are evacuated and the surface is cooled to the minimum surface temperature. The 

HOPG surface is then heated with the rate shown in Figure 2.5.2. Molecules desorb from the 

surface at their specific sublimation temperature and pass into the source region of the TOFMS. 

As the surface is heated, the time of flight of ions, formed in the source region of the TOFMS, is 

recorded with a duty cycle of 20 μs, as discussed in Section 2.6. Each duty cycle produces one 

mass spectrum which is time stamped with respect to the start of the surface heating. The count 

of each ion arriving at the MCP is binned in a two-dimensional matrix of time of flight (TOF) vs 

heating time. Each ions TOF corresponds to a particular m/z ratio which can be calculated using 

equation 2.6.1. Each heating time corresponds to a particular surface temperature. Whilst the 

surface temperature is not recorded in each TPD experiment, the heating time can be converted 

into a surface temperature using the plot in Figure 2.5.2. The two-dimensional data matrix can 

therefore be reported as the m/z ratios of the ions vs surface temperature. The two dimensional 

data matrix can also be plotted as a histogram of surface temperature vs m/z, Figure 2.8.1.   

 

Figure 2.8.1: An example of a two dimensional histogram of ion counts recorded for the desorption of a 

multilayer propyne/O2 ice from a HOPG surface. The ion fragments arising from C3H4 

and O2 are labelled. The insert magnifies the ion fragments arising from C3H4. Continuous 

signals can also be observed for background N2
+.  
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The two dimensional matrix of m/z ratios vs surface temperature can be manipulated to show 

either the behaviour of a range of masses during the surface heating, a desorption profile, or to 

select a surface temperature range and extract a mass spectrum of the species desorbing at that 

temperature. When propyne (m/z = 40) is dosed onto the graphite surface a desorption profile for 

propyne can be constructed by summing the ion counts between m/z = 39.5 and 40.5, for each 

surface temperature during the TPD. The total counts which have a m/z ratio between 39.5 and 

40.5 are then plotted as a function of surface temperature, the plot is the desorption profile of 

propyne (Figure 2.8.2). A desorption profile allows one to determine the surface temperature at 

which a molecule desorbs from the surface. From Figure 2.8.2 it can be determined that a propyne 

ice desorbs from a graphite surface between 90 K and 135 K.  The mass spectrum of propyne can 

be extracted from the two-dimensional matrix by summing the ion counts between surface 

temperatures of 90 K and 135 K as a function of m/z ratio. The total counts recorded between a 

surface temperature of 90 K and 135 K are then plotted as a function of m/z, the plot is the mass  

spectrum of propyne, Figure 2.8.3. 

Desorption profiles and mass spectra enable one to identify and quantify the relative yield of 

products formed when O atoms react with unsaturated organic molecules on the surface. For 

example, if one O atom adds to propyne a signal is expected in the mass spectrum at m/z =  56. 

One can extract a desorption profile for m/z =  56 to determine if a molecule desorbs from the 

surface with this mass. If a peak is observed in the desorption profile the temperature range at 

which this peak desorbs from the surface can be determined. A mass spectrum over this 

temperature range can then be generated and the signal at m/z =  56 can be integrated to give the 

yield of this product. However, one must subtract a suitable background before this peak at m/z =  

56 can be integrated. The background subtracted is a mass spectrum, recorded over the same 

temperature range in a TPD experiment, following the deposition of (in this case) propyne and 

O2; an experiment in which no O atoms are present on the surface. This background subtraction 

procedure confirms the product signals are a result of the oxygen atoms generated in the 

 

Figure 2.8.2: The desorption profile of a propyne ice deposited on a graphite surface 
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discharge. This integration procedure is repeated for each of the three experiments performed at 

each individual surface dosing temperature, and the total counts of the parent ion m/z = 56 are 

then averaged for the three repeats at each surface dosing temperature. The uncertainty associated 

with the total counts is estimated using the standard deviation of the three repeats at each surface 

dosing temperature. The procedure is then repeated for each dosing surface temperature studied. 

The result is a profile of the relative yield of product as a function of dosing surface temperature. 

 

 

 

2.9 Ion Signal Normalisation 

 

The above integration procedure gives the relative ion signals of the products in terms of ion 

counts at the MCP detector.  To compare with the kinetic model, with which we interpret our 

results (see Section 2.10), we require the product yields in terms of the number of molecules 

formed on the surface. Hence, the detection efficiency, a proportionality constant α, between ion 

counts detected in the TOFMS and number of molecules present, must be calculated. To carry out 

this transformation we first calculate the detection efficiency of the reactants dosed onto the 

surface. A known dose of the organic reactant and O2 are deposited onto the surface at the 

minimum surface temperature, usually 15 K, in a ‘blank’ TPD experiment. If one assumes a 

sticking coefficient of unity, the dose of reactants is equal to the fluence, Ft.  A sticking coefficient 

of unity is likely to be an excellent characterization of the interaction of a stable reactant with the 

15 K surface. This assumption is supported since the main chamber pressure remains constant 

during dosing at this surface temperature. The fluence of reactants can be calculated by 

multiplying the flux of reactants, to the surface, by the dosing time. The flux of reactants can be 

calculated using equation 2.9.1. 

 
Figure 2.8.3: The mass spectrum of propyne. 
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𝐹 =

𝑃 𝑆

𝑘 𝑇 𝐴
 

 

(2.9.1) 

where F is the flux, P is pressure rise in the chamber, when the coldhead is off, and the reactant 

is let into the main chamber, S is the pumping speed of the chamber, k is the Boltzmann constant, 

T is temperature and A is the surface area. It should be noted that in the case of atomic oxygen, 

the flux of molecular oxygen is calculated and then the dissociation efficiency can be used to 

calculate the flux of atomic oxygen. The integrated ion counts for the parent ion of the reactant 

(m/z = 40 in the case of propyne) can then be divided by the fluence to give the detection 

efficiency, α. 

We must now use the detection efficiencies calculated for the reactants to determine the detection 

efficiencies for the products. Since the detection efficiency of the reactants is calculated by 

integrating the parent ion, partial ionisation cross sections (PICs) of reactants and products are 

required to determine the detection efficiencies for the products. In the case of the reaction of O 

atoms and O2 to make O3, the detection efficiency of O2 can be easily transformed into the 

detection efficiency of O3 since both molecules’ PICs for forming the relevant parent ion are 

readily available in the literature.8, 9 However, there are cases where PICs are not available if 

either the isomer of the product is unknown, the product is a mixture of isomers or the PICs are 

not available in the literature. The detection efficiency will be discussed further in each individual 

Chapter. 

When determining the number of surface reactants it is important to consider the mechanism of 

adsorption onto the surface. In the case of chemisorption the total number of molecules that can 

adsorb onto the surface is limited by the number of sites available on the surface. However, in the 

case of physisorption, once the first layer is filled a second layer can form. This can result in a 

very large number of molecules being adsorbed onto the surface. In the interstellar medium gas 

and dust temperatures are approximately 10 K. At these low temperatures molecules readily 

physisorb onto surfaces. It is therefore representative of the ISM to allow multilayer adsorption 

of molecules via physisorption during our experiments. 

 

2.10 Kinetic Model 

 

As discussed above, the experimental data presented in Chapters Three and Four is processed to 

give the yield of products as a function of the surface dosing temperature (Section 2.8 and 2.9). 

A simple kinetic model has been developed to account for these experimentally determined 

product yields at each dosing surface temperature. The model allows the surface reactions 

occurring during the experiment to be quantified. The model is based on a kinetic model 
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developed by Minissale et al. to account for the yield of ozone formed in the reaction of O atoms 

and O2 on surfaces of astrochemical interest.10 As discussed extensively in Section 1.6.1, when a 

microwave discharge is used to generate O atoms the resulting beam is a mixture of O2 and O 

atoms due to dissociation efficiencies lower than 100 %. When this beam of O/O2 is dosed onto 

a surface of astrochemical interest three reactions are possible:  

 O + O → O2 (2.10.1) 

 O + O2 → O3 (2.10.2) 

 O + O3 → 2O2 (2.10.3) 

 

However, experimental data shows that when a beam of O/O2, is dosed onto surfaces of 

astrochemical interest, an almost pure O3 ice is produced. It can be concluded that reaction 2.10.3 

is inefficient and so possesses a significant barrier, whilst reactions 2.10.1 and 2.10.2 possess 

small or insignificant barriers. It has been shown that to successfully model the yield of O3 in 

these experiments, reactions 2.10.1 and 2.10.2 must be effectively barrierless and the O atoms 

must have a high diffusion coefficient.10, 11 It therefore follows that these two reactions will occur 

on the surface during the experiments discussed in Chapters Three and Four. Indeed, m/z = 48, 

indicative of O3 formation, is always detected when a beam of O/O2 and a beam of an unsaturated 

organic compound (Z) are co-dosed onto a surface below 50 K. Therefore, a kinetic model that 

seeks to understand the surface processes at play, when a beam of O/O2 and a beam of unsaturated 

organic compounds (Z) are co-dosed onto a surface, must not only take account of the reaction 

between O atoms and the unsaturated organic compound (Z) (2.10.4) but also reactions 2.10.1 

and 2.10.2.  

 Z + O → ZO (2.10.4) 

 

Each of these three reactions (2.10.1, 2.10.2 and 2.10.4) is included in our kinetic model. As 

discussed in Section 1.4, in general reactions occurring on surfaces proceed via three prototypical 

reaction mechanisms: the Langmuir-Hinshelwood (LH) mechanism,12 the Eley-Rideal (ER) 

mechanism,12 and the hot atom mechanism (Figure 2.10.1).  

 

Figure 2.10.1: A diagram to show the three prototypical reaction mechanisms which occur on surfaces. 
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In the ER mechanism, a gas-phase species X(g) reacts with a species which is adsorbed and 

thermalised onto the surface, Y(ads) (2.10.5). The reaction proceeds prior to the gas-phase 

reactant equilibrating with the surface. The rate of the ER mechanism (rER) is a product of the rate 

coefficient (kER), the surface concentration of the adsorbed species ([Y](ads)) and the flux of the 

incident gas-phase species (FX) (2.10.6). Since, in the experiments modelled, the reactants are co-

dosed onto the surface, each reactive species can be the gas-phase reactant or the thermalized 

surface species, therefore two ER reactions must be modelled. The ER1 will describe the reaction 

where O atoms are the gas-phase reactant. The ER2 will describe the reaction where O atoms are 

the thermalized surface reactant. 

 

 X(g) + Y(ads) → XY(ads) (2.10.5) 

 rER = kER [Y](ads) FX (2.10.6) 

 

The LH mechanism occurs when both reactants are adsorbed and thermalised on the surface. In 

the low temperature experiments described in this thesis, the surface species are bound via weak 

physisorption sites. The weak binding of the reactants to the surface facilitates the diffusion of 

light species such as the O atoms. The O atoms roam the surface until a suitable reaction partner 

is encountered. Upon encountering a suitable reaction partner, the reaction proceeds and the 

product is formed. The rate of the LH mechanism (rLH) is a product of the rate coefficient (kLH) 

and the surface concentrations of each species adsorbed on the surface ([Y](ads) and [X](ads)) 

(2.10.8). 

 X(ads) + Y(ads) → XY(ads) (2.10.7) 

 rLH = kLH [Y](ads) [X](ads) (2.10.8) 

 

The hot atom mechanism occurs when an incident gas-phase species is partially thermalized 

on the surface prior to encountering a suitable reaction partner. The hot atom mechanism can 

be thought of as half-way between the LH and ER mechanisms. However, quantifying the rate 

of thermalisation of species in the hot atom mechanism requires incorporating several new 

parameters into the model, parameters which are difficult to quantify. The inclusion of the hot 

atom mechanism, therefore, increases the number of free parameters in the model and so this 

process is not included in our modelling. Instead, the model consists of calculating the rate of 

reactions 2.10.1, 2.10.2 and 2.10.4 for each prototypical surface mechanism (LH, ER1 and 

ER2) at each experimental dosing surface temperature. The rates of reactions are numerically 

integrated over the dosing period of the experiment, 1 hour, with a time step of 0.001 s. This 

time step is chosen since no change in the product yields are observed when a finer integration 

grid is implemented. Traditionally rate coefficients for these reactions are evaluated using the 
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Arrhenius expression: 

 ki = Ai exp (-Ei/RT) (2.10.9) 

 

where ki is the rate coefficient, Ai is the pre-exponential factor and Ei is the activation energy. 

However, it has been observed that the reaction of O atoms on surfaces of astrochemical interest 

does not obey Arrhenius type behaviour.13 That is, it is not possible to account for the yield of 

ozone observed when O atoms react with O2 on surfaces at temperatures below 20 K, when the 

rate constants are modelled using an Arrhenius rate coefficient. Using an Arrhenius rate 

coefficient consistently underestimates the yield of ozone below 20 K, even when the reaction is 

considered to be barrierless. It has been hypothesised that O atoms can tunnel through diffusion 

barriers at low surface temperatures. Indeed, models which include O atoms tunnelling through 

the diffusion barrier can successfully account for the yield of ozone below 20 K.10, 11, 13 Another 

explanation for the high diffusion constants for O atoms below 20 K is that ices may undergo a 

phase change at low temperatures which alters the nature of the adsorption sites available to the 

O atom.14 For example, if the ice undergoes a phase change at low temperatures, which results in 

lower binding energies of absorbates, the energy barrier to diffusion will also decrease. The 

binding energy and barrier to diffusion are directly related to one another. In both cases the 

molecule or atom must possess enough thermal energy to escape the potential well that binds the 

molecule or atom to the surface. Indeed, when the diffusion energy of a molecule is unknown it 

is often estimated to be 0.7 times the desorption energy.15 When designing a model, tunnelling is 

simple to implement, although the barriers extracted are not always considered to be physical. On 

the other hand modelling a change in adsorption sites is very complicated, as many new 

parameters are introduced into the model. Indeed, it has been determined that modelling the rate 

coefficients of each reaction as reaction probabilities and using an empirical law to describe the 

diffusion coefficient of O atoms represents a clear quantitative fit to our experimental data without 

increasing the number of free parameters in the model. As a result the rates of the ER1, ER2 and 

LH mechanisms are modelled to be as given in equations 2.10.10, 2.10.11, 2.10.12 respectively. 

 

 rER1 = ρER CY(ads)  FX (2.10.10) 

 rER2 = ρER CX(ads)  FY (2.10.11) 

 rLH = kD ρLH CY(ads) CX(ads) (2.10.12) 

 

where ρER and ρLH are the reaction probabilities of the ER and LH mechanisms respectively, 

CY(ads) is the fractional surface coverage of Y, Fx is the flux of X(g) to the surface in ML s-1 and 

kD is the diffusion coefficient of an O atom in ML s-1. The fractional surface coverages are 

calculated by dividing the surface concentration of each reactant by 1 ML, thereby cancelling the 
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units. For example a surface coverage of 0.5 ML has a fractional surface coverage of 0.5. By 

considering the surface concentrations as fractional coverages, and so unit-less, the rate constant 

for the reaction can be modelled as a reaction probability which is also unit-less. The units for the 

rate of reaction are therefore ML s-1. Modelling the rate constants as reaction probabilities omits 

the need to invoke Arrhenius rate coefficients in the model and so no pre-exponential factors for 

the reactions are included, this reduces the number of free parameters in the model. The total rate 

of each reaction is as given in equation 2.10.13 

 rtotal,i = rER1 + rER2 + rLH (2.10.13) 

 

The yield of each product in reactions 2.10.1, 2.10.2 and 2.10.4 is calculated by numerically 

integrating equation 2.10.13 for each reaction over the dosing period of the experiment. The result 

is a yield of product in ML. To integrate equation 2.10.12 the fractional surface coverages of O, 

O2 and Z must be evaluated at each time step. To calculate the fractional surface coverages, first 

the surface concentration of each molecule must be evaluated in ML. The rate of change of surface 

concentration of each reactant ([Z](ads) / dt) is equal to the sum of the flux of the reactant to the 

surface, the depletion of the reactants due to the rate of desorption, depletion of reactant due to 

reactions and in the case of O2 the yield of reactant due to reactions.  

 [O](ads) / dt   = FO+ rdes,O – 2 rtotal,O  (2.10.14) 

 [O2](ads) / dt  = FO2 + rdes,O2 – rtotal,O2 + rtotal,O (2.10.15) 

 [Z](ads) / dt  = FZ + rdes,X – rtotal,Z (2.10.16) 

 

The surface concentration of each reactant can be calculated by integrating equations 2.10.14, 

2.10.15 and 2.10.16 at each time step. Where rtotal,O is the total rate of reaction for the reaction of 

two O atoms, rtotal,O2 is the total rate of reaction for the reaction of O atoms and O2 and rtotal,Z is the 

total rate of reaction for the reaction of O atoms with the organic species with which the O atoms 

are co-deposited. The model restricts the sum of the fractional coverages of each species to be 1. 

As a result the model assumes that the reactants do not penetrate into the ice, all the reactivity 

occurs on the surface. To integrate equations 2.10.14, 2.10.15 and 2.10.16 the rate of desorption 

(rdes,X) for each reactant (X) must be calculated. The rate of desorption can be calculated using the 

first-order Arrhenius equation.  

 rdes,X = exp (-EX/RT) CX(ads)   2.10.17 

 

where EX is the activation energy of desorption. The desorption characteristics are therefore 

modelled as first-order desorption kinetics. However, multilayer ices, such as the ices deposited 

in this experiment, exhibit zero-order desorption kinetics. However, in the model desorption is 
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described as a first-order process since the model only considers the fractional coverages of the 

uppermost monolayer of reactants; the reactants can only desorb from this upper most monolayer. 

Furthermore, each reactant has different fractional coverages depending upon their flux to the 

surface, the rate of reactions and the rate of desorption. It therefore follows that to take account 

of the reactants fractional coverages, the desorption of each reactant must be dependent upon the 

reactants surface concentration.  

 

Finally the rate of diffusion of the O atoms must be evaluated. It is possible to fit our experimental 

yield of products for reaction 2.10.4 using an Arrhenius diffusion coefficient, if one assumes the 

LH mechanism is inactive below 30 K. However, such a diffusion coefficient vastly under-

predicts the yield of O3 detected in our experiments, since the LH mechanism also becomes 

inactive for reactions 2.10.1 and 2.10.2. To account for the O3 yields in our experiments, O atoms 

must diffuse on our surface below 30 K. This observation is in line with several previous studies.10, 

11, 13, 16 It therefore follows that if O atoms are diffusing on the surface, below 30 K, to form O3 

they must also encounter reactant Z on the surface and so reaction 2.10.4 must proceed via the 

LH mechanism. Therefore, the assumption that the LH mechanism is inactive below 30 K for 

reaction 2.10.4, an assumption required to fit our experimental data with an Arrhenius style O 

atom diffusion law, cannot be valid. The exponential function of an Arrhenius law results in a 

diffusion coefficient which suddenly ‘switches on’ at a particular surface temperature. For 

example in Figure 2.10.2, diffusion barriers of 200 K, 400 K and 600 K result in switch on 

temperatures of 9 K, 16 K and 24 K. After the switch on temperature the diffusion coefficient 

rises very rapidly. A diffusion barrier of approximately 200 K, which switches on the diffusion at 

approximately 9 K, can successfully account for the O3 produced in our experiments at 15 K, but 

vastly over predicts the yield of O3 at 30 K, and also the yield of the product in reaction 2.10.4. It 

is therefore apparent that an Arrhenius law cannot be used to describe O atom diffusion on our 

surface. Instead, the rate coefficient for the diffusion of O atoms on our surface is described using 

an empirical diffusion coefficient taken from a previous study by Minissale et al.16 This empirical 

rate coefficient has been shown to successfully account for the yield of O3 and CO2 when CO, O2 

and O atoms are dosed onto a graphite surface.16 The empirical law has the form: 

 

 kD = k0 (1+T 3/T0 
3) 2.10.18 

 

where k0 is 0.9 and T0 is 10 K. A plot of the resulting rate constants at each surface temperature 

can be seen in Figure 2.10.2. This diffusion coefficient can successfully account for the yield of 

O3 in our experiments and so is judged to be an appropriate diffusion coefficient for O atoms on 

our surface (Figure 2.10.3).  
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Figure 2.10.2: The form of rate coefficients solid line: the empirical rate coefficient in Equation 2.10.18, 

dotted line, short dash line and long dash line are all Arrhenius diffusion coefficients with 

barriers of 200 K, 400 K and 600 K respectively.  

 

Figure 2.10.3: The fit obtained to the experimental yield of O3 using the empirical rate coefficient in 

equation 2.10.18 

One final factor must be included in the model. When modelling the LH reaction for the reaction 

of an O atom with another O atom, both of the O atoms roam the surface. The diffusion of both 

O atoms is included in the model by multiplying the rate of diffusion by two. Physically this 

models one O atom as stationary and the other O atom as roaming the surface twice as fast as the 

O atoms which react with other stationary molecules (2.10.18). In all other cases, the rate of the 

LH mechanism is modelled using equation 2.10.11. 

 rLH,OO = 2kD ρLH CY(ads) CX(ads) 2.10.19 

 

In short, our model considers three reactions of O atoms on the surface, 2.10.1, 2.10.2 and 2.10.4. 

Each of these three reactions can occur via three prototypical surface mechanisms, the LH, the 

ER1 and the ER2. At each time step, the model first evaluates the fractional coverage of each 

reactant in the uppermost monolayer, at each surface temperature. The model then calculates the 

yield of O2, O3 and the oxygenated organic molecule, ZO, by integrating equation 2.10.12 for 

each product. Equation 2.10.13 is the sum of equations 2.10.10, 2.10.11 and 2.10.12. Except in 
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the case of the LH mechanism for the reaction of two O atoms in which case equation 2.10.12 is 

replaced by 2.10.19. The reaction of O atoms with one another and O2 molecules has been shown 

to be a barrierless process, on surfaces of astrochemical interest, and so the reaction probabilities 

for these reactions are equal to one.10, 11, 13, 16 The reaction probabilities for the reaction of O atoms 

with the unsaturated organic molecule and the desorption energies of O2, O and the unsaturated 

organic molecule are varied until a fit is found to the experimental data. The ER1 and ER2 reaction 

probabilities are assumed to be equal. The model is fitted in a systematic way to ensure that results 

fitted to different reactions are comparable. This systematic fitting method is described below and 

summarised in Table 2.10.1. 

Step one, in the fitting procedure, is to determine the maximum reaction probability for the ER 

mechanism by fitting the low temperature yield. Note, only the reaction probabilities for the 

reaction of O atoms and the unsaturated organic species (Z) are varied in the fit. Since the aim of 

this step is to determine the maximum reaction probability the desorption energy of O2 is set to 0 

k J mol-1 i.e. O2 does not stick to the surface. The presence of O2 on the surface reduces the rate 

of reaction since the O atoms can react with O2 to form O3. Similarly, the desorption of O and Z 

from the surface reduces the rate of reaction and so the desorption energies of the O atoms and Z 

are set to be infinitely high (400 k J mol-1) i.e. neither desorb from the surface under the 

experimental conditions. In this fit the LH mechanism is presumed to be inactive and so the LH 

mechanism reaction probability is also set to 0.  This assumption that the LH mechanism is 

inactive allows us to test the hypothesis that the ER mechanism alone can account for the 

experimental yields. However, the maximum value for the ER reaction probability is determined 

by the experimental yield at low temperatures, since increasing the value of the ER reaction 

probability further, overestimates the yield of product at these low temperatures. An optimum fit 

for step one can be seen in panel (a) of Figure 2.10.4.  

It is clear from step one that the ER mechanism alone cannot account for the experimental yields 

between 40 K and 90 K (panel (a) of Figure 2.10.4).  Therefore, in step two of the fitting 

procedure, the maximum reaction probability for the LH mechanism is determined. Again, the 

desorption energies of O2, O and Z are set to 0 kJ mol-1, 400 kJ mol-1 and 400 kJ mol-1 respectively. 

However, in this step the reaction probability for the ER mechanism is set to 0, and the reaction 

probability for the LH mechanism is varied, until it fits the data point at which the maximum yield 

of product is observed in the experimental data. In this example, the maximum yield is at 60 K 

(panel (b) in Figure 1.10.4). Note, this step overestimates the yield of product above 60 K and 

below 30 K, however, this is due to the unphysical desorption energies of the reactants which are 

optimised later. In step three, the LH and ER reaction probabilities are optimised together. Again, 

the desorption energies of O2, O and Z are 0 kJ mol-1, 400 kJ mol-1 and 400 kJ mol-1 respectively. 

Step three results in reducing both the reaction probabilities slightly since added together they 

now overestimate the yield of product at 60 K. This fit can be seen in panel (c) of Figure 2.10.4. 



 

 

61 

 

In step four, the desorption energy of Z is determined. The LH and ER reaction probabilities are 

fixed at their optimised values and the desorption energies of O2 and O atoms remain as 0 kJ mol-

1 and 400 kJ mol-1 respectively. The desorption energy of Z is reduced until the ER2 yield no 

longer fits the yield of product at 100 K and then the desorption energy is increased until it fits 

the yield at 100 K again. This fit can be seen in panel (d) of Figure 2.10.4. In step five, the 

desorption energy of the O atom is determined. The reaction probabilities and the desorption 

energy of Z are fixed at their optimised values and the desorption energy of O2 remains at 0 kJ 

mol-1. The O atom desorption energy is varied to reproduce the decrease in yield above a surface 

temperature of 60 K (panel (e) of Figure 2.10.4). In Step six, the O2 desorption energy is 

determined. The reaction probabilities for the LH and ER mechanisms and the desorption energies 

of Z and O are fixed at their optimised values. The O2 desorption energy is optimised to reproduce 

the yield of product between 15 K and 30 K. Such a fit can be seen in panel (f) of Figure 2.10.4. 

In step seven, each value is increased and decreased until the value no longer fits the experimental 

yields. This variation of each parameter provides an estimation for the uncertainty for each value 

extracted. The model is then optimised at increasingly small time steps until no change in the 

product yield is observed, the minimum time step used is 0.001 s. When no change in the product 

yield occurs as the time step is decreased this indicates that the time step is sufficient.  

There is one final factor to consider in this fitting procedure, the desorption energy of O2 which 

reproduces the rise in product yield between 30 K and 60 K does not predict the experimental 

yields of ozone between 30 K and 50 K. Therefore, in step eight, the desorption energy for O2 is 

re-optimised to reproduce the yield of O3 between 30 K and 60 K. As a result the uncertainty of 

the desorption energy for O2 is larger than the uncertainties extracted for other desorption 

energies.  The physical meaning of this uncertainty is discussed in the relevant Chapters. 

Step Panel in Figure 

2.10.4 

EO EO2 EZ ρLH ρER 

1 A Infinite 0 Infinite 0 Optimised 

2 B Infinite 0 Infinite Optimised 0 

3 C Infinite 0 Infinite Optimised Optimised 

4 D Infinite 0 Optimised Optimised Optimised 

5 E Optimised 0 Optimised Optimised Optimised 

6 F Optimised Optimised Optimised Optimised Optimised 

7 G Optimised Optimised Optimised Optimised Optimised 

8 H Optimised Optimised Optimised Optimised Optimised 

Table 2.10.1: A summary of the fitting procedure and the panel in Figure 2.10.4 that each fit can be seen. 

Eo is the desorption energy of O atoms, EO2 is the desorption energy of O2, Ez is the 

desorption energy of Z, ρLH is the reaction probability for the LH mechanism and ρER is the 

reaction probability for the ER mechanism. All values are fixed in each step except the values 

in red which are optimised. 
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Figure 2.10.4: To show the various stages of fitting the kinetic model to the experimental data. 

The solid line: total yield predicted by the model, dash: LH contribution, dot: 

ER2, dash dot: ER1 the See Table 2.10.1 for a full description of each panel. 
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2.11 Experimental Developments 

 

As discussed in Section 2.1 there has been significant development of the experimental apparatus 

during the last three years. These experimental developments are applicable to the experiments 

described in Chapter Five. The surface temperature is now determined using a silicon 

thermodiode, in place of the N-type thermocouple. The output from thermodiodes is of the order 

of a few volts and the voltage increases linearly as the temperature decreases. The output from an 

N-type thermocouple is of the order of a few millivolts and the output decreases exponentially as 

the temperature decreases. The exponential nature of the voltage output of thermocouples 

significantly decreases the sensitivity of N-type thermocouples below 30 K. Using a thermodiode 

instead of an N-type thermocouple increases the accuracy of the temperature reading, particularly 

at temperatures below 30 K. The voltage output from the thermodiode is read using a Lakeshore 

diode reader. This diode reader has an output of 0 V – 10 V which is read by a Eurotherm Nanodac 

temperature controller. A specific surface temperature can be maintained using the Nanodac 

controller. The Nanodac controller drives a power supply that heats the tantalum strip heater, in 

a constant voltage regime, to maintain the specified surface temperature. The Nanodac controller 

can also be used to heat the surface linearly during a TPD.  

Another aim of the experimental development was to facilitate experiments involving the 

desorption of sub-monolayer doses. The TOFMS was unable to provide the sensitivity needed to 

detect the desorption of a submonolayer of reactants. To increase our experiment sensitivity, a 

Hiden 3F series RGA QMS was installed in place of the TOFMS. The mounting places the QMS 

is a few mm from the surface, whilst the centre of the TOFMS source region was approximately 

3 cm from the HOPG surface. Furthermore, the electron gun in the QMS is capable of an output 

of a few hundred µA whilst the TOFMS electron gun could only produce only tens of nA. Both 

the close proximity of the QMS to the HOPG surface and the increased ionsing electron current 

of the QMS, dramatically increases the sensitivity of our apparatus. When a known quantity of 

O2 is dosed onto the HOPG surface the TOFMS would typically collect ~250 counts per 

monolayer whereas the QMS collects ~3.4 × 105 counts per monolayer. Furthermore, the 

sensitivity of the QMS can be carefully controlled by varying the electron emission current. 

The flux of reactants in our traditional multilayer experiments was typically 0.5 ML s-1. Such a 

flux saturates the first monolayer within 2 s, a shorter time than the experimenter is able to 

reproducibly turn on and off the beam of reactants. To reduce the flux of reactants, the pressure 

of the gas in the source cells was reduced by an order of magnitude and the pumping holes’ size 

was increased from 2 mm to 4 mm. Reducing the gas pressure in the source cells reduces the flux 

of gas which exits the source cells through the 1 mm diameter exit capillary. The gas then flows 

through the PTFE tubing towards the pumping holes. Increasing the diameter of the pumping 

holes increases the proportion of reactants which are pumped away in the source chamber, further 
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reducing the flux of reactants to the surface.  The reduction in source cell pressure and installation 

of the larger pumping holes typically reduces the flux of reactants to 0.005 ML s-1. The flux of 

reactants in our submonolayer experiments is determined by depositing the reactants for several 

different dosing times and observing the change in the characteristics of the TPD.  For coverages 

of a monolayer or less, first-order desorption is observed. Conversely for multilayer desorption 

zero-order desorption is observed. The change from first-order to zero-order desorption can be 

determined by the dosing time at which the leading edge of the TPD, following an increased dose, 

doesn’t shift to lower temperatures. The time to saturate the first monolayer can therefore be 

measured and used to calculate the flux of reactants.10, 17 The method is discussed further, and the 

flux of O2 is calculated, in Section 5.3.2. 

The Hiden 3F series RGA QMS consists of a source region, a quadrapole mass separator and a 

secondary electron multiplier (SEM) detector. Molecules enter the source region and are ionised 

using electron ionisation. The electron energy can range from 4 – 150 eV and in this thesis 70 eV 

has been used. A metal grid surrounds the source region preventing electrons formed in the source 

region from escaping. Between the ion source and the quadrupole mass separator is a focusing 

plate. This focusing plate extracts ions from the source region into the quadrupole mass separator. 

The quadrupole mass separator consists of four parallel metal rods. Each pair of opposing rods 

are electrically connected. A DC offset voltage and a radiofrequency oscillating voltage are 

applied to each pair of rods. The electric field deflects ions in an oscillating trajectory as they 

migrate towards the detector. Specific oscillating radiofrequencies applied to each pair of rods are 

selected such that only ions with a particular mass-to-charge ratio (m/z) reach the detector. Other 

ions follow different trajectories and collide with the rods before reaching the detector. Here lies 

the main disadvantage of the QMS compared to TOFMS. In TOFMS all ions, regardless of their 

m/z are recorded. Whereas in the QMS the ion(s) to be monitored must be selected. To monitor 

several (m/z) the oscillating radiofrequency voltages are varied to select one by one each (m/z) of 

interest. Each time a new (m/z) is selected there is a minimum ‘settle’ time of 10 ms before ions 

can be detected. Ions can be detected for a minimum ‘dwell’ time of 10 ms.  The cycle can 

therefore be repeated every 20 ms. During a typical TPD, with a heating rate of 10 K min-1, 

molecules will desorb from the surface for ~90 s. The time a molecule desorbs from the surface 

provides a limit for the number of (m/z) that can be scanned in any one TPD experiment.  

An advantage of QMS is the constant mass resolution. Ions with high (m/z) can be detected with 

the same resolution as ions with small (m/z). TOFMS has limited resolution for high (m/z). This 

particular QMS has a mass range of 1 AMU - 300 AMU. When an ion of the selected (m/z) reaches 

the SEM detector electrons are produced. These electrons undergo further collisions producing 

secondary electrons in a cascade effect.  The current output of the SEM is recorded and this current 

is proportional to the ions arriving at the SEM. Unlike in the TOFMS, the QMS directly records 
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the surface temperature during the TPD via a 0 – 10 V output from the Nanodac controller. 

Therefore the counts of each m/z are recorded as a function of surface temperature. 

2.12 Summary  

 

This Chapter has provided a detailed description of the experimental apparatus employed in the 

experiments described in the succeeding Chapters. Furthermore, a broad overview of the kinetic 

modelling approach used to derive kinetic parameters from the experimental data in Chapters 

three and Four has been presented. The following Chapters will describe the results obtained using 

the experimental arrangement and data analysis procedure described here and will discuss the 

astrophysical implications of the results in this thesis.  
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Chapter 3 – Oxygen Atom Addition to Propyne 
 

3.1 Introduction 

 

The small unsaturated hydrocarbon, propyne, has been observed widely throughout the 

interstellar medium.1, 2 Interstellar propyne was first identified in the Milky Way within the 

giant molecular cloud Sagittarius B2.2, 3 Further observations, within the Milky Way, have 

also detected propyne in cold cloud cores and lukewarm corinos.4 Outside of the Milky Way, 

across the disc of the distant Messier 82 (M82) galaxy, propyne has also been observed. 5 In 

M82, the propyne-to-methanol ratio ([CH3CCH]/[CH3OH] > 8) is higher than for comparable 

starburst galaxies such as NGC 253 ([CH3CCH]/[CH3OH] ≈ 1).6 Whilst observations and 

laboratory studies conclusively identify methanol in interstellar ices ,7-9 currently there is no 

spectral evidence for solid-phase propyne in the ISM. However, a recent paper has reviewed 

the reaction pathways invoked in the literature to account for the formation of propyne in the 

interstellar medium.10 The authors conclude that models which only consider gas-phase 

reactions, cannot generate propyne abundances which are comparable to observations. 

Instead, propyne is thought to form via the successive hydrogenation of C3 and C3H on the 

surface of interstellar dust grains.10, 11 C3 is efficiently formed in the gas-phase and 

subsequently freezes out onto the surface of dust grains where hydrogenation can occur.10 

Propyne is therefore likely to have an appreciable abundance in interstellar ices. Since both 

propyne and methanol are believed to primarily form on the surface of dust grains , and have 

similar gas-phase abundances, one would expect both molecules’ surface reactivity to have 

been studied. However, the surface chemistry of methanol has been studied extensively in the 

laboratory whilst that of propyne has received little attention.12-15 It therefore follows that the 

surface reactivity of propyne, under interstellar conditions, appears to be overdue an 

investigation.   

 

In addition to its detection in interstellar clouds, propyne has also been observed in planetary 

environments in our Solar System.  Specifically, propyne has been detected in the 

stratospheres of Jupiter and Saturn, displaying column densities of (1.5 ± 4)  1014 

molecules cm-2 and 2  1015 molecules cm-2 respectively.16, 17 Interstellar ice composition is 

considered to be important when discussing the abundance of propyne in the Saturnian and 

Jovian atmospheres.  Here, volatile molecules, such as propyne, are thought to originate from 

molecules trapped as clathrates in the water ice that aggregated during the formation of the 

planetisimals that preceded these planets.18-23  Propyne has also recently been identified in 

the atmosphere of Uranus,24 and the atmosphere of Saturn’s moon Titan, where it appears 

enriched at northern latitudes.25, 26  
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Figure 3.1.1: The structures of methyl ketene (I), propenal (II) and 

cyclopropanone (III). 

 

The gas-phase reaction of propyne and O(3P)  atoms has been studied both experimentally 

and computationally.27-34  The two most insightful studies have combined experimental and 

theoretical investigations, together they provide a detailed picture of the reaction at a 

molecular level.28, 35 The earlier of these two studies was performed in 2004. In this study 

density functional theory was used to characterise the singlet and triplet potential energy 

surfaces for molecules with the empirical formula C3H4O resulting from the reaction of 

propyne and O atoms. The functional used was Becke’s three-parameter nonlocal exchange 

functional with the nonlocal correlation functional of Lee, Yang, Parr (B3LYP) with the 6 -

311G(d, p) basis set.36, 37 At the time, this level of theory was considered to be a good balance 

between computational efficiency and accuracy, for an eight atom system. By the time the 

second study was performed, in 2016, advances in computing made it possible to re-optimise 

stationary states (intermediates and transition states) with the multi-configurational second-

order perturbation method, CASPT2, using the basis set aug-ccpVTZ.38-40 Both studies agree 

that the gas-phase reaction of propyne and O atoms primarily proceeds via O atom addition 

rather than H atom abstraction. However, the 2016 study determined that O atom addition to 

the terminal acetylenic carbon atom of propyne possesses an activation energy of  1.71 kcal 

mol-1 whereas O atom addition to the central acetylenic carbon possesses an activation energy 

of 2.40 kcal mol-1.35 Therefore, the second study suggests that the terminal acetylenic carbon 

is the most facile site of attack for the O atom.  When the O atom attacks the terminal C atom 

the initial intermediate formed is a biradical species, methyl ketocarbene (Structure I in 

Figure 3.1.1).27, 28, 35 Since the O(3P) atom has two unpaired electrons, the ketocarbene 

intermediate lies on the triplet potential energy surface. The two unpaired electrons are 

localised on the central carbon atom.35 Early experimental studies observed that, in the gas-

phase reaction of propyne and O atoms, vibrationally cold CO and C2H4 were formed.34 

Vibrationally cold CO is produced when dissociation occurs through a linear transition 

state.28, 34 For such a dissociation event to occur, through this linear transition state, the 

molecule undergoing dissociation would possess a linear geometry. Such an intermediate 

would be methylketene (Structure I in Figure 3.1.1). It was therefore hypothesised that the 

triplet state ketocarbene would undergo intersystem crossing (ISC) to the singlet potential 

energy surface.28 The singlet state ketocarbene would then isomerize to methylketene. The 
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2004 study supports this earlier hypothesis since ISC is the pathway, with the lowest 

activation energy, available to the ketocarbene on the triplet potential energy surface.28 The 

2016 study also determined that at, 300 K, 80 % of the initial triplet state ketocarbene 

undergoes ISC. As the temperature rises this percentage decreases to 2% at 2250 K.35 The 

ISC results in a singlet ketocarbene, in which the two non-bonding paired electrons are 

localised on the central C atom.35 Both studies then predict low activation energies (<5 kcal 

mol-1) for the singlet state ketocarbene to isomerise to form methyl ketene or propenal (Figure 

3.1.1).28, 35 Both studies also predict the activation energy for the isomerisation to form methyl 

ketene to be slightly smaller than that of propenal. Following isomerisation, in the gas-phase, 

methyl ketene dissociates into C2H4 and CO with an activation energy of 74.7 kcal mol -1.35 

On the other hand propenal can dissociate in several ways forming C2H3 + HCO, CH2CHCO 

+ H or C2H2 + CO + H2 with activation energies of 95.2 kcal mol-1, 90.7 kcal mol-1 and 84.0 

kcal mol-1 respectively.35 The barrier to dissociation of methyl ketene and propenal are 

significantly larger than the ISC activation energy and the isomerisation activation energy of 

the ketocarbene which forms the methyl ketene and propenal. It is therefore possible at our 

low temperatures that the methyl ketene and propenal will be stable. The gas-phase reactions 

of propyne with O(3P) atoms are summarised in Figure 3.1.2. 

 

 

 

 
Figure 3.1.2: Schematic potential energy diagram illustrating stationary points on the triplet (red solid 

lines) and singlet (blue dashed lines) C3H4O potential energy surfaces. Taken from 

reference 41. 
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3.2 Experimental 

 

3.2.1 Temperature Programmed Desorption Methodology 

 

The experimental apparatus utilised in this study has been discussed in detail in Chapter Two. In 

this study oxygen atoms, molecular oxygen and propyne are co-dosed onto a graphite surface with 

fluxes of 0.13 ML s-1, 0.26 ML s-1 and 1 ML s-1 respectively. The propyne was purchased from 

Sigma-Aldrich and has a purity of ≥99 %. The propyne was used without further purification. 

After a dosing period of one hour, the dosing lines were evacuated and the surface was allowed 

to cool to 15 K. Following this cooling a current of 15 amps was passed through a tantalum strip 

heater below the surface, heating the surface to approximately 200 K in a temperature 

programmed desorption (TPD) experiment. As the substrate temperature increases, the molecules 

on the surface desorb at their specific sublimation temperatures and enter the source region of the 

TOFMS which is located in front of the sample. It is important to note that the dosing regime is 

such that the graphite surface is covered within approximately 1 s. Therefore, the surface reactions 

we observe occurs overwhelmingly on a propyne/oxygen ice.  The experiment was repeated at 

several different surface temperatures between 15 and 100 K. The experiment is repeated three 

times at each surface dosing temperature. As part of the experimental method, background spectra 

are also recorded. These background TPD spectra are collected for each dosing surface 

temperature. In each background spectra only propyne and O2 are dosed onto the surface i.e. the 

microwave discharge is not used to generate O atoms, but all other experimental conditions are 

identical. These background spectra confirm the product signals in the experiment are due to the 

O atoms formed in dissociation in the source cell and not another reaction pathway. 

 

3.2.2 Infrared Spectroscopic Methodology 

 

The apparatus at UCL provides information about the mass of the products formed and the relative 

quantities of those products. Previously, when employing this apparatus multi-photon ionisation 

experiments have been employed to determine the specific isomer of the product formed.42 Such 

experiments are not feasable if the products could be one of many possible isomers with similar 

ionisation potentials. To overcome this limitation, in the case of the reaction of propyne and 

oxygen atoms, complementary experiments were carried out at the Friedrich-Schiller-

University, Jena, where the products can be identified by infrared (IR) spectroscopy. The 

experimental apparatus at the Friedrich-Schiller-University consists of a high vacuum (HV) 

chamber. Molecules and O atoms can be dosed onto a KBr substrate held at temperatures relevant 
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to interstellar dust. The products of the reaction can be observed using transmission IR 

spectroscopy.  

The HV chamber, in Jena, is sealed with Klein flanges and has a base pressure of 1 ×10-7 Torr. 

The pressure is maintained using a turbo molecular pump (TMP) with a pumping speed of 33 L 

s-1 for N2. The TMP is backed by a scroll pump. The chamber houses a KBr substrate mounted in 

a copper sample holder. The copper sample holder is then mounted on a two-stage closed helium 

cryostat. The surface temperature is monitored using a silicon diode and controlled using a 

Lakeshore 336 Cryogenic Temperature Controller. The coldhead, coupled with a Lakeshore 

cartridge heater, can maintain surface temperatures between 22 K and 500 K. As in the UCL 

apparatus, a piece of sapphire is used to thermally isolate the surface from the coldhead during 

heating. A diagram of the apparatus can be seen in Figure 3.2.2.1. Experiments in Jena consist of 

dosing propyne and O atoms onto the KBr substrate at a fixed surface temperature and using 

transmission FTIR spectroscopy to observe the products. 

The oxygen atom source in Jena was assembled using a traditional hydrogen microwave discharge 

lamp and a custom-build PTFE connector. The apparatus and procedure for producing oxygen 

atoms in Jena was designed to be as close as possible to the apparatus and procedure used at UCL. 

The discharge is contained in a Pyrex tube with a constant flow of O2 at a pressure of 0.2 Torr. 

Microwaves are generated using a Sairem microwave unit with a frequency of 2.45 GHz. The 

microwaves are coupled into the O2 gas using an Evenson cavity.43 The microwave power chosen 

was 180 W as this is the power used at UCL. The discharge is initiated by a Tesla coil. For a full 

description of a microwave discharge see Section 2.2. A PTFE connector fits into the end of the 

Pyrex discharge cell to allow atomic transport into the HV chamber. The PTFE connector has a 1 

mm diameter exit capillary which allows the products of the microwave discharge to flow out of 

the source cell. After the exit capillary the gas flows into a 60 mm delivery line which has two 

pumping holes with a diameter of 2 mm. The pumping holes allow the gas to be differentially 

pumped using a TMP with a pumping speed of 33 L s-1 for N2 backed by a rotary pump. The 60 

mm delivery line then enters the HV chamber delivering the O atoms, and residual O2, at an angle 

of 30° to the surface. A diagram of the microwave discharge cell can be seen in Figure 3.2.2.2. 

The O/O2 beam is co-dosed onto the KBr substrate together with propyne. The propyne used has 

a purity of ≥ 99% and was used without further purification. The propyne was dosed at an angle 

of 30° to the surface and the flow was controlled using a needle valve.  
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Figure 3.2.2.1: A schematic diagram of the 

experimental arrangement. 

 
Figure 3.2.2.2: A schematic diagram microwave 

discharge cell. 

 

Prior to the deposition of species, onto the KBr substrate, the cold head is turned on and the 

surface is heated to 100 °C to remove the water vapour on the KBr substrate. As the cold head 

cools to its minimum temperature the surface temperature is maintained at 200 K to prevent the 

deposition of chamber contaminants, such as water, CO2 and CO, onto the surface. A surface 

temperature of 200 K is maintained for three hours to cryopump the chamber. The Jena 

experiments consist of depositing a propyne/O2/O atom ice at a fixed surface temperature. The 

resulting ice has an estimated thickness of 10,000 ML. The products and reactants can be observed 

using transmission FTIR spectroscopy. The deposition experiment was repeated at three surface 

temperatures 22 K, 50 K and 80 K. Depositions lasting one hour were performed at each surface 

temperature. In separate experiments the dosing time was increased to two hours at 22 K and three 

hours at 50 K. Following the deposition of reactants the surface was then heated to 200 K, in 

stages, acquiring IR spectra at various temperatures. For example, following the deposition at 22 

K an IR spectra was acquired. The surface was then heated at 10 K min-1 to 30 K where a new IR 

spectra was acquired. Two corresponding ‘blank’ spectra were also recorded. The first blank was 

a pure propyne ice, the second blank was a deposition of the gas emitted from the microwave 

discharge.  

 

3.3 Results 

 

3.3.1 Temperature Programmed Desorption Results 

 

As discussed above, TPD studies were performed at UCL using the methodology described in 

Section 3.2.1. The results from these experiments performed at UCL are as follows: whenever 

propyne and O atoms are allowed to react at surface temperatures below 100 K, signals are 
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observed in the mass spectra , recorded during the TPD phase, with a mass-to-charge (m/z) ratio 

of 56 and 72 (Figure 3.3.1.2). One must first determine whether these two signals are due to the 

formation of two different products, or due to fragmentation in the mass spectrometer. Signals at 

different masses in the mass spectrum, which are simply due to fragmentation will possess 

identical desorption profiles. Desorption profiles track the number of counts of a particular m/z 

during the heating phase of the TPD. It can be seen in Figure 3.3.1.2 that the product at m/z = 56 

desorbs from the surface between 80 K and 140 K. Conversely, the product at m/z = 72 is observed 

to desorb from the surface between 115 K and 200 K. The two signals can therefore be confirmed 

as distinct products, rather than fragmentations in the mass spectrometer. The two signals in the 

mass spectrum at m/z = 56 and 72 are consistent with the empirical formulae C3H4O and C3H4O2 

respectively. We, therefore, refer to these products as the single and double addition products 

respectively.  

 

 
Figure 3.3.1.1: Sections of representative mass 

spectra recorded during the TPD 

phase showing peaks for m/z = 

56 and m/z =   72, corresponding 

to the single and double addition 

products. 

 
Figure 3.3.1.2: Desorption profiles recorded during 

the TPD for m/z = 56 and m/z =   72, 

corresponding to the single and 

double addition products. 

 

To determine the relative yield of the single and double addition products, the mass spectra are 

summed over the temperatures at which each product desorbs from the surface. In the case of the 

single addition product the mass spectra are summed between 80 K and 140 K and the peak at 

m/z = 56 is then integrated. A background spectra summed over the same desorption temperatures 

and integrated for m/z = 56 is then subtracted from the integrated TPD signal for this mass. In the 
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case of the double addition product the mass spectra are summed between 115 K and 200 K and 

the peak at m/z = 72 is integrated. Again a background spectra summed over the same desorption 

temperatures and integrated for m/z = 72 is then subtracted from the raw TPD yield.  This 

background subtraction ensures that the signal observed is solely due to the addition of O atoms. 

The procedure is repeated for each experiment performed at a range of different dosing surface 

temperatures. The above procedure yields the relative yields of each product at each surface 

dosing temperature. 

At low dosing temperatures (15 K – 50 K) a peak at (m/z) = 48 is also observed in the mass 

spectra. This mass spectral signal is consistent with a molecular formula of O3, formed from the 

side reaction of O atoms with undissociated O2. As discussed in Chapter 1, it is well known that 

the gas resulting from a microwave discharge in O2 will yield a beam of O atoms and O2. When 

this gas is deposited onto a surface at cryogenic temperatures O3 is formed.44-48 This peak at (m/z) 

= 48 is also integrated in the same fashion as described for the (m/z) = 56 and 72 peaks. 

The experimental data shows three products are observed: the single addition product, the 

double addition product and ozone. For each of these three products, the experimental data 

consists of the total counts in the mass spectra, during the TPD, at each different dosing 

surface temperature. To compare the yield of these three products to the kinetic model 

discussed in Chapter Two, one must convert the yield of products from total counts in the 

mass spectra to numbers of molecules.  To transform the mass spectral ion counts to these 

absolute units, the mass spectrometer must be calibrated. To carry out this calibration, a 

known quantity of propyne and O2 is dosed onto the surface at 15 K, as in the background 

experiments. A TPD experiment is then performed and the desorption temperatures of O 2 and 

propyne are determined using the desorption profiles of (m/z) = 32 and 40 respectively. The 

mass spectra are then summed over the temperatures at which O2 and propyne desorb from 

the surface and the signals at (m/z) = 32 and 40 are integrated. Then, by dividing the number 

of molecules dosed onto the surface by the number of counts in the mass spectra one can 

determine the detection efficiency of O2 and propyne. This procedure assumes both O2 and 

propyne have a sticking coefficient of unity when the surface temperature is 15 K.  During 

dosing, when the surface temperature is 15 K, the pressure rise in the chamber is negligible. 

It is therefore reasonable that a sticking coefficient of unity is a good characterization of the 

interaction of propyne and O2 with the 15 K surface. The detection efficiencies measured for 

propyne and O2 must now be modified to give us the detection efficiencies of the three 

products from the surface reaction. Total ionisation cross sections measure the total number 

of charged fragments that are detected when a molecule is ionised. On the other hand partial 

ionisation cross sections (PICs) determine the number of charged fragments with a particular 

m/z that are formed when a molecule is ionised. Since the integration procedure used in this 

Chapter only integrates the parent ion signal, the partial ionisation cross sections for 
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ionisation are required to transform the detection efficiencies we measure for O2 and propyne 

into those for the products and O3. This transformation is simple in the case of O2 and O3 

since the PICs for these molecules are readily available in the literature. However, in the case 

of the single and double addition products the PICs and total ionisation cross sections are 

unknown. We must therefore assume that the total ionisation cross sections for propyne and 

the single and double addition products are identical. In determining these detection 

efficiencies we must also allow for the fact that not every molecule we ionize will result in a 

parent ion in the mass spectrum; we must allow for fragmentation in the ionisation process.  

To make this correction, for the single addition product, we used the parent to fragment ion 

ratio of a propenal mass spectrum measured in our apparatus.  For the double addition product 

we estimated the fragment to parent ratio in the standard mass spectrum of methyl glyoxal 

from the NIST reference database.49  The above procedure allows us to estimate the yield of 

the product ions on an absolute scale from our TPD spectra, and report the yield as a function 

of the dosing temperature. The yield of the single and double addition products as a function 

of dosing surface temperature is shown in Figure 3.3.1.3. These experimental results show 

that, below 30 K, the yield of each product gently increases with decreasing temperature. 

Above a surface temperature of 30 K both product yields increase to a maximum at 50 K and 

then decrease to zero at a surface temperature of 100 K. We also note the yields for the single 

and double addition products are very similar below a surface temperature of 40 K. Above a 

surface temperature of 40K the yield of the single addition product is much larger than that 

of the double addition product. 

 

 
Figure 3.3.1.3: Experimental yield of the single (dashed line) and double (dotted line) addition 

products following the co-deposition of propyne (C3H4) and O atoms. The error bars 

associated with the experimental results represent two standard deviations from four 

experiments at each surface temperature.  The lines linking the points serve only to 

guide the eye. 
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3.3.2 Infrared Spectroscopic Results 

 

When a propyne ice is deposited onto a KBr substrate at 22 K, several signals are observed in the 

IR spectra. Several of these signals correspond to impurities such as water, CO and CO2 since the 

reaction chamber is a high vacuum chamber. In a previous study, a multilayer propyne ice was 

deposited onto a Pd(100) surface and examined using Reflection-Absorption IR Spectroscopy 

(RAIRS).50 The transmission IR spectra for the propyne ice deposited in this study are in excellent 

agreement with reference 50. Therefore reference 50 is used to assign the IR absorptions of 

propyne observed in this study. Propyne’s strongest IR absorption is centred at 3266 cm-1. As the 

surface is heated to 200 K the evolution of this band can be tracked using difference spectra. 

Difference spectra can be calculated by subtracting IR absorbance spectra from one another. First 

the transmission IR spectra must be transformed into absorbance spectra using equation 3.3.2.1. 

 A = log10 (1 / φ) (3.2.2.1) 

where A is absorbance and φ is transmission. One absorbance spectrum is then subtracted from 

another absorbance spectrum to give the difference spectrum between the two absorbance spectra. 

For example, in Figure 3.3.2.1, the trace labelled 22 K – 30 K is the absorbance IR spectra 

recorded at 30 K minus the absorbance IR spectra recorded at 22 K. The result is an IR trace in 

which positive absorptions, with respect to the baseline, represent an increase in absorbance as 

the surface is heated from 22 K to 30 K. Negative absorptions, with respect to the baseline, 

represent a decrease in absorbance as the surface is heated from 22 K to 30 K. As the surface is 

heated from 22 K to 50 K the difference spectra reveal that the intensity of the absorption at 3266 

cm-1 increases (Figure 3.3.2.1). As the surface is heated from 50 K to 100 K the absorption further 

increases in intensity and the peak splits into two sharp absorptions. This increase in intensity and 

split into sharper peaks occurs due to the propyne ice becoming mobile and forming a more 

ordered, possibly crystalline, ice. As the surface is heated to 120 K, the absorption decreases in 

intensity as the propyne desorbs from the surface. Above 120 K no change is observed in the 

difference spectra for the absorption at 3266 cm-1. There is a positive absorption in the trace 

labelled 140 K – 160 K in Figure 3.3.2.1, however, this absorption is at ~3229 cm-1 and is most 

likely due to the water impurity in the high vacuum chamber.    
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Figure 3.3.2.1: Difference absorbance spectra, between 3000 and 3400 cm-1, of a propyne ice as the 

surface is heated from 22 K to 160 K. For example the trace labelled 22 K – 30 K is the 

absorbance spectrum recorded at 30 K minus the absorbance spectrum recorded at 22 

K. Positive peaks, with respect to the baseline, denote and increase in absorbance 

whereas negative peaks denote a decrease in absorbance. The baselines of the spectra 

have been displaced for clarity. 

 

 
Figure 3.3.2.2: IR spectra propyne ice deposited onto a KBr substrate at 22 K and heated to 100 K. the 

most intense peaks have been labelled. 

 

In order to positively identify as many propyne absorptions as possible, the spectrum used for 

assignment is recorded when the propyne ice, which was deposited at 22 K, is heated to 100 K 

(Figure 3.3.2.2). When the surface is heated to 100 K impurities such as CO and CO2 desorb 

from the surface. Furthermore, heating the propyne deposit allows the ice to form a more 

ordered structure which results in sharper absorptions. In some cases, for example the band at 

3266 cm-1, broad absorptions also split into doublets. The strongest IR absorption of a propyne 
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ice, at 3266 cm-1, is assigned to the C-H stretching mode of the acetylenic C-H bond. There are 

also three strong absorptions in the fingerprint region of the spectrum, 698, 479 and 650 cm-1, 

which are assigned to C-H bending modes. The next strongest IR absorption is at 1440 cm-1 

which is assigned to a CH3 rock. The weak C≡C stretching mode can also be assigned to the 

absorption at 2117 cm-1. For the full assignment of the IR absorption’s observed for a propyne 

ice see Table 3.3.2.1.  

 

Assignment Peak centre / cm-1 

CH s str 3272(vvs) 

CH a str 3267(vvs) 

CH3 d str 2966(m) 

CH3 s str 2922(s) 

CH3 a str 2862(m) 

CCC def + C≡C str 2408(w) 

C≡C str 2117(s) 

CH3 rock 1440(s) 

CH3 def 1381(w) 

combination band 1365(m) 

CH ip def 1311(s) 

combination band 1295(s) 

CH3 d def 1041(m) 

CH bend 698(vs) 

CH bend 679(vs) 

CH bend 650(vs) 

Table 3.3.2.1: IR absorption band assignment for a 

multilayer propyne ice deposited 

onto a KBr substrate at 22 K and 

then heated to 100 K. The bands are 

assigned with aid of reference 50. 

 

 

 

Peak centre          

/ cm-1 

Molecular 

assignment 

3333 H2O 

2348 12CO2 

2278 13CO2 

2149 12CO 

2140 12CO 

2111 13CO 

1874 NO 

1664 H2O 

1040 O3 

Table 3.3.2.2: Molecular assignment of IR bands 

observed when the gas resulting 

from a microwave discharge in O2 

is deposited onto a KBr substrate at 

22 K.  

 

 

 
Figure 3.3.2.3: IR spectra of the gas exiting the microwave discharge. The most intense peaks have 

been labelled. 
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When the gas resulting from the microwave discharge is deposited onto a KBr substrate at 22 K, 

several signals are observed in the IR spectra (Figure 3.3.2.3). Again, several of these signals 

correspond to impurities such as water, CO and CO2 since this is a high vacuum chamber.  The 

strong IR absorption observed at 1040 cm-1 can be assigned to the ν3 band of O3.51, 52 IR 

absorptions associated with CO2, CO, H2O and NO are also observed,53-57 see Table 3.3.2.2 for 

full assignment. The production of O3 and NO confirms the formation of oxygen atoms in the 

microwave discharge. In particular, it is well known that O3 forms efficiently on surfaces at 

temperatures relevant to interstellar dust (10 – 50 K) via the reaction of O atoms and O2.46 

When propyne and O atoms react, the yield of products is typically small. At UCL approximately 

3600 ML of propyne are deposited onto the graphite surface and the maximum yield of the single 

addition product at 50 K is 17 ± 2 ML (Figure 3.3.1.3). The maximum yield of the double addition 

product is even smaller (5 ± 2 ML at 50 K). The low yield of products means that IR spectra are 

dominated by absorptions of the reactants, mainly propyne. The domination of the IR spectra by 

propyne makes the identification of products difficult, since their absorptions often overlap with 

those of propyne. Furthermore, more than one product is formed and so absorptions of products 

can also overlap. Therefore, the IR data cannot provide quantitative data, for the reaction of 

propyne and O atoms, but rather a qualitative understanding of the isomers of the single and 

double addition products observed at UCL.   

 
Figure 3.3.2.4: IR spectra of the carbonyl stretching region we propyne and O atoms are co-dosed onto 

a KBr substrate for one hour at 50 K. Each spectra represents the surface being heated to a 

different temperature between 50 K and 200 K. The baselines are displaced for clarity. 

 

When propyne, oxygen atoms and molecular oxygen are co-dosed onto the KBr substrate, held at 

a surface temperature of 50 K for one hour, the strongest product absorption band is observed in 

the carbonyl stretching frequency range. This carbonyl stretching frequency is a complex 

convoluted band (Figure 3.3.2.4). However, it is clear that this complex band is composed of at 

least three absorptions, centred at approximately 1708 cm-1, 1723 cm-1 and 1751 cm-1. It is also 
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clear that as the surface is heated to 200 K the 1708 cm-1 band decreases in intensity whilst the 

1751 cm-1 band increases in intensity.  

When propyne and O atoms are dosed onto the KBr substrate at 80 K, two absorptions are 

observed in the carbonyl stretching region of the IR spectrum 1709 cm-1 and 1660 cm-1 (Figure 

3.3.2.5). The absorbance at 1660 cm-1 is likely to be a water impurity.58 As the surface is heated 

to 120 K the 1709 cm-1 peak reduces in intensity, broadens, and shifts to a slightly higher 

frequency of 1713 cm-1. As the surface is heated further, to 160 K, the intensity decreases further 

and the band splits into two absorptions at 1722 cm-1 and 1708 cm-1. When the surface is heated 

to 200 K a broad convoluted spectrum remains.  

 

 
Figure 3.3.2.5: IR spectra of the carbonyl stretching region where propyne and O atoms are co-dosed 

onto a KBr substrate for one hour at 80 K. Each spectra represents the surface being heated 

to a different temperature between 80 K and 200 K. The baselines are displaced for clarity.  

 

When propyne and O atoms are co-dosed onto a KBr substrate, at 22 K for 1 hour, no products 

are observed in the carbonyl stretching frequency range, of the IR spectra. However, when the 

dosing time is increased to two hours three absorptions can be seen in the IR spectrum at 1737 

cm-1, 1707 cm-1 and 1610 cm-1. As the surface is then heated to 50 K, the absorption at 1610 cm-

1 decreases. As this absorption at 1610 cm-1 decreases in intensity, a broad absorption centred at 

1626 cm-1 is revealed.  As the surface is heated from 22 K to 120 K the centres of the absorptions 

at 1737 cm-1 and 1707 cm-1 shift in frequency. The absorption at 1707 cm-1 shifts to a lower 

frequency and is centred at 1695 cm-1 at 120 K. The absorption at 1737 cm-1 shifts to a higher 

frequency and is centred at 1743 cm-1 at 120 K.  
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Figure 3.3.2.6: IR spectra of the carbonyl stretching region where propyne and O atoms are co-dosed 

onto a KBr substrate for two hour at 22 K. Each spectra represents the surface being heated 

to a different temperature between 22 K and 200 K. The baselines are displaced for clarity.   

 

To increase the signal to noise ratio propyne and O atoms were also co-dosed onto the KBr 

substrate at 50 K for 3 hours, Figure 3.3.2.7. These spectra closely resemble the data collected 

when propyne is co-dosed with O atoms for 1 hour. The three most distinct bands are centred at 

1708 cm-1, 1724 cm-1 and 1747 cm-1. It is also clear that as the surface is heated to 200 K the 1708 

cm-1 band decreases in intensity whilst the 1747 cm-1 band increases in intensity. It is not easy to 

tell whether the intensity of the band at 1724 cm-1 changes upon heating due to the convolution 

of the peaks.  

 
Figure 3.3.2.7: IR spectra of the carbonyl stretching region we propyne and O atoms are co-dosed onto 

a KBr substrate for three hour at 50 K. Each spectra represents the surface being heated 

to a different temperature between 50 K and 200 K. The peaks are displaced for clarity.  
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The depositions at each temperature (22K, 50K and 80 K) share one key feature, a carbonyl 

stretching frequency at 1708 ± 1 cm-1. This C=O stretching frequency is often broad and when 

the surface temperature is 50 K, a distinct shoulder can be seen at 1726 cm-1. The intensity of this 

band is smallest at 22 K and approximately 10 times larger at 50 K and 7 times larger at 80 K 

when compared to 22 K. These ratios of products, at 22 K, 50 K and 80 K, are the approximate 

ratios expected for the single addition product observed in the TPD experiments at UCL (Figure 

3.3.1.3). It is therefore likely that this absorption at 1708 ± 1 cm-1 is due to the single addition 

product. There are two possible isomers of the single addition product which contain carbonyl 

stretching frequencies, cyclopropanone (Structure III in Figure 3.1.1) and propenal (Structure II 

in Figure 3.1.1). The strained nature of the cyclopropanone ring gives rise to a carbonyl stretching 

frequency of 1850 cm-1 in an aqueous solution.59 Therefore, it is unlikely that cyclopropanone can 

be the carrier of the 1708 cm-1 absorption observed in this study. On the other hand, when propenal 

is deposited in an argon matrix, two C=O stretching frequencies are observed between 1700 cm-

1 and 1730 cm-1.60 A comparison between reference 60 and the data from this study, after 3 hours 

of dosing at 50 K, can be seen in Figure 3.3.2.8. The carbonyl stretching frequency observed at 

1708 cm-1, in this study, is in good agreement with the carbonyl stretching frequency of propenal 

in an argon matrix. Propenal is therefore identified as the isomer of the single addition product 

formed in the reactions at UCL. However, it should be noted that at 50 K there are clearly 

additional carbonyl stretching frequencies at higher wave numbers which are not due to propenal.  

 
Figure 3.3.2.8: A comparison of the carbonyl stretching frequency observed at 1708 cm-1 when propyne 

and O atoms are dosed onto a KBr substrate at 50 K (red trace) and the carbonyl 

stretching frequency of propenal in an argon matrix (black trace). The spectra of the 

carbonyl stretching frequency of propenal in an argon matrix is taken from reference 

60. 

 

 As discussed in Section 3.1, when propyne and O atoms react in the gas-phase, methylketene and 

propenal are expected to be intermediates. Methyl ketene has two IR absorptions at 2129 and 
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2125 cm-1.55, 61 This region of the IR spectrum contains an absorption of the C≡C bond in propyne 

at 2117 cm-1 and a C≡O stretch of carbon monoxide at 2136 cm-1.50, 56, 62 However, when a 

difference spectra between the propyne blank and propyne + O is taken a peak is revealed in the 

difference spectrum at 2123 cm-1 (Figure 3.3.2.9). This difference spectra is constructed by 

subtracting the IR absorbance spectrum for a pure propyne ice from an absorbance spectrum of a 

propyne ice which was co-deposited with O atoms. The absorbance spectra are calculated from 

the transmission spectra using equation 3.2.2.1.  This difference spectrum allows one to remove 

the IR absorptions which are due to propyne from the spectrum recorded when propyne and O 

atoms are co-deposited. It is possible that this peak at 2123 cm-1 is due to 12C17O, since 12C17O 

absorbs at 2123 cm-1.62 However, the natural abundance of 17O is < 0.04%, given the intensity of 

the 12C16O absorption at 2136 cm-1 it is not possible that the peak at 2123 cm-1 is due to 12C17O. 

The isotopic species with the highest abundance is 13C16O which absorbs at 2092 cm-1 and so this 

isotopologue can also not be responsible for the absorption at 2123 cm-1.62 It has been reported 

that CO can form dimers and trimers which can shift the CO absorption frequency. However, 

shifts due to (CO)x  reported in the literature result in shifts to higher wavenumbers than 2136 cm-

1.62 We therefore assign the absorption observed at 2123 cm-1 to the C=C=O asymmetric stretch 

of methylketene.61 The absorption at 2123 cm-1 is observed when propyne and O atoms are dosed 

onto a KBr substrate at 22 K and 50 K. The absorption is not observed when propyne and O atoms 

are dosed onto the KBr substrate at 80 K. Since this absorption at 2123 cm-1 is only observed 

when the surface temperature is 22 K and 50 K, methyl ketene is likely to only be a product at 

low surface temperatures in the ISM. 

.  
Figure 3.3.2.9: A difference spectra taken when spectrum 1 is subtracted from spectrum 2. Spectrum 1 

is taken when propyne is deposited onto the KBr substrate at 22 K and heated to 80 K. 

Spectrum 2 is taken when propyne and O atoms are co-dosed onto the surface at 22 K 

and then heated to 80 K.  The positive absorbance shows two absorption that are only 

present when O atoms are dosed with propyne. The absorption at 2136 cm-1 is due to CO 

and the absorption at 2123 cm-1 is due to methyl ketene. 
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From the data at UCL it is clear that at a low surface temperature of 22 K, one expects a similar 

quantity of single and double addition products to be produced (Figure 3.3.1.3). However, the 

yield of the single addition product is far greater than the yield of double addition product when 

the surface temperature is 50 K. One would therefore expect the carbonyl stretching frequency 

for the single addition product to dominate the spectra when the surface temperature is 50 K. 

When the IR spectra at 22 K are examined it is clear there is a second carbonyl stretching 

frequency at 1737 cm-1. The stretching frequency of 1737 cm-1 is at higher frequency than the 

1708 cm-1 absorption assigned to propenal. In general, a shift in the carbonyl absorption to higher 

wavenumbers is indicative of a more saturated molecule. There are six isomers of the double 

addition product which contain carbonyl groups: propenoic acid, propiolactone, methyl glyoxal, 

propanedial, formic acid ethenyl ester and glycidaldehyde (Figure 3.3.2.10). The double addition 

product is unlikely to be propenoic acid or formic acid ethenyl ester since these are unsaturated 

molecules and so their carbonyl stretching frequencies are at lower wavenumbers than 1737 cm-

1. Propiolactone can also be ruled out due to the strained nature of the ring the carbonyl group is 

bonded to, which generally shifts carbonyl stretching frequencies to wavenumbers higher than 

1800 cm-1. However, it is clear from the literature, that the carbonyl stretching frequencies of the 

other three molecules are not different enough to allow us to make a firm identification of the 

double addition product. The carbonyl frequencies of these products are often in coincidence with 

one another and their solid phase IR spectra are not always available in the literature. Since the 

yield of the double addition product is low, identification via weaker bands is also not possible. 

However, if the double addition product is the result of an O atom addition to propenal, the O 

atom addition is likely to occur at the double bond. Previous work at UCL has shown that the 

primary product when an O atom adds to a double bond is the epoxide.42 If an O atom adds to the 

double bond in propenal to form an epoxide the resulting molecule would be glycidaldehyde. We 

therefore predict that the most likely isomer of the double addition product is glycidaldehyde. 

However, the solid phase IR spectrum of glycidaldehyde is not available in the literature to 

confirm this prediction. 

 
Figure 3.3.2.10: Possible isomers of the double addition product with carbonyl groups. 
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Whilst the double addition product was not able to be identified unambiguously, the 

experiments in Jena did reveal an unexpected result. After dosing propyne, O2 and oxygen 

atoms onto a KBr substrate the surface was left overnight, under vacuum, to warm to room 

temperature. The next day a residue with a broad absorption centred at 1733 cm-1 was observed, 

Figure 3.3.2.11. The molecule responsible for the bands observed in this residue, at room 

temperature under vacuum, must have a significantly larger molecular mass than propyne. The 

implications of this result will be discussed in Section 3.5.2. In summary, there are several IR 

bands observed when propyne and O atoms are dosed onto a KBr substrate at surface 

temperatures relevant to the interstellar medium. Three bands in particular can be assigned to 

the single and double addition products, observed at UCL. The band at 1737 cm-1 is assigned 

to the double addition product and is possibly due to glycidaldehyde. Two bands observed at 

1708 cm-1 and 2123 cm-1 are assigned to the single addition product. The 1708 cm-1 band is 

assigned to propenal and is observed at all three surface temperatures studied. The 2123 cm-1 

band is assigned to methyl ketene, however, this band is only present when the surface 

temperature is 22 K or 50 K. Finally, a residue is observed when the surface is allowed to heat 

over night to room temperature. This residue must be due to a molecule with a significantly 

larger molecular mass than propyne.  

 

Figure 3.3.2.11: The IR spectrum of the residue which was observed on the KBr substrate when propyne 

and O atoms were dosed onto the surface at 50 K and the surface was left to warm to 

room temperature overnight. 

 

3.4 Temperature Programmed Desorption Data Analysis  

 

To account for the yield of the single and double addition products observed at UCL (Figure 

3.3.1.3), a simple model is used to extract kinetic parameters. This model is described extensively 
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in Chapter Two. However, since in the case of propyne reacting with O atoms there are two 

products, the model must be extended to include the reaction that forms the double addition 

product. The model assumes that the O atoms add sequentially to propyne. The addition of the 

first oxygen atom generates the single addition product. The single addition product then reacts 

with another oxygen atom to form the double addition product. If all of the double addition 

product is formed from the O atom addition to the single addition product then the true yield of 

the single addition product is the sum of the single addition product and the double addition 

product. The model is therefore fitted to the sum of the single addition product and the double 

addition product rather than just the yield of the single addition product. In the model used in this 

Chapter, the O atoms can undergo the three reactions described in Section 2.10. The O atoms can 

react with themselves to form O2 (reaction 3.4.1), O atoms can also react with O2 to form O3 

(reaction 3.4.2) and finally O atoms can react with propyne to form the single addition product 

(reaction 3.4.3). In addition to these three reactions O atoms can also add to the single addition 

product to form the double addition product (reaction 3.4.4). 

 O + O → O2 (3.4.1) 

 O2+ O → O3 (3.4.2) 

 C3H4 + O → C3H4O (3.4.3) 

 C3H4O + O → C3H4O2 (3.4.4) 

 

Each of the above reactions can proceed via two prototypical mechanisms, the Langmuir- 

Hinshelwood (LH) and the Eley-Rideal (ER) reactions. The LH mechanism proceeds when both 

reactants are adsorbed and thermalised on the substrate. In this case the O atoms diffuse on the 

surface where they either react with another mobile O atom or with immobile species such as O2 

or propyne. The rate coefficient for the LH mechanism is a product of the reaction probability and 

the diffusion coefficient. As discussed in Section 2.10, it is possible to fit the yield of the single 

and double addition products using an Arrhenius diffusion coefficient if one assumes the LH 

mechanism is inactive below 30 K. However, such a diffusion coefficient vastly under predicts 

the yield of O3 detected in the experiment. Therefore, the rate coefficient for the diffusion of O 

atoms on the surface is described using an empirical rate coefficient that successfully describes 

the yield of ozone. 63 What is more, if O atoms diffuse on the surface, which results in O3 

production below 30 K, it follows that the diffusing O atoms can also react with propyne. 

Therefore, the assumption that the LH mechanism is inactive below 30 K for the reaction of O 

atoms and propyne, an assumption required to fit the data with an Arrhenius O atom diffusion 

barrier, cannot be valid.  

The ER mechanism occurs, when an adsorbed species undergoes a reaction with a gas-phase 

partner. Since, in the present experiment, the reactants are co-dosed, either reactant can be the 

adsorbed species or the gas-phase partner, therefore two ER reactions must be included in the 
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model. ER1 will describe the reaction where O atoms are the gas-phase reactant. ER2 will 

describe the reaction where O atoms are the thermalized surface reactant. In the case of O atom 

addition to the single addition product discussed later, only the ER1 mechanism is active since 

there is no flux of the single addition product to the surface. 

 
Figure 3.4.1: The sum of the yield of C3H4O and 

C3H4O2, formed following the co-

deposition of propyne (C3H4) and O 

atoms, as a function of surface 

temperature. Squares: experimental 

data; black line: total model; red: ER1 

mechanism; green ER2 mechanism; 

blue LH mechanism. The error bars 

associated with the experimental 

results represent two standard 

deviations from three repeats at each 

surface temperature.   

 
Figure 3.4.2: Yield of C3H4O2, formed following 

the co-deposition of propyne 

(C3H4) and O atoms, as a function 

of surface temperature. Squares: 

experimental data; black line: total 

model; green: ER1 mechanism; 

red LH mechanism. The error bars 

associated with the experimental 

results represent two standard 

deviations from three repeats at 

each surface temperature.   

 

The surface concentration of each reactant is calculated from the flux of the reactant to the surface, 

the depletion of the reactant due to reactions and the depletion of the reactant due to desorption. 

In this way the fractional coverage of each species can be evaluated at each dosing temperature. 

The model restricts the sum of the fractional coverages of each species to be 1. As a result the 

model assumes that the reactants do not penetrate into the ice; that is, all the reactivity occurs on 

the surface. The rate of each ER reaction is the product of the reaction probability, the fractional 

coverage of the surface reactant and the flux of the gas phase reactant. Whereas, the rate of each 

LH reaction is the product of the reaction probability, the diffusion coefficient and the fractional 

coverage of the reactants. The rates of reaction are then integrated over the time of the experiment, 

with a time step of 0.001 s, to give the total yield of product for each deposition temperature. A 

time step of 0.001 s is chosen since no change in product yield is observed when a smaller time 

step is used. These total yields are then compared to the experimental data. The model is first 

fitted to the sum of the single and double addition product yields. The model is fitted by varying 

the desorption energies of the reactants and the reaction probabilities of each prototypical reaction 
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mechanism (LH, ER1 and ER2) for the reaction of O atoms with propyne. The model is then fitted 

to the double addition product yield by varying the ER1 and the LH reaction probabilities for 

reaction 3.4.4. Note since there is no flux of the single addition product to the surface the ER2 

mechanism is not active. The fits of the model to our experimental data can be seen in Figure 

3.4.1 and 3.4.2 for the sum of the single and double addition products and double addition product 

respectively. The kinetic parameters used in these fits can be seen in Table 3.4.1. 

Parameter Value 

O2 desorption energy 8.7  ± 1.0 kJ mol-1 

O desorption energy 14.2 ± 0.3 kJ mol-1 

Propyne desorption energy 22.3 ± 0.5 kJ mol-1 

Reaction probability ER addition of the first O atom 0.01 ± 0.005 

Reaction probability LH addition of the first O atom 0.003 ± 0.001 

Reaction probability ER addition of the second O atom 0.2 ± 0.1 

Reaction probability LH addition of the second O atom 0.1 ± 0.1 

Table 3.4.1: Kinetic parameters characterizing the reaction of O atoms to propyne as a 

function of surface temperature.  As discussed in the text, these parameters 

have been extracted by fitting a kinetic model to the experimental data we 

record for this surface reaction. 

 

Previously in the literature reaction probabilities have been used to estimate reaction barriers.63 

Reaction probabilities have the same physical meaning as a rate constant and so a normalised 

Arrhenius equation (3.4.5) can be used to estimate the activation energy of the reaction:   

 Ex = - T ln (ρx) (3.4.5) 

 

where Ex is the activation energy in Kelvin, T is the temperature in Kelvin and ρx is the reaction 

probability.  In the case of the LH mechanism, the temperature is simply the surface temperature. 

However, in the case of the ER mechanism, the gas phase species has an approximate temperature 

of 300 K. One must therefore take account of the thermal energy of the gas phase species and 

calculate an ‘effective’ temperature of the encounter. The effective temperature for the ER 

mechanism can be calculated using equation 3.4.6:63 

 
𝑇𝑒𝑓𝑓 = 𝜇 (

𝑇𝑠
𝑚𝑠

+
𝑇𝑔

𝑚𝑔
) 

(3.4.6) 

 

The effective temperature for the ER1 and ER2 mechanisms can be calculated at each surface 

temperature. The effective temperature for the ER mechanism ranges from 219 K to 259 K which 

estimates an activation energy of 9.19 ± 0.78 kJ mol-1. Conversely, the barrier estimated for the 

LH mechanism is 2.68 ± 2.05 kJ mol-1. The significance of these barriers will be discussed in the 

following Section.  
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3.5 Discussion 

 

3.5.1 Temperature Programmed Desorption Discussion 

 

The fit obtained with the kinetic model to the single addition product yield shows that the 

dominant mechanisms for the addition of an O atom to propyne are the LH and ER1. The ER1 

mechanism occurs between a gas-phase O atom and a thermalized surface propyne molecule. The 

ER2 mechanism is significantly less active than the ER1 since [O(ads)] << [C3H4(ads)]. There are 

two factors effecting the relative fractional coverages of the O atoms and propyne. Firstly the 

fluxes of propyne and O atoms to the surface are 1 ML s-1 and 0.13 ML s-1, the flux of O atoms is 

approximately an order of magnitude smaller than propyne. Secondly, at surface temperatures 

below 40 K, O atoms react with O2 in the ice to eventually form O3, this reaction further reduces 

the O atoms fractional coverage. Our model predicts that [O(ads)] and [C3H4(ads)] reach a steady 

state fractional coverage of approximately 0.03 and 0.76 respectively after 1.5 s when the surface 

temperature is 20 K. The rate of the ER1 mechanism is proportional to the product of the fractional 

surface coverage of propyne and the flux of O atoms to the surface, whilst the rate of the ER2 

mechanism is proportional to the product of the fractional surface coverage of O atoms and the 

flux of propyne to the surface. This difference results in a larger rate of reaction for the ER1 

mechanism, when compared with the rate of the ER2 mechanism. However, this reasoning does 

assume that the reaction probabilities of the ER1 mechanism and the ER2 mechanism are equal. 

However, the reaction probability of the ER2 mechanism would need to be approximately 10 

times the ER1 mechanism reaction probability to result in comparable rates of reaction. One might 

therefore expect the LH mechanism to also be relatively inactive, since the rate of reaction is 

proportional to the product of the fractional surface coverages of propyne and O atoms. However, 

it is clear from the kinetic model that it is not possible to fit the single addition product yield with 

the ER1 mechanism and the ER2 mechanism alone. If the ER1 and ER2 reaction probabilities are 

increased to fit the data points between 40 K and 60 K, the predicted yields between 14 K and 30 

K become too large. Furthermore, since O atoms have been shown to have a high diffusion 

coefficient on surfaces of astrochemical interest, it follows that the LH mechanism is active in 

this experiment.46 

The model shows that at a dosing temperature of 100 K propyne ices can form on the graphite 

surface. When gas-phase O atoms impinge the propyne ice, the ER1 mechanism produces the 

single addition product. When the surface temperature is 70 K and below oxygen atoms can also 

adsorb onto the surface and so the LH mechanism becomes active. The activation of the LH 

mechanism increases the yield of the single addition product. At surface temperatures of 30 K 

and below O2 can also adsorb onto the surface. The presence of O2 in the ice opens up a competing 

pathway for O atom reactivity: the oxygen atoms can now react with O2 to generate O3. This 
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competing reaction is barrierless and so the yield of the single addition product is reduced below 

30 K.63  

The propyne desorption energy extracted using our kinetic model is 22.3 ± 0.5 kJ mol -1. 

Previous work has shown that the desorption energy of propene is 21.4 ± 0.3 kJ mol -1 from a 

propene ice.42 Propyne has a similar molecular mass to propene and so their desorption 

energies are expected to be similar. However, it is usually expected that alkynes will have 

smaller desorption energies than that of its alkene equivalent.64  Specifically, the work of 

Rubes et al.64 shows that ethene’s desorption energy from a graphite (0001) surface is 17.36 

± 0.0361 kJ mol-1 whilst acetylene’s desorption energy from the same surface is 14.67 ± 

0.0273 kJ mol-1.  However, the uncertainty associated with the desorption energies extracted 

from our experimental data do not exclude the desorption energy of propyne being smaller 

than that of propene. Furthermore, the desorption energies we extract are not the desorption 

energies of propene and propyne on a graphite surface. Infact, our experiments probe the 

desorption kinetics of propyne and propene from multilayer ices of propyne and propene 

respectively. 

 

There is a larger uncertainty associated with the desorption energy extracted for molecular oxygen 

compared to the uncertainty in other desorption energies extracted from this data set.  The 

desorption energy of molecular oxygen is crucial to predicting the increase in yield of C3H4O and 

C3H4O2 observed between 30 K and 50 K. The yield of C3H4O and C3H4O2 increases because, as 

O2 desorbs from the surface, the only reactive pathway for the O atoms are then to sequentially 

add to propyne to form C3H4O and C3H4O2. The lower bound of the desorption energy represents 

the desorption energy needed to predict this increase in C3H4O and C3H4O2 yield. The upper 

bound of the desorption energy represents the desorption energy needed to model the yields of 

ozone observed in this experiment. In reality, it is likely of course that there are a range of 

desorption energies of O2. Noble et al. have shown that the desorption energy of O2, on surfaces 

of astrochemical interest, is dependent upon surface coverages.65 A multilayer ice of O2 has a 

desorption energy of 7.6 ± 0.5 kJ mol-1.65 When the surface coverage of O2 is decreased to 0.1 

ML the O2 desorption energy increases to as high as 9.65 kJ mol-1
, 9.55 kJ mol-1 and 10.44 kJ mol-

1 on non-porous amorphous water ice, crystalline water ice and non-porous amorphous silicates 

respectively. The molecular oxygen binding energy, to the surface, is more dependent upon the 

surface coverage rather than the substrate onto which the ice is deposited.  At low coverages, the 

molecules will occupy the highest energy binding sites. As the dose is increased these high energy 

binding sites become fully occupied and so the molecules must bind to lower energy adsorption 

sites. This range of desorption energies can be modelled by a single desorption energy with a 

large uncertainty. The kinetic model used in this Chapter to analyse the experimental results 

predicts a steady state O2 surface coverage of 0.17 ML at 20 K after 1.5 s. The desorption energy 
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of a 0.2 ML O2 ice on an amorphous porous water substrate has been extracted to be 9.00 kJ mol-

1,65 and so the value of 8.7 ± 1.0 kJ mol-1, extracted here, is in good agreement with the literature 

data.  

The interaction energy of an oxygen atom and pyrene (representative of a bridge site in graphite) 

has been calculated to be 11.6 kJ mol-1. 66 It is generally accepted now that the desorption energy 

of O atoms observed experimentally is larger than this calculation.67, 68 The desorption energy of 

O atoms obtained from the fit to the experimental data presented in this Chapter is 14.2 ± 0.3 kJ 

mol-1. This is in good agreement with the value of 13.8 ± 0.5 kJ mol-1 determined by He et al. for 

the  atom desorption energy on amorphous porous water.45, 67 

As discussed in Chapter Two, it is not possible to fit the rate coefficients of the reaction between 

propyne and O atoms with Arrhenius reaction barriers. It has been hypothesised that this may be 

due to oxygen atoms tunnelling at these low temperatures, although this is controversial.46 

Another explanation is that the morphology of ices changes at very low temperatures which alters 

the nature of the absorption sites available.69 For example, if the ice undergoes a phase change at 

low temperatures which results in lower binding energies of absorbates, the energy barrier to 

diffusion will also decrease. The binding energy and barrier to diffusion are directly related to 

one another since both processes require the molecule or atom to possess enough thermal energy 

to escape the potential well that binds the molecule or atom to the surface. Indeed, when the 

diffusion energy of a molecule is unknown it is often estimated to be 0.7 times the desorption 

energy.67 Practically, whatever the origin of the non-Arrhenious behaviour of the diffusion 

coefficient, modelling a change in the rate constant with temperature is far simpler to implement 

when compared with a change in O atom adsorption energy. Quantum tunnelling only requires 

new parameters to describe the barrier through which the O atoms tunnel, whereas a change in O 

atom adsorption energy requires many new free parameters to describe the change in adsorption 

sites at each dosing surface temperature. However, the barriers required to fit a model, which 

includes tunnelling, are not always considered to be physical. We therefore use an empirical rate 

coefficient to describe O atom diffusion and reaction probabilities to account for the rate of 

reactions. Using an empirical rate coefficient for O atom diffusion and reaction probabilities 

allows a clear quantitative fit to our experimental data without increasing the number of free 

parameters in the model. The reaction probabilities extracted for the addition of the first O atoms 

to propyne generating the single addition product, ρLH = 0.003 ± 0.001 and ρER=0.01 ± 0.005, 

show that the reaction is more facile than the recently reported reactivity of O atoms and carbon 

monoxide. This is expected since the reaction of an O atom with carbon monoxide occurs at a 

polar triple bond whilst this reaction is occurring at a non polar C≡C bond.  

The fit of the kinetic model to the yield of double addition product is not as successful as the fit 

to the sum of the single and double addition products. The less successful fit to the double addition 

data is unsurprising as the fit to the double addition data relies upon the fit to the sum of the single 
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and double addition data. The model calculates the surface concentration of the single addition 

product based on the yields predicted by the fit to the sum of the single and double addition 

product yields. There is therefore more error associated with the fit to the double addition data 

than the fit to the single addition data. However, the model successfully qualitatively fits the 

general trends in double addition yield. The yield is low between 15 K and 20 K, the yield rises 

to a maximum at 50 K and reduces again as the temperature increases to 100 K. The model also 

successfully quantitatively fits the increase in the yield of the double addition product between 

30 K and 60 K. However, the model predicts the yield between 70 K and 90 K to be smaller than 

the experimental yields. Generally, the fit to the double addition product yield shows that the 

reaction of O atoms with the single addition product requires much larger reaction probabilities 

than the reaction probabilities for the addition of an O atom to propyne. An increased reaction 

probability of the O atom addition to the single addition product, when compared with the addition 

of an O atom to propyne, is an indication that the barrier to the addition of the second O atom to 

propyne is smaller than the addition of the first atom. It is possible that the intermediate that forms 

the double addition product is a reactive, possibly strained, species; in this case, a large reaction 

probability is expected.  

 

 

3.5.2 Infrared Spectroscopy Discussion 

 

As discussed previously the IR spectral data can help identify the precise structural forms of the 

single and double addition products. Previously, at UCL, laser ionisation has been employed to 

determine the structure of the product when ethene and oxygen atoms react on surfaces at low 

temperatures. Determination of the product isomer by laser ionisation is feasible when there are 

a small number, of possible isomers with well separated ionisation potentials. The three possible 

isomers with the empirical formula C2H4O, relevant for the reaction of O atoms with ethene, are 

ethylene oxide, acetaldehyde and vinyl alcohol (Figure 3.5.2.1). It was found that, in the case of 

O + C2H4, the dominant product was the epoxide, ethylene oxide, with a small yield of 

acetaldehyde.  In the case of the reaction between propyne and oxygen atoms the single and 

double addition products have many possible structural isomers. It is therefore not possible to use 

laser ionisation to determine the precise structural form of the products. 
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Figure 3.5.2.1: Organic structures relevant the reaction between ethene and O atoms. 

 
  

Ethylene oxide Vinyl alcohol Acetaldehyde 

 

If oxygen atoms react with ethene to form ethylene oxide, the analogous reaction of oxygen atoms 

with propyne would generate methyloxirene (Structure II in Figure 3.5.2.2). However, the 

stability of oxirenes is heavily debated. Different computational methods predict oxirenes to be 

either a transition state or a discrete intermediate during the isomerisation of ketocarbenes. As 

discussed earlier, a computational study determined that when O atoms react with propyne, in the 

gas-phase, two triplet state methyl ketocarbenes are formed (Structures I and III in Figure 

3.5.2.2).35 The methyl ketocarbene formed is dependent upon whether the O atom attacks the 

terminal or central acetylenic carbon in propyne. If the site of O atom attack is the terminal 

acetylenic carbon the two unpaired electrons are localised on the central C atom (Structure III in 

Figure 3.5.2.2). Conversely, if the site of O atom attack is the central C atom the two unpaired 

electrons are localised on the terminal C atom (Structure I in Figure 3.5.2.2). Both these methyl 

ketocarbenes undergo ISC to the singlet potential energy surface where they can isomerise to one 

another, via a methyl oxirene intermediate. The activation energy required to isomerise between 

the two ketocarbenes is 2 kcal mol-1. The ketocarbene in which the paired electrons are localised 

on the central C atom can isomerise to form propenal and methyl ketene. There is evidence in our 

IR spectra for the formation of propenal and methyl ketene. The carbonyl stretching frequency 

observed at 1708 cm-1, when the surface temperature is 22 K, 50 K and 80 K, is in good agreement 

with the carbonyl stretching frequency of propenal in an argon matrix.60 The stretching frequency 

observed at 2123 cm-1 is in good agreement with the stretching frequency of methyl ketene in an 

argon matrix.55, 61 Whilst the identification of the band at 2123 cm-1, assigned to methyl ketene, is 

only possible in difference spectra, of a blank dose of propyne and a dose of propyne and O atoms 

at 22 K, ketene has been observed to be stable under experimental conditions relevant to the 

ISM.56 Specifically, ice mixtures were grown on a metal substrate (aluminium and gold) held at 

10 K for 1 hour. The resulting ice had an estimated thickness of 2.0 μm  – 3.0 μm. The ices were 

then irradiated with 0.8 MeV protons to initiate radiation-chemical changes at surface 

temperatures of 10 – 20 K. In separate experiments ices were also irradiated using far-UV 

photolysis. Several ice mixtures were studied, which all consisted of a simple organic, such as 

acetylene or ethene, and either H2O, CO2 or O2.  Ketene’s strongest IR feature, a C=C=O 

asymmetric stretch, is almost coincident with the intense fundamental vibration of solid CO near 

2136 cm−1 and CO was also observed to be a product of these reactions. The authors were able to 

use isotopic labelling to separate the most intense CO and ketene features to unequivocally 
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identify the formation of ketene. Substituted ketenes are expected to be more stable than ketene 

and so if ketene is stable under similar experimental conditions it seems likely that methyl ketene 

will also be stable in our experiments. 

 
Figure 3.5.2.2: Chemical structures of I: the ketocarbene formed when the O atom attacks the central 

acetylenic carbon pf propyne, II: methyl oxirene, III: the ketocarbene formed when the O 

atom attacks the terminal acetylenic carbon of propyne. 

 

In the gas-phase, methyl ketene and propenal dissociate to form C2H4 + CO, C2H3 + HCO, 

CH2CHCO + H and C2H2 + CO + H2. However, as discussed in Section 3.1, the activation energies 

for the dissociation of propenal and methyl ketene are at least an order of magnitude larger than 

the activation energies required to form propenal and methyl ketene from propyne and O atoms.35 

Furthermore, no conclusive evidence is found in our IR or TPD spectra, to show the formation of 

CO, C2H4, C2H2 or CH2CHCO. CO is observed in the IR studies, however, since the chamber is 

only a high vacuum chamber it is very likely that this CO signal is due to accretion of the 

background gas in the chamber onto the cold substrate. Furthermore, no CO is identified in the 

TPD spectra recorded at UCL. It is therefore concluded that propenal and methyl ketene are the 

isomers of the single addition product observed at UCL. Unlike the gas-phase reaction, propenal 

and methyl ketene appear to be stable on surfaces at temperatures relevant to the ISM. This 

observation that methyl ketene and propenal are stable on surfaces at low temperatures is 

chemically intuitive, since the barriers for these molecules to dissociate, in the gas-phase, are at 

least an order of magnitude larger than the barriers which formed these molecules from O atoms 

and propyne. When the reaction probabilities extracted, at UCL, for the first O atom addition to 

propyne are used to estimate the activation energies of the reaction, the activation energies for the 

LH and ER mechanism are 2.68 ± 2.05 kJ mol-1 and 9.19 ± 0.78 kJ mol-1 respectively. 

Interestingly, the theoretically determined gas phase barriers for the ISC from the triplet state 

methyl ketocarbene to the singlet state methyl ketocarbene is 13 kJ mol-1, the barrier for the 

formation of methyl ketene from this singlet state ketocarbene is 1.7 kJ mol-1 and the barrier for 

the formation of propenal from this singlet state ketocarbene is 7.5 kJ mol-1.35, 41 The barriers 

extracted in this study are comparable to the gas phase barriers which indicates that the 

mechanism for O atom addition on our surface is similar to the mechanism in the gas-phase.  

In Section 3.3.2 it was postulated that the most likely structure for the double addition product 

was glycidaldehyde. There are six possible isomers of the double addition product which contain 

carbonyl groups: propenoic acid, propiolactone, methyl glyoxal, propanedial, formic acid ethenyl 

ester and glycidaldehyde (Figure 3.3.2.10). Propenoic acid and formic acid ethenyl ester were 
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ruled out since they are unsaturated molecules and so their carbonyl stretching frequencies are 

more similar to the unsaturated carbonyl stretching frequency of the single addition product, 

propenal (1708 cm-1). The double addition product appears to have a carbonyl stretching 

frequency at 1737 cm-1. Propiolactone can also be ruled out due to the strained nature of the ring 

the carbonyl group is bonded to which generally shifts carbonyl stretching frequencies to wave 

numbers higher than 1800 cm-1. Glycidaldehyde was put forward as the most likely candidate out 

of the three remaining molecules since an O atom addition to the single addition product, 

propenal, is likely to occur at the C=C bond. At UCL it has been shown that an O atom addition 

to a C=C bond, on surfaces at low temperatures, results in an epoxide.42  If an O atom adds to the 

double bond in propenal to form an epoxide the resulting molecule is glycidaldehyde. 

Interestingly, the reaction of propenal and O atoms has been studied in the gas-phase,70 and this 

study shows that the primary process for oxygen atom addition to propenal is the addition of the 

O atom to the C=C bond. The addition of the O atom to the C=C bond accounts for 90 % of the 

reactivity.  The other 10 % of the reactivity proceeds via H atom abstraction from the CHO group. 

The active intermediates formed by the O atom addition to the C=C bond form glycidaldehyde, 

CO + CH3CHO and a polymeric species. So, this gas-phase study suggests that the double addition 

product isomer in our work is indeed glycidaldehyde. Since previous work at UCL indicates that 

an O atom addition to the double bond in propenal will result in the epoxide, glycidaldehyde, and 

the gas-phase study also shows that glycidaldehyde is a product when an O atom adds to propenal 

it seems very likely that the double addition product is indeed glycidaldehyde. However, there is 

no experimental data for the solid phase IR spectrum of glycialdehyde in the literature to help us 

definitively identify this species in the Jena IR spectra.  

Perhaps the most interesting observation in the IR spectral data is the detection of a product which 

remains on the surface at room temperature under high vacuum. Following the deposition of 

propyne and O atoms, onto the KBr substrate at 50 K, the surface was left to warm overnight to 

room temperature. The following day IR spectral peaks were observed at 2936 cm-1, 1733 cm-1, 

1384 cm-1, 1233 cm-1 and 1091 cm-1, Figure 3.3.2.11. It should be noted that the strong broad 

absorption at 1091 cm-1 is assigned to a silicate material which is believed to be formed from the 

glass in the discharge cell.71 This band is not present in the first residue detected when propyne 

and O atoms were dosed onto the KBr substrate at 50 K for one hour, however, the data for 3 

hours is shown because the other bands are more easily identifiable after a three hour dose. It is 

therefore believed that over time the O atoms etch the microwave discharge cell generating this 

silicate deposit. Nevertheless, for an organic molecule to remain on the surface under vacuum at 

room temperature means the molecule must have a significantly larger molecular mass than 

propyne. We therefore propose that this residue is formed via an extensive polymerisation 

reaction. It is known in organic chemistry that the presence of an acyl radical can initiate 

polymerisation of unsaturated carbon bonds.72 Furthermore, in the gas-phase study, the polymeric 

species formed, when O atoms add to propenal, was found to be the dominant reaction product.70  
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The gas-phase study found that the polymeric species was a white deposit found in the reaction 

chamber. The deposit was insoluble in water, acetone or methanol, and could not be removed by 

heating with concentrated H2SO4. However, when the polymer was heated in concentrated NaOH 

solution, it could be easily removed from the walls of the reaction chamber. The authors conclude 

that these tests suggest that this substance is an ester-type polymer. It is suggested in the gas-

phase study that β-propiolactone is a possible precursor for this ester-type polymer. The radical-

initiated polymerisation of propenal has also been observed in other studies.73, 74 However, these 

studies do not use O atoms as the radical and so different polymers are formed. The IR absorption 

peaks of the residue, in our experiments, are broad which is typical of non-crystalline polymers.75 

The broad absorptions arise from side chains vibrating in different chemical environments. The 

IR absorption spectra of the residue, in our experiments, resembles the IR spectra, in the literature, 

of poly-vinyl esters for example Poly(methyl methacrylate) (PMMA).76 In the IR spectra of 

PMMA the absorptions at 2950 cm-1, 1732 cm-1, 1380 cm-1 and 1242 cm-1 can be assigned to 

asymmetric CH3 stretching, C=O ester stretching, CH3 asymmetric bending and  –C-C(=O)-O 

bending respectively. The IR absorptions of our residue at 2936 cm-1, 1733 cm-1, 1384 cm-1 and 

1233 cm-1 can therefore be assigned to the asymmetric CH3 stretching, C=O ester stretching, CH3 

asymmetric bending and  –C-C(=O)-O bending respectively. The polymer in our experiments is 

unlikely to be PMMA since the empirical formula of PMMA is (C5O2H8)n. If the polymer in our 

experiments is formed due to an O atom addition to propenal, as is observed in the gas-phase 

study, one would expect a polymer with the empirical formula (C3O2H4)n. A polymer with this 

empirical formula is poly(β-propiolactone). The absorptions of the residue formed in our study 

are in reasonably good agreement with the IR spectra of poly(β-propiolactone).77 However, since 

the IR spectra of this polymer is dependent upon sample preparation, a firm identification of the 

polymer in our experiment is difficult. Nevertheless, the carbonyl stretching frequencies of poly-

lactones such as poly(β-propiolactone) are observed at approximately 1730 cm-1.78 Another 

polymer with the empirical formula (C3O2H4)n is poly(acrylic acid). However, the carbonyl 

stretching frequency of poly(acrylic acid) is 1713 cm-1.79 A carbonyl stretching frequency of 1713 

cm-1 is not in agreement with the carbonyl stretching frequency of our residue which is at 1733 

cm-1. Furthermore, if the polymerisation reaction observed in this study, is analogous to the 

reaction observed in reference 70 then the polymer formed is not water soluble. Poly(acrylic acid) 

is water soluble and so cannot be the polymer formed in reference 70. It therefore follows that the 

most likely candidate for the residue formed in our experiments is poly(β-propiolactone). 
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3.6 Astrophysical Implications 

 

The experiments discussed in this Chapter show that on interstellar dust grain analogues, under 

UHV conditions and at low temperatures, oxygen atoms can readily add to the carbon-carbon 

triple bond of a propyne molecule. The reaction is detectable at surface temperatures of 14 K and 

above, and is most efficient at 50 K. The O atom flux used in the experiments at UCL are 

equivalent to approximately 105–106 years of O atom exposure in an interstellar cloud.34,36,42 It is 

therefore possible that this pathway is active in interstellar clouds. The IR spectral data indicates 

that there are two single addition products, with the empirical formula C3H4O, methyl ketene and 

propenal. Propenal has been observed in the gas-phase towards the star-forming region Sagittarius 

B2(N).80 In the same study propanol and propynal were also observed. The authors suggest that 

hydrogenation of propynal, on the surface of dust grains, will produce propenal and propanol 

under astrophysical conditions. However, the results presented in this Chapter suggest that 

propenal can also be produced via the single oxygen atom addition to propyne. Hydrogen atom 

addition reactions are limited to surface temperatures below 20 K since above this surface 

temperature H atoms have a low residence time on surfaces of astrochemical interest. The 

desorption energy extracted in this study for O atoms is 14.2 ± 0.3 kJ mol-1. Such a desorption 

energy is significantly larger than the desorption energy of H atoms. As a result O atom addition 

is likely to occur on interstellar dust grains at temperatures up to approximately 70 K. In the warm 

up phase of interstellar clouds the surface temperature rises at approximately 1 K century-1.65 O 

atom addition on surfaces can therefore take place for a longer time period during the warm up 

phase of an interstellar cloud.81 

The detection of an organic refractory residue at room temperature under vacuum indicates that 

radical initiated polymerisation reactions may occur on the surface of dust grains. In this case the 

O atoms initiate the polymerisation of propenal which is likely to form the polymer poly(β-

propiolactone). It is well known that carbonaceous dust grains are efficiently destroyed in the 

interstellar medium.82 The polymerisation of propenal on the surface of interstellar dust grains 

represents a cold condensation method for synthesising carbonaceous dust grains in the 

interstellar medium. However, further studies are required to investigate if this polymerisation 

reaction is unique to the addition of O atoms to propenal.  

3.7 Summary 

 

The experiments presented in this Chapter show that when propyne reacts with O atoms, on 

surfaces at temperatures relevant to the ISM, three products are formed. At UCL the TPD studies 

show two reaction products with the empirical formulae C3H4O and C3H4O2. The reaction 

products at UCL are detectable between temperatures of 15 K and 100 K. Modelling of the UCL 

experimental yields of C3H4O and C3H4O2 indicate that the LH mechanism is significantly active 
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under our experimental conditions. Since the LH mechanism is the most active surface 

mechanism in the ISM it is likely that the reactions which form these products under our 

experimental conditions can occur on the surface of dust grains. The IR studies in Jena indicate 

that the product with the empirical formula of C3H4O is likely to be a mixture of propenal and 

methyl ketene below 80 K and only propenal above 80 K. The IR studies also show that the 

product with the empirical formula C3H4O2 has a carbonyl stretching frequency at 1737 cm-1. This 

carbonyl stretching frequency, of the double addition product, possibly indicates that 

glycidaldehyde forms, when an O atom addition occurs at the C=C bond in propenal.  The IR 

studies in Jena show a third product is formed which is a residue which remains on the surface 

under vacuum at room temperature. This residue is believed to be formed via an O atom radical 

initiated polymerisation reaction and a likely polymeric structure is poly(β-propiolactone). 

Consequently, these experiments show that thermal heterogeneous pathways can contribute to the 

formation of C3H4O and C3H4O2 isomers in interstellar clouds whilst the polymeric species may 

contribute to the carbonaceous dust in interstellar clouds. Propyne and propenal have already been 

observed within the giant molecular cloud Sagittarius B2.2, 3, 80 A confirmed identification of 

glycialdehyde in the same regions of the ISM, as propyne and propenal, would provide an 

observational signature of the addition of O atoms to propyne occurring on dust grains.  
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Chapter 4 – Reaction of Acrylonitrile with Oxygen Atoms 
 

4.1 Introduction 
 

Acrylonitrile (CH2CHCN), also known as vinylnitrile and propenitrile, was the first molecule with 

a C=C double bond to be observed in the ISM.1, 2 The positive identification of acrylonitrile was 

made possible due to its well-characterised microwave spectrum.1, 3 In early studies, upper limits 

for the abundance of acrylonitrile were calculated for Sgr B2.1, 2 In 1983 acrylonitrile was also 

detected in the dark dense cloud TMC-1, via four rotational transitions, and found to have a 

column density of 3 ×1012 cm-2.4 The following year a spectral scan of the molecular cloud Orion 

A and the carbon star IRC+ 10216 was published.5 This paper reported an estimated column 

density of 1 × 1014 cm-2 for acrylonitrile in Orion A. In 2005 the column densities of several 

molecules containing a cyanide or isocyanide functional group were evaluated in Sgr B2(N). 

Acrylonitrile was found to have a column density of 3.72 ×1014 cm-2. As a result of these studies 

it is clear that acrylonitrile is present in a range of interstellar environments. 

Dense clouds have two main phases to their life cycle, a cold phase and a warm up phase. In the 

cold phase, gas and dust temperatures are approximately 10 – 20 K. As a result of the cold 

temperatures molecular species accrete onto the surface of the dust present forming icey mantles. 

Once a cold phase cloud reaches a critical density the cloud will start collapsing under its own 

gravitational field. The contraction of the cloud causes a rise in temperature of approximately 1 

K century-1. This phase in which the temperature rises is called the warm up phase and the 

contraction eventually results in the formation of a protostar. Acrylonitrile is yet to be observed 

in the solid phase in ices present in the ISM. However, recently acrylonitrile’s desorption energy 

has been determined to be 35 kJ mol-1 from a pure acrylonitrile ice.6 A desorption energy above 

10 kJ mol-1 results in little to no thermal desorption from a surface of 10 K - 20 K. Since 

acrylonitrile is observed in the gas-phase and it has a desorption energy larger than 10 kJ mol-1 it 

is likely that acrylonitrile will be present in interstellar ices. 

In addition to its detection in the ISM, acrylonitrile has also been observed in comets and in 

Titan’s atmosphere. Since the temperature of Titan’s surface is 94 K,7 the reactions in this Chapter 

are not only relevant to the ISM but also relevant to Titan. Studying the reactivity of acrylonitrile 

also provides a direct comparison between the reactivity of C=C and C≡N bonds on surfaces 

under interstellar conditions. Both of these functional groups are contained in many of the 

molecules detected in the interstellar medium. The cyanide group can be found in simple radicals 

such as CN, small molecules such as HCN, as well as long chain cyanopolyynes.8-10 For this 

reason it is important to establish the reaction pathways available to acrylonitrile on ice surfaces. 
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Acrylonitrile may also be important in the process of forming prebiotic molecules, since 

hydrogenation of the cyanide group results in a C-N single bond. This C-N bond is often 

considered the most important bond in nature due, to its presence in amino acids and, therefore, 

in proteins. The deuteration of the CN radical has been studied under astrophysical conditions,11 

where the CN radical was produced using a microwave discharge in N2/HCN (50/1).  The gas 

resulting from the discharge was co-deposited onto a gold plated copper substrate target with D 

atoms. The reaction was repeated at three different dosing temperatures: 10, 15 and 20 K. Using 

IR spectroscopy, the only product detected below 20 K was DCN, no hydrogenation of the C≡N 

bond was detected. Above 20 K, DCN was not detected, presumably due to the low residence 

time of the D atoms. In 2011, the hydrogenation of the C≡N bond was revisited. The 

hydrogenation of hydrogen cyanide, HC≡N, was studied on a copper surface at 15 K.10 A HCN 

ice was deposited onto the copper substrate and irradiated with a fluence of 1018 cm-2 H atoms.  

The authors attempted to detect the products of the reaction using IR spectroscopy, however, no 

products were identified.  It was only when TPD, a more sensitive technique, was used that 

methylamine, CH3NH2, was detected from the reaction of H atoms and HCN. The reaction of H 

atoms with the C≡N bond in the cyanide radical and hydrogen cyanide is therefore concluded to 

be a slow reaction. The reaction of the C≡N bond with O atoms has not been studied on surfaces 

under astrophysical conditions. 

 

 
Figure 4.1.1: The reaction pathway of acrylonitrile and oxygen atoms in the gas-phase.12 

 

In the gas-phase reaction of acrylonitrile and O(3P), the major channel is thought to involve the 

formation of a biradical species which subsequently undergoes fragmentation or stabilisation to 

an epoxide ring (Figure 4.1.1).12 Minor fragmentation channels were also observed, preceding  

via an H atom or a CN moiety extraction by the incident O atom.12 Conventional transition state 

theory was used to estimate an activation energy of 855 K (7.4 kJ mol-1) for the reaction of 

acrylonitrile and O atoms.12 The accuracy of conventional transition state theory is verified by a 

plot of activation energy vs ionisation potential. In general as the ionisation potential increases 

the activation energy increases linearly. This linear relationship occurs since the O atom must 

extract an electron from the highest occupied molecular orbital to form a bond generating the 

biradical intermediate. However, when the activation energy of several alkenes’ reactions with O 

atoms is plotted as a function of the alkene’s ionisation potential, acrylonitrile is a clear outlier 

from the line of best fit. The activation energy appears to be lower than would be predicted by the 

line of best fit for the ionisation potentials and activation energies of several other alkenes. The 



 

105 

 

authors, therefore, conclude that an activation energy of 885 K (7.4 k J mol-1) is likely to be an 

underestimate. It can be estimated from the linear plot of ionisation potentials vs activation 

energies that a more appropriate activation energy would be ~9.6 kJ mol-1. Nevertheless, the 

results in Chapter Three indicate that a reaction with an activation energy of 9.6 kJ mol-1 can 

proceed under our experimental conditions (Section 3.4 and 3.5.2).  It is therefore likely that O 

atoms will readily react with acrylonitrile on surfaces under astrophysical conditions. 

 

4.2 Experimental 
 

The experimental apparatus utilised in this study has been discussed in detail in Chapter Two. In 

this study oxygen atoms, molecular oxygen and acrylonitrile are co-dosed onto a graphite surface 

with fluxes of 0.266 ML s-1, 0.534 ML s-1 and 0.656 ML s-1 respectively, where 1 ML = 1 x 1015 

molecules. It is important to note that the dosing regime is such that the graphite surface is covered 

within approximately 1 s. Therefore, the surface reaction we observe occurs overwhelmingly on 

an acrylonitrile/oxygen ice.  The experiment was repeated at several different surface 

temperatures between 14 and 100 K. After a dosing period of one hour, the dosing lines were 

evacuated and the surface was allowed to cool to 14 K. Following this cooling a current of 15 

amps was passed through a tantalum strip heater below the surface to heat the surface to 

approximately 200 K in a TPD experiment. Products and reactants desorbing from the surface 

were detected using time of flight mass spectroscopy (TOFMS). The experiment is repeated three 

times at each surface dosing temperature. As part of the experimental method, suitable 

background spectra are also recorded. These background TPD spectra are collected for each 

dosing surface temperature. In each background spectra only acrylonitrile and O2 are dosed onto 

the surface i.e. no microwave discharge is used to generate O atoms, but all other experimental 

conditions are identical. These background spectra confirm the product signals in the experiment 

are due to the O atoms formed in the source cells and not another reaction pathway. 

The acrylonitrile was purchased from Sigma-Aldrich and has a purity of ≥99 %. Volatile 

impurities were removed from the liquid by subjecting it to a series of freeze-thaw cycles. The 

acrylonitrile was then taken from the vapour pressure of the purified liquid acrylonitrile held at 

room temperature. Commercial samples of acrylonitrile contain 35-45 ppm monomethyl ether 

hydroquinone to inhibit polymerisation. However, since the concentration is extremely low and 

the vapour pressure of monomethyl ether hydroquinone is also low, this impurity does not affect 

the experiment. The acrylonitrile was also protected from light activated polymerisation by 

shielding the sample vial in aluminium foil. 
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4.3 Results 
 

Whenever acrylonitrile and O atoms are co-dosed onto the graphite surface below 100 K, a signal 

is observed in the mass spectra during the TPD phase with a mass-to-charge (m/z) ratio of 69 

(Figure 4.3.1). No other product signals corresponding to the reaction of O atoms with 

acrylonitrile are observed. This signal is consistent with an empirical formula of C3H3NO 

indicating addition of a single oxygen atom to acrylonitrile.   

 

 
Figure 4.3.1: Sections of representative mass spectra recorded during the TPD phase showing peaks for 

m/z = 69, corresponding to the additions of one oxygen atom.  See text for details. 

 

To determine the yield of product (m/z = 69), the temperature of desorption is first determined by 

observing the number of counts at m/z = 69 during the heating phase of the TPD (Figure 4.3.2). 

Such a plot is referred to as a desorption profile. From the desorption profile for m/z = 69 (Figure 

4.3.2) it can be seen that molecules with m/z = 69 desorb from the surface between 135 K - 200 

K. The desorption profile has two peaks, a smaller low temperature peak centred at ~ 140 K and 

a larger high temperature peak centred at ~ 180 K The mass spectra between 135 K - 200 K are 

summed and the peak at m/z = 69 is integrated. A background spectra summed over the same 

desorption temperatures and integrated for m/z = 69 is then subtracted. This ensures that the 

background subtracted signal observed is solely due to the addition of O atoms. The procedure is 

repeated for each experiment performed at a range of different dosing surface temperatures. The 

above procedure yields the relative yields of product at each dosing temperature.  
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Figure 4.3.2: A desorption profile for m/z = 69 during the TPD heating phase. 

 

At low temperatures (14 K – 50 K) a peak at (m/z) = 48 is also observed in the mass spectra. This 

mass spectral signal is consistent with a molecular formula of O3 formed from the side reaction 

of O atoms with undissociated O2. As discussed in Chapter 1, it is well known that the gas 

resulting from a microwave discharge in O2 will yield a beam of O atoms and O2. When this gas 

is deposited onto a surface of astrophysical interest O3 is formed.13-17 This peak at (m/z) = 48 is 

also integrated in the same fashion as described for the (m/z) = 69 peak.  

 

 

Figure 4.3.3: Yield of C3H3NO, formed following the co-deposition of acrylonitrile (C3H3N) and O atoms, 

as a function of surface temperature. Squares: experimental data; solid line: model; long dash 

ER1 mechanism; dot ER2 mechanism; short dash  LH mechanism. The error bars associated 

with the experimental results represent two standard deviations from three repeats at each 

surface temperature. 
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As discussed in Chapter Two, a kinetic model can be used to extract reaction probabilities from 

the experimental data. To compare the experimental data to the model, the number of counts in 

the mass spectra must be converted to number of molecules. This transformation is carried out by 

integrating the mass spectral signals at (m/z) = 53 and (m/z) = 32 from a known dose of 

acrylonitrile and O2 respectively, when the surface is held at 14 K. The integrated signal of (m/z) 

= 53 and (m/z) = 32 allows us to determine a proportionality constant  between the number of 

counts in the mass spectral signals and molecular abundance for acrylonitrile and O2 respectively. 

The proportionality constant represents the detection efficiency of the parent ion when 

acrylonitrile or O2 is ionised in our TOFMS. Determining the detection efficiency assumes a 

sticking probability of unity in the calibration experiment. Such a sticking coefficient is likely to 

be an excellent characterization of the interaction of acrylonitrile and O2 with the 14 K surface 

since the pressure rise in the chamber during this dosing is negligible. These detection efficiencies 

for O2 and acrylonitrile must now be modified to characterise the detection efficiencies of the 

products observed at m/z = 69 and m/z = 48. To relate the detection efficiency of O3 to that of O2 

is straight-forward since partial ionisation cross sections are readily available in the literature. 

However, the partial and total ionisation cross sections of acrylonitrile and the product observed 

at m/z = 69 are not available, and so the total ionisation cross sections of acrylonitrile and the 

product observed at m/z = 69 are assumed to be equal. In determining these detection efficiencies 

we must also allow for the fact that not every molecule we ionize will result in a parent ion in the 

mass spectrum; we must allow for fragmentation in the ionisation process. To make this 

correction, for the product observed at m/z = 69 the fragment to parent ratio is estimated from the 

standard mass spectrum of acetyl cyanide from the NIST reference database.18  The above 

procedure allows the yield of C3H3NO and O3 to be estimated on an absolute scale from the TPD 

spectra. The yield is reported as a function of surface temperature. The total yield of C3H3NO and 

O3 at each dosing surface temperature can be seen in Figure 4.3.3 and 4.3.4 respectively. The 

yield of C3H3NO is relatively low at a surface temperature of 100 K. The yield increases as the 

surface temperature is decreased and reaches a maximum at 60 K. As the surface temperature 

decreases to 30 K from 60 K the yield is nearly zero. As the temperature decreases further to 14 

K, the yield rises to the same yield as at 100 K. The yield of O3 is approximately zero at 60 K. As 

the surface temperature decreases, the yield increases and reaches a plateau at 40 K. The O3 yield 

is, within the uncertainty of the data, constant as the surface temperature is decreased to 14 K.  
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Figure 4.3.4: Yield of O3 formed following the co-deposition of acrylonitrile (C3H3N) and O atoms, as a 

function of surface temperature. Squares: experimental data; solid line: model; long dash 

ER1 mechanism; dot ER2 mechanism; short dash  LH mechanism. The error bars 

associated with the experimental results represent two standard deviations from three 

repeats at each surface temperature. 

 

4.4 Data analysis 

 

A simple kinetic model can be used to extract kinetic parameters from the experimental data. 

Since this model is well described in Chapter Two, only the key features concerning the modelling 

of experimental data described in this Chapter are outlined here. The O atoms can undergo three 

different reactions on the surface: O atoms can either react with themselves or O2 in a ‘side 

reaction’, equations 4.4.1 and 4.4.2 respectively. O atoms can also react with acrylonitrile to form 

the observed product at m/z = 69 equation 4.4.3. 

 O + O → O2 (4.4.1) 

 O2+ O → O3 (4.4.2) 

 C3H3N + O → C3H3NO (4.4.3) 

 

Each of the above reactions can proceed via two prototypical mechanisms, the Langmuir- 

Hinslewood (LH) and the Eley-Rideal (ER) reaction. The LH mechanism proceeds when both 

reactants are adsorbed and thermalised on the substrate. In this case the O atoms diffuse on the 

surface where they either react with another mobile O atom or with immobile species such as O2 

or acrylonitrile. As discussed in Chapter Two the O atom diffusion coefficient does not seem to 

obey an Arrhenious law and so is evaluated using equation 4.4.4.19  

   kdiff = k0 (1+T3/T0
3) (4.4.4) 
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The ER mechanism occurs, when an adsorbed species undergoes a reaction with a gas-phase 

partner. Since in the present experiment, the reactants are co-dosed, either reactant can be the 

adsorbed species or the gas-phase partner, therefore two ER reactions must be modelled. The ER1 

will describe the reaction where O atoms are the gas-phase reactant. The ER2 will describe the 

reaction where O atoms are the thermalized surface reactant.  

The fractional coverage of each reactant is calculated from the flux of the reactant to the surface, 

the depletion of the reactant due to reactions and depletion of the reactant due to desorption. In 

this way the surface concentrations can be evaluated at each dosing temperature. The model also 

assumes that the reactants do not penetrate into the ice; that is all the reactivity occurs on the 

surface. As a result the model restricts the total surface concentration of all the reactants to be 1 

ML (1 × 10 15 cm-2). The rate of each reaction can be evaluated using the calculated fractional 

coverages. The rates of reaction are then integrated to give the total yield of product for each 

deposition temperature. These total yields are then compared to the experimental data. The model 

is fitted to the experimental data by varying the desorption energies of acrylonitrile, molecular 

oxygen and atomic oxygen as well as the reaction probabilities of each prototypical reaction 

mechanism (LH, ER1 and ER2) for the reaction of O atoms with acrylonitrile. The fit obtained 

using our model can be seen in Figure 4.3.3 and 4.3.4. The kinetic parameters used in the fit can 

be seen in Table 4.4.1. 

Parameter Value 

O2 desorption energy 8.5  ± 0.8 kJ mol-1 

O desorption energy 14.2 ± 0.2 kJ mol-1 

Acrylonitrile desorption energy 22.7 ± 0.2 kJ mol-1 

Reaction probability ER 0.038 ± 0.002 

Reaction probability LH 0.0060 ± 0.0002 

Table 4.4.1: Kinetic parameters characterizing the reaction of O atoms to acrylonitrile, to C3H3NO, as a 

function of surface temperature.  As discussed in the text, these parameters have been 

extracted by fitting a kinetic model to the experimental data we record for this surface 

reaction. 

 

As discussed in Section 3.4, previously in the literature experimentally determined reaction 

probabilities have been used to estimate reaction barriers using equation 4.4.5.19  

 Ex = - T ln (ρx) (4.4.5) 

 
where Ex is the activation energy in Kelvin, T is the temperature in Kelvin and ρx is the reaction 

probability.  In the case of the LH mechanism the temperature is simply the surface temperature, 

however, in the case of the ER mechanism, the gas phase species has an approximate temperature 

of 300 K. One must therefore take account of the thermal energy of the gas phase species and 
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calculate an ‘effective’ temperature of the reaction. The effective temperature for the ER 

mechanism can be calculated using equation 3.4.6:19 

 
𝑇𝑒𝑓𝑓 = 𝜇 (

𝑇𝑠
𝑚𝑠

+
𝑇𝑔

𝑚𝑔
) 

(3.4.6) 

 

The effective temperature for the ER1 and ER2 mechanisms can be calculated at each surface 

temperature. The effective temperature for the ER mechanism ranges from 219 K to 259 K which 

estimates an activation energy of 6.79 ± 0.41 kJ mol-1. Conversely, the barrier estimated for the 

LH mechanism is 2.4 ± 1.8 kJ mol-1. The significance of these barriers will be discussed in the 

following Section.  

 

4.5 Discussion 
 

The fit obtained with the kinetic model shows that the dominant prototypical mechanisms are the 

LH and ER1. The ER1 mechanism occurs between a gas-phase O atom and a thermalized surface 

acrylonitrile molecule. The ER2 mechanism occurs between gas-phase acrylonitrile and a 

thermalized surface O atom. The ER2 mechanism is significantly less active than the ER1 because 

[O(ads)] << [C3H3N(ads)] despite their fluxes to the surface being of the same order of magnitude. 

This low surface coverage of O atoms is due to O atom’s reaction with other O atoms and O2 

molecules. The model predicts that [O(ads)] and [C3H3N(ads)] reach steady state fractional 

coverages of approximately 0.03 and 0.5 respectively after 1 s when the surface temperature is 20 

K. It should be noted that it is not possible to fit the experimental data with a pure ER model. If 

the ER1 and ER2 reaction probabilities are increased to fit the data points between 40 K and 60 

K the predicted yields between 14 K and 30 K become too large. Furthermore, since O atoms 

have been shown to have a high diffusion coefficient on surfaces of astrochemical interest, it 

follows that the LH mechanism should be active in this experiment.15 

Our model shows that at a surface temperature during dosing of 100 K, and below, acrylonitrile 

can adsorb onto the surface. When gas-phase O atoms impinge the acrylonitrile ice, a reaction 

occurs generating C3H3NO via the ER1 mechanism. As the surface temperature decreases to 70 

K, O atoms can also adsorb onto the surface and so the LH mechanism becomes active, increasing 

the yield of C3H3NO. As the surface temperature begins to approach 30 K, O2 can also adsorb 

onto the surface. The adsorption of O2 onto the surface opens up a competing pathway for O 

atoms. Specifically, the O atoms can now react with O2 to generate O3, this is a barrier-less 

reaction.15 This competing pathway reduces the yield of C3H3NO below 40 K. 
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There is a larger uncertainty associated with the desorption energy extracted for molecular oxygen 

compared with the uncertainty in other desorption energies extracted from this data set.  The 

desorption energy of molecular oxygen is crucial to predicting the increase in yield of C3H3NO 

observed between 30 K and 50 K. The yield of C3H3NO increases because as O2 desorbs from the 

surface the O atoms can only react with acrylonitrile to form C3H3NO. The lower bound of the 

desorption energy represents the desorption energy needed to predict this increase in C3H3NO 

yield. The upper bound of the desorption energy represents the desorption energy needed to 

predict the yields of ozone observed in this experiment. In reality it is likely that there are a range 

of desorption energies of O2. Noble et al. has shown that the desorption energy of O2, on surfaces 

of astrochemical interest, is dependent upon surface coverages.20 A multilayer ice of O2 has a 

desorption energy of 7.6 ± 0.5 kJ mol-1.20 When the surface coverage of O2 is decreased to 0.1 

ML the O2 desorption energy increases to as high as 9.65 kJ mol-1
, 9.55 kJ mol-1 and 10.44 kJ mol-

1 on non-porous amorphous water ice, crystalline water ice and non-porous amorphous silicate 

respectively. The oxygen ice binding energy is more dependent upon the surface coverage rather 

than the substrate the ice is deposited onto.  At low coverages, the molecules will occupy the 

highest energy binding sites. As the dose is increased these high energy binding sites become 

fully occupied and so the molecules must bind to lower energy adsorption sites. This range of 

desorption energies can be modelled by a single desorption energy with a large uncertainty. Our 

kinetic model, used in this Chapter, to analyse the experimental results predicts a steady state O2 

surface coverage of 0.47 ML at 20 K after 1 s. The desorption energy of a 0.5 ML O2 ice on an 

amorphous porous water substrate has been extracted to be 8.08 kJ mol-1 and so the value of 8.5 

± 0.8 kJ mol-1, extracted here, is in good agreement with the literature data. This value is also in 

good agreement with the desorption energy extracted for O2 in Chapter Three (8.7 ± 1.0 kJ mol-

1).  

The interaction energy of an oxygen atom and pyrene (representative of a bridge site in graphite) 

has been calculated to be 11.6 kJ mol-1.21 However, as discussed in Chapters One and Three, the 

desorption energy of O atoms observed experimentally is larger than this calculation.22 The 

desorption energy of O atoms obtained from the fit to the experimental data presented in this 

Chapter is 14.2 ± 0.2  kJ mol-1 which is in line with the value extracted in Chapter Three (14.2 ± 

0.3  kJ mol-1). 23 This desorption energy for O atoms also agrees with a previous estimation by He 

et al. of 13.8 ± 0.5 kJ mol-1 on amorphous porous water,14 and also agrees with experiments by 

Minissale et al.22 
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Figure 4.5.1: A desorption profile for acrylonitrile following the deposition of an acrylonitrile-oxygen 

ice. 

 

The desorption energy extracted for acrylonitrile is 22.7 ± 0.2 kJ mol-1. This agrees nicely with 

desorption energies extracted for propene,24 21.4 ± 0.3 kJ mol-1 and propyne, 22.3 ± 0.5 kJ mol-1 

(determined in Chapter Three). The desorption energy of acrylonitrile is expected to be slightly 

larger than propene and propyne due to its increased mass. However, this extracted desorption 

energy of acrylonitrile, 22.7 ± 0.2 kJ mol-1, is significantly smaller than the previous estimation 

of 35 kJ mol-1 from a pure acrylonitrile ice by Toumi et al.6 The desorption energy extracted in 

this Chapter is essential for fitting the reduction in yield of C3H3NO between 90 K – 100 K. If 

acrylonitrile does not start to desorb from the surface at 95 K the ER1 mechanism will continue 

to generate C3H3NO above 100 K. This is not in line with the experimental results in this Chapter. 

Furthermore, the desorption energy of a molecule is directly related to the temperature at which 

the molecule desorbs from the surface during a TPD experiment. It has previously been 

determined that water desorbs from a pure ice between 160 K -180 K.25 In the same study the 

desorption energy of water was extracted to be 36.2 kJ mol-1. In our study acrylonitrile desorbs 

from the surface between 95 K – 105 K (Figure 4.5.1) and so its desorption energy must be lower 

than that of water. One could argue that during our experiments, at low temperatures (15 – 30 K), 

the ice deposited is an acrylonitrile/O2 ice which one might expect to have a smaller desorption 

energy than a pure acrylonitrile ice, however at high temperatures (70 – 100 K) O2 and O atoms 

no longer have a high sticking coefficient. As a result ices deposited above 70 K, in our 

experiments, generate a nearly pure acrylonitrile ice, since there is only a low concentration of 

C3H3NO in the ice. However, the desorption profile for acrylonitrile does not vary significantly 

when our experiment is performed at different deposition temperatures and so we believe the 

desorption profile of acrylonitrile observed in this experimental data is representative of a pure 

acrylonitrile ice. If acrylonitrile’s binding energy to a pure acrylonitrile ice was 35 kJ mol-1, one 

would expect acrylonitrile to desorb between approximately 140 – 160 K. We therefore conclude 

that a more appropriate desorption energy for acrylonitrile from a pure acrylonitrile ice is 22.7 ± 

0.2 kJ mol-1. Toumi et al. comment that an amorphous-crystalline phase change is observed at 94 
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K for an acrylonitrile ice as so it is possible we are observing desorption of an amorphous ice 

whereas Toumi et al. observe the desorption of a crystalline ice. 

As discussed in Chapters Two and Three, it is not possible to fit the rate coefficients for of the 

reaction between acrylonitrile and O atoms with Arrhenius reaction barriers. It has been 

hypothesised that this may be due to oxygen atoms tunnelling at these low temperatures, although 

this is controversial.15 Another explanation is that the morphology of ices changes at very low 

temperatures which alters the nature of the absorption sites available.26 For example, if the ice 

undergoes a phase change at low temperatures which results in lower binding energies of 

absorbates, the energy barrier to diffusion will also decrease. The binding energy and barrier to 

diffusion are directly related to one another since both processes require the molecule to possess 

enough thermal energy to escape the potential well that binds the molecule to the surface. Indeed, 

when the diffusion energy of a molecule is unknown it is often estimated to be 0.7 times the 

desorption energy.22 When designing a model, tunnelling is simple to implement although the 

barriers extracted are not always considered to be physical. Additionally, the change in adsorption 

sites is complicated as many new parameters are introduced into the model. The rates of reaction 

are therefore modelled as reaction probabilities which represent a clear quantitative fit to our 

experimental data without increasing the number of free parameters in the model. The reaction 

probabilities extracted, ρLH = 0.006 ± 0.0002 and ρER=0.038 ± 0.002 (see equations 2.10.10, 

2.10.11 and 2.10.12 for the definitions of ρLH and ρER), show that the reaction between 

acrylonitrile and O atoms is more facile than the recently reported reactivity of O atoms and 

carbon monoxide.19 The reaction is also more facile than the reaction observed in Chapter Three 

for the first O atom addition to propyne.  

Acrylonitrile has two unsaturated centres, the C=C bond and the cyanide group and so if full 

saturation of acrylonitrile was achieved in the reaction, one would expect the addition of three 

oxygen atoms. There is no evidence for such a product in our experimental data, only the addition 

of one oxygen atom. We believe this single oxygen atom addition occurs at the C=C bond rather 

than the C≡N bond for three reasons. Firstly, if this single oxygen atom addition occurred at the 

C≡N bond one might expect the addition of a second oxygen atom, as in the case of oxygen atom 

addition to the triple bond in propyne (Chapter Three). Secondly, when oxygen atoms are 

deposited onto a methyl cyanide or cyanide ice, under the same experimental conditions as 

described in this Chapter, no reaction was observed within the detection limits of our experimental 

apparatus. Thirdly, the reaction probabilities extracted for this O atom addition to acrylonitrile 

are larger than the reaction probabilities extracted for the O atom addition to C≡O,19 and also 

larger than the reaction probabilities extracted in Chapter Three for the first O atom addition to 

the C≡C bond in propyne. Reaction probabilities relate to the relative activation energies of a 

reaction, the smaller the activation energy the larger the reaction probability. The activation 

energy for an O atom addition to a triple bond is generally dependent on the strength of the bond 
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and the bond strength is largely dependent on the polarity of the bond. The polarity of these three 

bonds is C≡O > C≡N > C≡C and so the expected reaction probabilities for each bond is C≡O < 

C≡N < C≡C. Since our kinetic model extracts reaction probabilities for O atom addition to 

acrylonitrile, which are larger than the O atom addition to a C≡O bond and a C≡C bond, we 

conclude that the O atom addition occurs at a weaker bond in acrylonitrile, the C=C bond.   

 
  

Ethylene oxide Vinyl alcohol Acetaldehyde 

Figure 4.5.2: Organic structures relevant to the reaction between ethene and O atoms 

 

As discussed in Section 1.8.3, a previous study by Ward et al. has shown that when ethene, the 

simplest molecule with a C=C bond, is dosed onto a graphite surface, in the same fashion as the 

experiment described in this Chapter, a single oxygen addition is observed.24 Since, in the case of 

ethene reacting with O atoms, there are only three possible isomers of the product (Figure 4.5.2) 

laser ionisation could be employed to identify the specific isomer formed. The overwhelming 

majority of the product was found to be ethylene oxide with a small amount of acetaldehyde. The 

experimental data presented in this Chapter appears to be analogous to the reaction observed 

between ethene and O atoms, since two peaks are observed in the desorption profile for (m/z) ratio 

of 69. Two desorption peaks in desorption profiles indicate different molecular binding energies 

to the surface. A binding energy of a molecule, at a fixed surface coverage, is dependent upon the 

molecule and the environment the molecule is bound. For example, different phases of ice 

represent different surface environments and so can lead to different desorption profiles for the 

different phases of the ice. However, during TPD experiments, ices often have time to crystallise 

during the heating phase and so different phases of the ice are difficult to observe. Another case 

which can lead to two peaks in desorption profiles can be the formation of two different isomers 

of the product. Since two isomers are formed when the double bond in ethene reacts with O atoms, 

it seems likely that two isomers are formed when the double bond in acrylonitrile reacts with O 

atoms. It is therefore predicted that the isomer of the product with the empirical formula C3H3NO 

is cyanoethylene oxide and a small yield of acetyl cyanide. This prediction is in line with the gas-

phase reactivity for the reaction of O atoms and acrylonitrile where the major product is thought 

to form via a biradical species which subsequently undergoes stabilisation to an epoxide ring.12 

Interestingly, the activation energy extracted from our experimental data for the ER mechanism 

is 6.8 ± 0.4 kJ mol-1 which is in agreement with the gas phase barrier of 7.4 kJ mol-1 for the O 

atom addition to acrylonitrile. This agreement further confirms that the reaction we observe on 

our surface is analogous to the gas phase and so the most likely isomer of the product is 

cyanoethylene oxide. 
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4.6 Astrophysical Implications 

 

The results presented in this Chapter show that oxygen atoms can readily add to acrylonitrile on 

interstellar dust grain analogues under UHV conditions. The fluence of oxygen atoms used in this 

experiment has been previously determined to be equivalent to 105–106 years of exposure to O 

atoms in an interstellar cloud.24 A typical life time of an interstellar cloud is also approximately 

105–106 years. It is therefore possible that this pathway for the destruction of acrylonitrile is active 

on the surface of dust grains in the ISM. This pathway is not only relevant to dense dark clouds 

where grain temperatures are 10 K – 20 K, but also to the warm-up phase of these clouds since 

acrylonitrile can remain on surfaces up to approximately 100 K. The results of this Chapter allow 

us to hypothesise that during the warm-up phase of a cloud, when dust temperatures approach 

140 - 200 K, cyanoethylene oxide and or acetyl cyanide will be observed in the gas-phase. 

Specifically, it is expected that acetyl cyanide desorption will peak at a temperature of 

approximately 145 K and cyanoethylene oxide desorption will peak at approximately 180 K. 

Although these peak desorption temperatures may be altered due to the slow heating rate in the 

ISM. A confirmed detection would provide further support for the reaction of acrylonitrile and O 

atoms being an active pathway on interstellar dust grain analogues.  

The LH mechanism is of particular relevance to grain chemistry in the ISM, since the ER 

mechanism is believed to have a low cross section. Our model confirms that the LH mechanism 

is significantly active under our experimental conditions. The low yields of C3H3NO between 15 

– 30 K are artificially supressed due to high O2 surface concentrations. Whilst acrylonitrile is 

likely to have low surface concentrations on dust grains, the reaction probability for the reaction 

of acrylonitrile with O atoms is larger than that of the reaction between O atoms and CO. 

Therefore, it is possible, that even at low ice abundances the reaction of O atoms with acrylonitrile 

may be efficient enough to take place on the surface of icey mantles in the ISM.  

Prior to recent experimental studies on the surface chemistry of oxygen atoms it was assumed that 

hydrogen surface chemistry was the route to molecular complexity within interstellar ices. The 

recent experiments from the Price group, the Vidali group and the Dulieu group show that oxygen 

atoms have a larger desorption energy than had been previously predicted by theory.14, 22, 23, 27 This 

large desorption energy allows oxygen atoms to have an appreciable surface coverage up to a 

surface temperature of 70 K. Therefore, surface chemistry of O atoms can continue on grain 

surfaces during the first part of the warm up phase of the ISM. At these elevated dust grain 

temperatures (20 – 70 K) all hydrogen atoms have desorbed from the grains and so O atoms will 

be the dominant reactive species.28 
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4.7 Summary 

 

The results presented in this Chapter report the first laboratory study of the heterogeneous 

reactions of acrylonitrile and oxygen atoms at low temperatures relevant to the ISM. The data 

shows that a single oxygen atom can add to acrylonitrile efficiently on surfaces below 100 K. As 

the surface temperature decreases the yield of product reaches a maximum at 60 K. The yield then 

falls to a minimum at 30 K. The minimum at 30 K is a result of the experimental conditions 

allowing a competitive pathway rather than due to a decrease in reactivity of O atoms with 

acrylonitrile. At 30 K O2 has an appreciable residence time on the surface and so ozone is 

generated via O atom reactions with themselves and molecular oxygen. At temperatures of 14 K 

and 20 K, relevant to the surface chemistry of cold dust grains, there is still an appreciable amount 

of oxygen atom addition to acrylonitrile. It is proposed that the major isomer of the product 

observed is cyanoethylene oxide. 
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Chapter 5 – The Desorption of O2 and CO2 from Amorphous Porous 

Carbonaceous Interstellar Dust Grain Analogues 
 

5.1 Introduction 
 

As discussed in Chapter One, dense interstellar clouds are the precursors to stars. As a result 

young stars are often embedded within the cloud of gas and dust from which they were formed. 

Molecules in relatively close proximity to a young star absorb the UV radiation emitted by the 

star and, therefore, become energised.1 The energy is redistributed amongst the molecules’ 

vibrational and rotational energy levels and so the molecules emit infrared radiation. This infrared 

radiation, emitted by the molecules, in relatively close proximity to a young star, act as a heat 

source for the surrounding gas and dust. The efficiency of this heat source is directly related to 

the timescale over which the star is formed and this timescale is dependent upon the stellar mass. 

1 The surrounding gas and dust in close proximity to this heat source is heated more efficiently 

than gas and dust at a larger distance. There is therefore a radial temperature dependence for the 

gas and dust surrounding a young star. This radial temperature dependence leads to observed 

‘snow lines’ at specific distances from the newly forming star. Snow lines refer to the radial 

distance at which molecules present in the ices, on the surface of interstellar dust, sublime from 

the surface into the gas-phase where they can be observed. However, to make predictions about 

the stellar mass one must know the temperature of the observed snow lines. Molecules desorb 

from the surface of the ices when the thermal energy is sufficient to overcome the binding energy 

of the molecules to the surface. Therefore, if the binding energy of a molecule desorbing from the 

ices at a particular snow line is known, the temperature of the gas and dust can be estimated. The 

heating of an interstellar cloud can be simulated in the laboratory by a TPD experiment, albeit on 

a laboratory time scale. The heating rate in the ISM is typically 1 K century-1 whereas heating 

rates in the laboratory are typically a few K min-1.2  Nevertheless, TPD experiments, coupled with 

the Polanyi-Wigner equation, have been used extensively in the laboratory to extract binding 

energies of many small interstellar molecules. These binding energies can then be used in 

simulations to estimate the temperature of the snow lines observed in the ISM and, therefore, the 

stellar mass of the newly forming star.  

The most abundant molecular component of interstellar ice is water.3 The desorption kinetics of 

water on a graphite surface have been studied by Bolina et al.4 In these experiments water was 

deposited onto a graphite substrate held at 92 K.  RAIRS was then used to observe the water ice 

in situ and then a TPD experiment was performed. The surface was heated at 0.5 Ks-1 and the 

desorbing water was detected using QMS, as described in Chapter Two. When submonolayer 

coverages of water were deposited onto the substrate, water was observed to desorb between 135 

K and 155 K. When multilayer coverages of water were deposited onto the substrate, desorption 
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peaks were observed at slightly higher temperatures between 140 K and 180 K. Intermolecular 

bonding of water is clearly a stronger interaction than water binding to the graphite surface, which 

is unsurprising due to the strong hydrogen bonding between water molecules. The multilayer ice 

deposited at 92 K is not crystalline.4 However, multilayer ASW undergoes a phase transition at 

135 K, during the TPD, to form cubic crystalline ice.5 The authors therefore extract a binding 

energy of 39.9 ± 0.8 kJ mol-1 for a crystalline water multilayer ice deposited on a HOPG surface. 

This binding energy was then used to estimate the temperature of water snow lines in the ISM by 

simulating a 950 ML thick ice, with a binding energy of 39.9 ± 0.8 kJ mol-1, desorbing from a 

surface when the heating rate was 1 K century-1, a heating rate characteristic of the ISM. The ice 

was shown to desorb from the surface under interstellar conditions between surface temperatures 

of 70 K and 90 K.1 Pure water snow lines in the ISM are therefore expected to be a signature of 

gas and dust temperatures of 70 K – 90K.  

Desorption energies for O2, CO and CO2 have also been determined by Noble et al.6 These small 

molecules were deposited, in separate experiments, onto three different surfaces: non-porous 

ASW (H2O(np)), crystalline ice (H2O(c)) and amorphous silicate (SiOx) for a range of coverages 

between 0.08 ML to 20 ML. The Polyani-Wigner equation was then used to extract multilayer 

and submonolayer binding energies which can be seen in Table 5.1.1. Noble et al. observed that 

when a 20 ML thick ice of O2, CO or CO2, was deposited onto each surface (H2O(np), H2O(c) or 

SiOx), within the reported uncertainty the binding energies extracted for these multilayer ices was 

independent of the substrate onto which the ice was deposited.6 In a 20 ML thick ice the vast 

majority of the molecules do not interact with the underlying substrate and so desorb from the 

surface when the thermal energy is sufficient to overcome the intermolecular forces within the 

multilayer ice. However, the desorption energies extracted for the submonolayer depositions were 

dependent upon the three substrates (H2O(np), H2O(c) or SiOx). In a submonolayer ice the 

molecules are in direct contact with the surface and so will desorb when the thermal energy is 

sufficient to overcome the interaction between the molecule and the substrate and so the 

desorption energy becomes substrate dependent. In addition, the sub monolayer desorption 

energies extracted for each molecule were also observed to increase as the surface coverage 

decreased. Unless the surface is perfectly crystalline there will be a distribution of binding 

energies available to the adsorbates. At low coverages, provided there is enough thermal energy 

for the molecules to diffuse, the molecules will occupy the highest energy binding sites and desorb 

at relatively high temperatures. If the deposition surface temperature is too low to facilitate 

diffusion during dosing, this diffusion to occupy the highest energy binding sites may occur 

during the TPD. As the dose is increased these high energy binding sites become fully occupied 

and so the molecules must bind to lower energy adsorption sites. The molecules bound to lower 

energy adsorption sites will desorb from the surface at lower surface temperatures. The larger 

binding energies extracted for submonolayer ices indicates that O2, CO and CO2, in contrast with 

water, have stronger interactions with the surfaces than one another. O2, CO and CO2 cannot 
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hydrogen bond and so it is unsurprising that their intermolecular binding is relatively weak. In the 

same paper the authors use their extracted binding energies at different surface coverages, to 

simulate desorption of each molecule under astrophysical conditions. They assume 2 ML of each 

molecule is present on the dust grains and that the heating rate is 1 K century-1.2 If only multilayer 

binding energies are used in the model CO completely desorbs from the surface at a surface 

temperature of 17 K, which corresponds to a heating time of 7 × 103 years. If submonolayer 

desorption energies are included in the model CO completely desorbs from the surface at a surface 

temperature of approximately 30 K which corresponds to a heating time of 2 × 104 years. Hence, 

the desorption time is underestimated by approximately 104 years when only multilayer binding 

energies are considered. Similar desorption characteristics are observed for O2 and CO2 under 

interstellar conditions.  This study by Noble et al. highlights the need to extract submonolayer 

desorption energies for use in astrochemical models which predict temperatures of snow lines 

surrounding newly forming stars.  

 

 Multilayer binding energy 

/kJ mol-1 

One monolayer (1 ML) 

Binding energy 

/kJ mol-1 

Submonolayer (0.1 ML) 

Binding energy 

/kJ mol-1 

 H2O(np) H2O(c) SiOx H2O(np) H2O(c) SiOx H2O(np) H2O(c) SiOx 

O2 7.46 ± 

0.25 

7.78 ± 

0.33 

7.44 ± 

0.30 

7.60 8.06 7.73 9.65 9.55 10.4 

CO 6.88 ± 

0.23 

7.06 ± 

0.46 

6.91 ± 

0.33 

7.18 8.39 7.21 10.9 11.1 11.8 

CO2 18.8 ± 

0.59 

19.6 ± 

0.69 

18.9 ± 

0.67 

18.6 19.6 18.9 19.5 20.9 25.0 

Table 5.1.1: Data taken from reference 6 showing the binding energies of O2, CO and CO2 on surfaces of 

astrochemical interest.  

As discussed in Section 1.2, dust grains are thought to be largely amorphous and porous in nature. 

However, in general, laboratory studies of the surface chemistry relevant to the ISM use ordered 

substrates as interstellar dust grain analogues. The advantages of using ordered substrates are that 

data are more easily compared to theory, and reactions between the dust analogue and the 

adsorbates do not occur. Furthermore, in the case of multilayer experiments, the ice binding 

energy, and therefore possibly its structure, appears to be independent of the ordered surface onto 

which the ice is deposited.6 The ordered substrates are often graphite or silicates, but can be metal 

surfaces such as gold or aluminium. Often, amorphous water ices are grown on the surface of 

these substrates to mimic the amorphous nature of the ice that coats interstellar dust grains. 

However, it is possible that the amorphous and porous structure of dust grains may affect the ice 

layer that grows on its surface. As discussed in Section 5.1 binding energies extracted from these 

ordered surfaces are key for determining the desorption characteristics of molecules under 
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interstellar conditions. The desorption characteristics can be used to estimate the temperature of 

the gas and dust at snow lines which can then be used to predict the stellar mass of a newly 

forming star. These desorption characteristics, under interstellar conditions, therefore determine 

upper temperature limits for each molecules surface reactivity on interstellar dust grains by 

defining a temperature at which molecule’s residence time is too low for reactions to occur. 

Furthermore, in cases where diffusion coefficients are not available, the thermal diffusion 

coefficient is often estimated to be 0.7 times the desorption energy.7 Desorption energies therefore 

also provide a lower temperature limit for reactivity which relies on molecular or atomic thermal 

diffusion. Whilst the study by Noble et al determined the binding energies of O2, CO2 and CO 

from an amorphous silicate surface,6 dust grains are likely to also be porous.  Furthermore, dust 

grains are also partially composed of carbonaceous material which is also likely to be amorphous 

and porous. Given the range of chemical structures carbon can form (diamond, graphite, 

fullerenes, nanotubes and graphene) and the amorphous porous nature of interstellar dust grains, 

it is quite possible that molecular desorption from interstellar carbonaceous grains may not be 

well-represented by desorption characteristics of molecules from a graphite surface. The 

experiments presented in this Chapter investigate the effect of an amorphous porous fullerene-

like surface on the desorption characteristics of O2 and CO2 under conditions relevant to the ISM.  

It is generally assumed that most of the primary cosmic carbonaceous material is formed via gas-

phase condensation in envelopes of carbon rich asymptotic giant branch (AGB) stars.9 The grains 

are believed to consist of nano and subnanometer-sized particles, but their precise chemical 

structure is yet to be confirmed. The chemical structure is likely to depend upon the condensation 

temperature of the grains. However, the exact carbon condensation temperatures in AGB stars is 

also unclear, since estimations of the temperature are highly dependent upon mass loss rates and 

gas density outflow velocities. Models have estimated temperatures to be between 2500 K and 

 

Figure 5.1.1: Comparison of the 3.4 μm profile of carbonaceous grains produced in laser ablation 

experiments. Taken from reference 8. 
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4000 K.10 Jäger et al. have used laser pyrolysis and laser ablation in rare gas atmospheres to 

replicate interstellar dust condensation in the laboratory.11 Laser pyrolysis of ethene was 

performed using a laser power of 850 W cm-2. A pyrometer determined the gas temperature to be 

~ 1000 K. The material resulting from the pyrolysis of ethene consisted of a complex mixture of 

PAHs. When laser pyrolysis of ethene and benzene was performed with a higher laser power of 

5200 W cm-2 (1500 K) the resulting material consisted of graphene-like soot and 33 % PAH’s. 

When the same laser power was applied to a mixture of ethene and acetylene the PAH content of 

the deposit reduced to 14 %.  When an increased laser power of 6400 W cm-2 (1700 K) was 

applied to ethene and benzene the PAH content was 17 %. As the condensation temperature 

increases the yield of PAHs decreases. This observation is in agreement with predictions that 

PAHs are most efficiently produced in AGB stars when the effective temperature is between 900 

K and 1100 K.12-14 When higher laser powers of 107 – 109 W cm-2 (≥3500 K) are applied to ethene, 

acetylene and benzene, fullerene-like soot and fullerenes are produced. The fullerene-like soot is 

also produced in laser ablation experiments which evaporate graphite, where laser powers are 108 

– 109 W cm-2 (≥4000 K).8 The IR spectra of these fullerene-like soot deposits have been shown 

to match the 3.4 μm band profile and intensity pattern observed in the interstellar medium (Figure 

5.1.1).  As discussed in Section 1.4, this 3.4 μm band is observed along lines of sight in the diffuse 

interstellar medium where large quantities of dust grains are expected to be present. This 

absorption feature is now commonly attributed to the CH stretching of an organic refractory 

material primarily composed of hydrocarbons, and so these bands are attributed to carbonaceous 

dust grains.15-19 However, the weak oscillator strength for the IR absorptions of these fullerene-

like grains requires all the carbon present in the ISM to be in this fullerene-like form to account 

for the intensity of the 3.4 μm band observed in the ISM.8 It is unlikely that all the carbon in the 

ISM is in this structural form and so these fullerene-like dust particles are unlikely to be the true 

form of carbonaceous dust in the ISM. However, the chemical structure of the dust in the ISM is 

likely to have similar characteristics to this fullerene-like soot produced in the laboratory. The 

fullerene-like dust deposit also does not exhibit a distinct UV band due to (π-π*) transitions. 

Carbon (π-π*) transitions are thought to be responsible for the pronounced bump in the extinction 

curve in the ISM (Figure 1.2.4). Again, since this fullerene-like soot does not seem to exhibit (π-

π*) transitions which can account for the bump in the UV extinction curve, it is unlikely that the 

soot is the true form of carbonaceous dust in the ISM. However, to date this fullerene-like dust is 

one of the most promising structures, produced in the laboratory, which can reproduce some of 

the astronomical observations believed to be signatures of carbonaceous interstellar dust. 

Carbonaceous dust is heavily processed in the interstellar medium and its final chemical structure 

in interstellar clouds is elusive. However, the near-spherical structure and closed-shell electron 

configuration of fullerenes results in very high stabilities with respect to dissociation and 

prolonged exposure to heat.20 These fullerenes are therefore likely to be more stable under 

interstellar conditions, when compared to hydrogenated carbonaceous species. Indeed, fullerenes 
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have been positively identified in many different astrochemical environments in close proximity 

to stars.21-24 Recent models predict the carbonaceous grains in dense interstellar clouds to be 

composed of hydrogen poor, aromatic material, although a specific chemical structure is not 

described.25 The temperatures at which this fullerene-like soot is produced in the laboratory, by 

Jäger et al., are comparable to the predicted carbon condensation temperatures in AGB stars.11 

The fullerene-like soot particles are therefore likely to represent the dust particles formed in very 

early stages of carbon condensation in the AGB stars.  

As with the discovery of graphene, fullerenes were a popular material to study following their 

identification in 1985,26 for example it was hoped that they would provide surfaces for gas storage. 

Schlögl and coworkers dosed O2 onto a C60 surface at 400 K. The surface was then cooled to 300 

K and then heated linearly at 1 K s-1. O2 was observed to readily react with C60 to form CO and 

CO2. The onset temperature for the reaction was determined to be 370 K.27 Rao and co-workers 

also dosed O2 onto a C60 surface.28 In this work photoelectron spectroscopy showed evidence for 

a reactive interaction, an O(1s) feature observed at 532.5 eV when the surface was 300 K. The 

authors comment that this interaction is likely to be due to O2
─ chemisorbed on the surface of the 

C60 deposit. However, this feature was not observed when the surface temperature was below 200 

K. It is therefore believed that for O2 to chemisorb to a C60 surface the temperature must be above 

200 K.  

Several IR active small molecules have also been dosed onto fullerene surfaces. When CO is 

dosed onto a C60 surface, at 77 K, two overlapping bands are observed at 2135 cm-1 and 2128 cm-

1.29 The appearance of two bands suggest two sites of adsorption. The strong shift in frequency 

when compared with the gas-phase (2153 cm-1) suggest there a strong interactions between the 

CO and C60. The authors also comment that CO does not interact with graphite at a surface 

temperature of 77 K, which further confirms that CO-C60 binding must be a stronger interaction 

than CO graphite physisorption. CO2 has also been dosed onto the surface of C60 with similar 

results. Specifically, the gas-phase IR absorption of CO2, observed at 2349 cm-1, shifts to 2341 

cm-1 on graphite and 2328 cm-1 on C60.30 This increased shift is indicative of a stronger interaction 

of CO2 with fullerenes than graphite. 

The structure of fullerenes is closely related to single-walled carbon nanotubes (SWCNT). Both 

structures consist of sp2 hybridised carbon sheets with high curvature. Fullerenes are spherical 

structures in which the carbons are arranged into hexagons and pentagons. SWCNTs are 

composed of a cylindrical graphene layer and so the carbons are arranged in hexagons. The 

interaction energies of a range of molecules, such as oxygen, nitrogen, methane, xenon, carbon 

dioxide, ammonia, methanol, water and ethanol, have also been studied on the surface of 

SWCNT.31 Each small molecule was dosed at multilayer and submonolayer coverages, onto 

graphite. A TPD experiment was then used to observe the desorption characteristics of each 

molecule. The same molecules were then deposited onto a SWCNT surface at submonolayer 
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coverages. When the TPD spectra of each molecule on graphite or SWCNT surfaces were 

compared it was found that all desorption features, with the exception of water, were significantly 

broadened and shifted to higher temperatures on SWCNTs compared to graphite. The authors 

also observed additional broadening of the TPD peaks for species which can hydrogen bond, for 

example methanol and ethanol, but with the exception of water. They attribute this ‘delayed’ 

desorption of molecules, when compared to graphite, to the porosity of the surface and stronger 

binding energies. 

 

 

Figure 5.1.2: The binding sites available to O2 on a bundle of single walled carbon nanotubes (SWCNT). 

The black hollow circles represent SWCNT end on. The red circle represents a groove site, 

the green circle presents an interstitial site and the blue circle represents an endohedral site.  

An earlier study by the same authors used molecular mechanics calculations to determine if the 

strong interaction of O2 and SWCNTs can be attributed to physisorption.32 It is well known that 

O2 physisorbs rather than chemisorbs onto a graphite surface. This physisorption is evident in 

electron energy loss studies, which reveal that the stretching frequency of adsorbed O2 is largely 

unchanged when compared to the gas-phase.33 Furthermore, ab initio studies have shown no 

evidence for chemisorbed O2 on a graphite surface.34 Ulbricht et al. used Van der Waals potentials 

to predict a binding energy of 8.1 kJ mol-1 for O2 physisorption on a graphite surface.  This model 

was then extended to determine the desorption energy of O2 from the surface of SWCNT. The 

binding energies are calculated for various orientations and sites for O2 on a rigid, close-packed 

(9,9)SWCNT bundle with a fixed lattice constant of 15.6 Å. There are three sites for O2 adsorption 

onto the SWCNT bundle: the groove site, the interstitial channel, and the endohedral site (Figure 

5.1.2). The groove site is on the outside of the SWCNT bundle, the interstitial site is between 

three SWCNTs and the endohedral site is inside one of the SWCNT. When O2 is oriented parallel 

to the SWCNTs, binding energies of 14.9, 14.3, and 15.4 kJ mol-1 are obtained for adsorption in 

the groove, interstitial channel, and endohedral sites, respectively. A binding energy of 12.9 kJ 

mol-1 is obtained for perpendicular orientation in groove sites. The authors conclude that the O2 

must orient itself parallel to the SWCNT in their experiments at low temperatures and low 

coverages. Their calculations predict an increase in O2 binding energy on SWCNTs of 30 – 50 % 

http://www.sciencedirect.com.libproxy.ucl.ac.uk/science/article/pii/S000862230600306X
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when compared to graphite. This calculation is in line with their experimental results where a 55 

% increase in binding energy is observed. The interaction between O2 on the surface of SWCNTs 

can therefore be explained by strong physisorption sites.  Due to the close chemical similarity of 

SWCNTs and fullerenes it is likely that O2 will also have strong physisorption sites on the surfaces 

of fullerenes. 

 

It is clear that the interaction energies of small molecules on different allotropes of carbon can 

vary significantly. Since the true chemical form of carbonaceous dust grains is unknown, using 

graphitic interaction energies may be an over-simplification of small molecule desorption from 

carbonaceous grains in the ISM. This Chapter presents experimental data to determine the 

desorption characteristics of O2 and CO2 from the surface of fullerene-like soot. The soot was 

produced in laser ablation experiments where condensation temperatures are ≥4000 K. The 

fullerene-like soot represents a possible structure of the amorphous porous carbonaceous 

interstellar dust grains produced in AGB stars. 

 

5.2 Experimental 

 

5.2.1 Generation of Amorphous Porous Carbonaceous Dust Grains 

 

The fullerene-like amorphous porous  carbonaceous dust grains (APCDG), that were used in the 

experiments described in this Chapter, were produced at the Friedrich-Schiller-University, Jena 

as part of a collaboration between UCL and the Max-Plank Institute for Astronomy. The apparatus 

used to generate the dust grains consists of three differentially pumped stainless steel high vacuum 

chambers (Figure 5.2.1.1). The base pressure of each chamber is 1 x 10-6 Torr. This base pressure 

of each chamber is achieved using turbomolecular pumps backed by rotary pumps. The first 

ablation chamber houses a rotating platform on which the ablation target is placed.  For the 

purpose of producing interstellar dust grains, the target is generally graphite for carbonaceous 

grains and olivine for producing silicate dust grains. However, in this case, amorphous 13C was 

used as the ablation target. A 13C target was prepared to allow us to determine if the dust grains 

were incorporated into surface reaction products at UCL. Whilst the target rotates, the second 

harmonic of a pulsed Nd:YAG laser is focused onto the surface of the target. The duration of the 

laser pulses was 10 ns which generates pulse energies of 250 mJ. The incident laser beam 

vaporises the surface of the 13C target generating a laser-induced plasma with an approximate 

height of 3 cm. The plasma height can be seen during the experiment as an area that glows red 

above the surface. Previously a pyrometer has been used to determine the temperature of the 

plasma to be 4000 K.11 The laser-induced plasma consists of a high concentration of highly 

reactive clusters and atoms. Condensation of dust grains occurs just outside the laser induced 
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plasma, in the quenching gas. In the case of carbonaceous dust grains the composition of the 

quenching gas determines the degree of hydrogenation of the grains produced. In this case the 

quenching gas was 10 Torr helium and so the grains contain relatively low quantities of hydrogen. 

However, one can add hydrogen or water to the quenching gas, to increase the hydrogen content 

of the grains.8 In the condensation zone the quenching gas is supersaturated and so dust particles 

form by surface growth or coagulation. The target is positioned such that a nozzle, with an orifice 

of 0.8 mm, is adjacent to the laser induced plasma in the condensation zone. Particles formed in 

the condensation zone are adiabatically extracted through the nozzle into the second ‘expansion’ 

chamber. During dust deposition the expansion chamber has a pressure of 10-3 Torr. The 

expansion that occurs during the particles extraction from the first chamber into the second 

chamber, decreases the number density of the particles and so prevents further growth of the 

grains. A second extraction is performed through a skimmer into a third ‘deposition’ chamber 

with a pressure of 10-5 Torr. The beam of particles in the deposition chamber has an approximate 

diameter of 1 cm and the flux of material can be calibrated by deposition onto a quartz 

microbalance. The beam of carbon particles was deposited onto a 1 cm x 2 cm graphite surface. 

Since the diameter of the beam was 1 cm the result is a 1 cm x 2 cm graphite surface with a 1 cm 

diameter circular deposit of carbon grains in the centre. The quartz microbalance was used to 

determine that the carbon deposit was 300 nm thick. 

 

Figure 5.2.1: The laser ablation experimental apparatus. Reproduced from reference 8. 

 

In an identical experiment, the APCDG were deposited onto a KBr substrate to allow IR 

spectroscopy, Field Emission Scanning Electron Microscopy (FESEM) and High Resolution 

Transmission Electron Microscopy (HRTEM). The FESEM data is performed using a Zeiss LEO 

1530 Gemini microscope. The resolution of the microscope is dependent upon the material, but 

can be as good as 2 nm. The FESEM data can be obtained without destruction of the film. 
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Conversely, the HRTEM data requires some of the deposit to be scratched off the film and 

dispersed in toluene. Infrared spectra of the grains were acquired by placing the dust grains, which 

were deposited onto the KBr window, into the chamber described in Section 3.2.2. An IR spectra 

was acquired of the deposit in the high vacuum chamber at room temperature. The deposit was 

then heated to 475 K for 90 minutes. A second IR spectra was acquired at 475 K. The deposit was 

then cooled to room temperature where a further IR spectra was acquired.  

5.2.2 Desorption of O2 and CO2 from Amorphous Porous Carbonaceous Dust Grains 

 

The fullerene-like APCDG deposits on the graphite surface were then transported to UCL and 

inserted into the UHV chamber described in Chapter Two. Since the grains have been transported 

outside of a vacuum chamber it is necessary to clean the surface to desorb absorbents and cleave 

surface oxygen bonds. To this end the grains were heated to 475 K for 90 minutes.  At this 

temperature the surface can be cleaned without annealing the thin film. Typically if one wants to 

anneal thin films of fullerenes for X-ray diffraction a temperature of 523 K is required for 10 

hours.35 

O2 or CO2 were then deposited onto the APCDG at 15 K at several different submonolayer surface 

coverages. The flux of CO2 or O2 can be altered by changing the pressure in the source cell. The 

pressure in the horizontal source during all these experiments was 0.05 torr which results in a flux 

to the surface of 4.2 x 1012 molecules cm-2 s-1.  When this flux is deposited onto a graphite surface 

the first monolayer is saturated after 238 s. However, since the surface area of the APCDG is 

much larger than graphite the first monolayer on the APCDG is not saturated after 238 s. After 

the adsorbate exposure, the surface was then heated at a rate of 10 K min-1
 to a temperature of 200 

K. During the heating phase the QMS monitored the parent ions (CO2
+ and O2

+) intensities as a 

function of surface temperature as described in Section 2.9. Identical experiments where O2 was 

deposited on a graphite surface were carried out for comparison and flux calibration. O2 was also 

dosed onto the APCDG surface at a temperature of 70 K for eight minutes.   

5.3 Results 
 

5.3.1 Dust grains 

 

The electron microscopy is in excellent agreement with previous studies in the Jäger group.8, 36 

The FESEM data provides a better understanding of the morphology of the APCDG surface. The 

micrograph confirms that the grains are arranged in an amorphous manner with many large pores 

between them (Figure 5.3.1.1). The HRTEM micrographs show the surface is composed of dense 

agglomerates of very small carbon particles (Figure 5.3.1.2). The particles are a few nm in size 

and consist of strongly bent graphite-like layers. The deposit is referred to as fullerene-like since 

the grains are composed of symmetric, elongated, open and caged fullerenes. The IR spectra in 
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panel (b) of Figure 5.3.1.3 show that upon heating to 475 K for 90 minutes the absorption at 1725 

cm-1 reduces in intensity. This absorption is attributed to a small number of C=O bonds which 

form upon exposure of the carbonaceous film to air.11 The reduction in intensity demonstrates 

thatheating the carbonaceous film removes a large proportion of these C=O bonds. Panel (a) of 

Figure 5.3.1.3 shows several IR bands in the 2600 cm-1 – 3000 cm-1 range. Upon heating several 

of these bands diminish in intensity, but some are persistent. These persistent signals are 

characteristic of aliphatic C-H stretching bands. It has been shown in the Jäger group that these 

absorptions are in good agreement with the 3.4 µm absorption feature observed in regions of the 

diffuse interstellar medium where dust grains are believed to be present (Figure 5.1.1).8, 37 

 

 

 
Figure 5.3.1.1: FESEM 13C dust grains 

 

 

 

 
Figure 5.3.1.2: HRTEM 13C dust grains 

 

 

 
Figure 5.3.1.3: IR spectra 13C dust grains panel a shows between 2700 cm- and 3000 cm-1 and panel b 

shows between 1500 cm-1 and 1900 cm-1. The black spectra is taken at room temperature 

under vacuum. The red spectra is taken at 475 K after the surface has been heated to this 

temperature for 90 minutes. The blue spectra was taken after the heating to 475 K but 

after the deposit had cooled to room temperature.  
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5.3.2 Desorption experiments 

 

Whenever O2 is dosed onto a graphite surface at 15 K a single peak is observed for the parent ion 

fragment (O2
+ 32 AMU) in the TPD-QMS spectra. Depending upon the coverage, O2 is observed 

to desorb between 24 K and 38 K.  When O2 is dosed onto the graphite surface at low coverages 

(< 4 minutes) the TPD peak is symmetrical. As the dose is increased, in this low dosing regime, 

the leading edge of the TPD shifts to lower surface temperatures. At the lowest doses O2 occupies 

the strongly bound sites which desorb at higher temperatures. As the dose increases these strongly 

bound sites become filled and so O2 occupies lower energy binding sites which desorb at lower 

temperatures. The shifting of the leading edge to lower surface temperatures is indicative of first 

order desorption. For high coverages (>4 minutes) the leading edge remains at the same 

temperature and the peak shape gains a shoulder on the low temperature side. This shoulder 

represents zero order desorption and indicates the deposition of a multilayer ice. The flux of O2 

to the graphite surface can be calibrated by determining the dose of O2 at which the leading edge 

no longer shifts to lower temperatures.38 At this dose all the graphite sites are occupied and so the 

first monolayer is full. From Figure 5.3.2.1 it can be seen that the leading edge no longer shifts to 

lower temperatures for doses above four minutes. The flux is therefore calculated to be 0.0042 

ML s-1. If one assumes 1 ML = 1x1015 molecules cm-2 the flux can be calculated to be 4.2 x 1012 

molecules cm-2 s-1. The flux to the surface can be controlled by altering the pressure in the source 

cell, when O2 or CO2 was deposited onto the surface of the APCDG grains the pressure in the 

horizontal source was kept constant and so the fluxes are assumed to be equal. However, since 

the APCDG surface is amorphous and porous the surface area is much larger than the graphite 

surface. As a result the four minute dose which saturates the first monolayer on the graphite 

surface will result in a submonolayer coverage on the APCDG surface and so all coverages on 

the APCDG surface are assumed to be << 1 ML. Attempts to saturate the first monolayer of the 

APCDG surface were made. When O2 is deposited at 35 K no multilayer O2 ice can form and so 

once the first monolayer is full, dosing for a longer time should result in the same intensity of the 

TPD peak. However, even when the dose of O2 onto the APCDG surface was increased to 2 hours 

(3 × 1016 molecules cm-2) the intensity of the TPD peak increased monotonically. Since the TPD 

peak intensity still increased it is clear that the first monolayer was not filled by a dose of 3 × 1016 

molecules cm-2. The surface area of the APCDG surface is therefore at least 30 times larger than 

a graphite surface area.  
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Figure 5.3.2.1: TPD of O2 deposited onto a graphite surface for 1, 2, 3, 4, 5, 6, 7 minutes in order of 

intensity. 

When O2 is dosed onto the APCDG surface a more complex TPD spectra for the parent ion 

fragment (O2
+ 32 AMU) is observed (Figure 5.3.2.2).  Furthermore, O2 is observed to desorb 

between 25 K and 90 K, a wider desorption temperature range than when O2 is dosed onto 

graphite. Independent of the dose, the TPD spectra consist of a sharp peak between 25 K and 40 

K. This first peak is overlapped by a second broad peak between 40 K and 90 K. This second 

broad peak reaches a maximum at 55 K and has a shoulder on the tailing edge.  At doses above 

four minutes TPD spectra share leading edges which suggests zero order desorption, usually 

associated with multilayer ices. However, the second broad peak does not seem to share a leading 

edge, although this is difficult to confirm due to the convolution of the peaks. The TPD spectra 

for each dosing time can be fitted with a minimum of three Gaussians as in Figure 5.3.2.3. The 

fits for each dosing time are tabulated in Table 5.3.2.1. The average peak centres for the three 

Gaussians at each dosing time are 32.6 ± 0.5 K, 55.1 ± 0.5 K and 75.1 ± 0.5  K, the errors represent 

one standard deviation of the peak centres for each dose. As the dose is increased the peak centres 

shift to lower surface temperatures however, this shift is no more than 1 K. Each Gaussian’s 

average  weighting is 18 ± 1.1 %, 68 ± 0.9 % and 14 ± 0.6 % respectively, again the errors 

represent one standard deviation of the weighting at each dosing time. 

 
Figure 5.3.2.2 : Black traces TPD of O2 deposited onto a APCDG at 15 K for 4, 5, 6, 7, 8, 9 

minutes in order of intensity. Red traces O2 desposites APCDG at 70 K for 8 minutes. 
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Experiment T1 / K T2 / K T3 / K W1 / % W2 / % W3 / % 

4 min 33.5 55.8 75.8 16.4 68.9 14.7 
5 min 33.0 55.3 75.4 17.9 67.9 14.2 
6 min 32.7 55.0 75.0 18.8 66.4 14.8 
7 min 32.3 54.9 75.0 18.3 68.4 13.3 
8 min 32.2 54.7 74.8 18.7 67.2 14.1 
9 min 32.0 54.5 74.6 19.6 67.0 13.5 

Average 32.6 55.1 75.1 18.3 67.7 14.1 
SD 0.5 0.5 0.4 1.1 0.9 0.6 

Table 5.3.2.1: The peak maximum temperatures (Tx) and weights (Wx) of the Gaussians fitted to the TPD 

spectra when O2 is dosed onto APCDG 

Figure 5.3.2.3: O2 deposited onto the amorphous porous carbonaceous surface for 4 minutes                     

fitted with three Gaussian functions centred at 33.6 K, 55.5 K and 75.2 K. 

 

 
Figure 5.3.2.4 : TPD of CO2 deposited onto a APCDG for 4, 5, 6, 7, 8, 9, 10, 11 minutes in 

order of intensity.  
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Experiment T1 / K T2 / K T3 / K W1 / % W2 / % W3 / % 

4 min 72.1 105.1 136.5 28.3 59.9 11.8 
5 min 70.5 103.3 137.5 26.2 60.5 13.2 
6 min 70.4 102.1 136.3 26.6 60.2 13.2 
7 min 70.6 101.3 135.4 27.8 59.1 13.1 
8 min 70.8 101.0 135.1 27.9 59.0 13.1 
9 min 71.1 100.4 134.4 28.5 58.3 13.2 

10 min 71.2 99.8 133.7 28.2 58.3 13.4 
11 min 71.6 100.0 133.8 28.7 57.9 13.4 

Average 71.1 101.6 135.3 27.8 59.2 13.1 

SD 0.6 1.8 1.4 0.9 1.0 0.5 
Table 5.3.2.2: The peak maximum temperatures (Tx) and weights (Wx) of the Gaussians fitted to the TPD 

spectra when CO2 is dosed onto APCDG 

 

When CO2 is dosed onto the APCDG surface, similarly, a complex TPD spectra for the parent 

ion fragment (CO2
+ 44 AMU) is observed (Figure 5.3.2.4).  Typically CO2 is observed to desorb 

from a graphite surface between 78 K and 92 K.39 However, CO2 is observed to desorb from the 

APCDG surface between 61 K and 155 K. The TPD spectra at each dosing time again consist of 

two peaks. The first sharp peak desorbs between 60 K and 80 K. The first peak is overlapped by 

a second broad peak between 85 K and 160 K. The second broad peak reaches a maximum at 100 

K and has a shoulder on the tailing edge.  At all doses the TPD spectra share leading edges which 

suggests zero order desorption usually associated with multilayer ices. However, again the second 

broad peak does not seem to share a leading edge, although the convolution of the peaks makes 

this difficult to confirm. The TPD spectra can be fitted with a minimum of three Gaussians, as in 

Figure 5.3.2.5. The fits for each dosing time are tabulated in Table 5.3.2.2. The average peak 

centres for the three Gaussians at each dosing time are 71.1 ± 0.6 K, 101.6 ± 1.8 K and 135.3 ± 

1.4  K, the errors represent one standard deviation of the peak centres for each dose. Again the 

peak centres shift to lower surface temperatures as the dose is increased. For the Gaussian centres 

at 71.1 ± 0.6 K and 135.3 ± 1.4  K this shift is approximately 1 K. However, the shift for the 

Gaussian at 101.6 ± 1.8 K can be as large as 5 K between the smallest and largest doses. Each 

Gaussian’s average weighting is 28 ± 0.9 %, 59 ± 1.0 % and 13 ± 0.5 % respectively, again the 

errors represent one standard deviation. 
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Figure 5.3.2.5: CO2 deposited onto the amorphous porous carbonaceous surface for 4 minute fitted 

with three Gaussian functions centred at 72.1 K, 105.1, and 136.5 K. 
 

 

 

5.4 Data Analysis 
 

To provide a meaningful interpretation for the different desorption characteristics of O2 and CO2 

on graphite and the APCDG, it is necessary to extract surface binding energies. The rate of thermal 

desorption is described by the Polanyi-Wigner equation 5.4.1.  

 dθ/dt = -ν θ n exp(-EA/kT) (5.4.1) 

 

where θ is the coverage, n is the order of desorption, ν the pre-exponential factor, EA the activation 

energy for desorption, k the boltzmann constant and T the surface temperature. In this study the 

desorption energies have been extracted using Redhead’s maximum peak method.40 This method 

can be applied to desorption which follows first order kinetics. Setting the first derivative of 5.4.1 

to zero gives: 

 EA/RTm
2 = (v/β) exp (-EA/RTm) (5.4.2) 

 

where Tm is the temperature of the peak maximum and β is the heating rate. Plots of EA against 

Tm, when (v/β) is between 108 and 1013 K-1, are approximatley linear. The linear plot can be fitted 

using equation 5.4.3. 

 EA = RTm[ln(vTm/β) – 3.46] (5.4.3) 
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One can therefore use the temperature of peak maxima in TPD spectra in equation 5.4.3 to extract 

binding energies of desorbing molecules. For the Redhead’s maximum peak method to be used 

one must confirm first order desorption kinetics and obtain good estimates of the pre-exponential 

factors. By rearraging and taking the log of equation 5.4.1: 

 ln[dθ/dt] = n ln[vθ] – [EA/kT] (5.4.4) 

 

Equation 5.4.4 shows that when ln[dθ/dt] is plotted against ln[θ] at a fixed desorption temperature 

the gradient will be equal to the order of desorption. Practically one selects a particular 

temperature during the TPD, in the case of O2 on graphite 30 K. The temperature selected is 

dependent upon the TPD peak one wishes to determine the order of desorption. In the case of O2 

and CO2 desorption from the APCDG surface the temperatures selected were 55.1 K and 101.6 

K respectively. These temperatures represent the average peak temperature for the desorption 

from the APCDG grains. The low temperature peaks at 32.6 K and 71.1 K are assigned to the 

desorption of O2 and CO2 respectively from the graphite surface which the APCDG is deposited 

onto. For each initial coverage the intensity of the TPD is recorded (I(T)), this is proportional to 

[dθ/dt], the relative coverage (θrel)  can then be calculated by summing (I(T)) between the 

temperature of interest and the tailing edge of the TPD. One can then plot ln[I(Tx)] against ln[θrel] 

and the gradient will give the order of desorption. In the case of O2 adsorbed onto a graphite 

surface the order is 1.05 ± 0.07 as in Figure 5.4.1. The order is slightly higher at 1.1 ± 0.1 for O2 

adsorbed onto an APCDG surface although within the uncertainty still shows first order 

desorption kinetics (Figure 5.4.2). The order is 1.03 ± 0.09  for CO2 adsorbed onto the APCDG 

surface and exhibits first order desorption kinetics (Figure 5.4.3). Since in all three cases ( O2 on 

graphite, O2 on APCDG and CO2 on APCDG) first order desorption kinetics are observed, the 

use of the Redhead’s maximum peak method to extract binding energies is appropriate.  

 

 

 
Figure 5.4.1: A plot of ln[I(Tx)] against ln[θrel] to 

determine the order of desorption 

 
Figure 5.4.2: A plot of ln[I(Tx)] against ln[θrel] to 

determine the order of desorption 

y = 1.05x - 6.65
R² = 0.99

8.4

8.6

8.8

9

9.2

9.4

14.2 14.4 14.6 14.8 15 15.2 15.4

ln
[I

(T
x
)]

ln[θrel]

y = 1.11x - 9.04
R² = 0.98

9.5

10

10.5

11

11.5

12

17 17.5 18 18.5 19

ln
[I

(T
x
)]

ln[θrel]



 

136 

 

when O2 is deposited onto graphite, 

(Tx = 30 K). 

  

when O2 is deposited onto 

APCDG, (Tx = 55.1 K). 

 

 

 
Figure 5.4.3: A plot of ln[I(Tx)] against ln[θrel] to determine the order of desorption when CO2 is 

deposited onto APCDG, (Tx = 101.6 K). 

 

 

 

A large proportion of the error associated with using the Redhead’s maximum peak method to 

calculate the surface binding energy of adsorbates is associated with inaccurate pre-exponential 

factors.31 In the case of first order kinetics the pre-exponential factor can be thought of as the 

attempt frequency of desorption. The binding energy and the temperature determine the success 

rate. Desorption of small molecules from surfaces tend to be described by pre exponential factors 

between 1012 s – 1015 s. However, the pre-exponential factors must at least be the correct order of 

magnitude to provide reliable results when using the Redhead’s maximum peak method to extract 

binding energies.31 Ulbricht et al. have previously determined suitable pre-exponential factors for 

O2 and CO2 which were used in the Redhead’s maximum peak method.31, 41 The pre-exponential 

factor (ν) can be calculated using equation 5.4.6: 

 ν = s p0 / σ √(2πmkT) (5.4.6) 

 

where s is the sticking coefficient, σ is the number of adsorbates per unit area, m is the mass of 

the adsorbate, k is the boltzmann constant, T is the temperature and  p0 is the vapour pressure at 

T = ∞.  p0 can be evaluated by integrating the Clausius-Clapeyron equation from (p0, T0) to (p1,T1): 

 ln (p1/p0) = ΔHsub/k ((-1/T1)-(-1/T0)) (5.4.7) 

 

where ΔHsub is the enthalpy of sublimation. Since T0 = ∞, the equation can be simplified to: 

 p1 = p0 exp(-ΔHsub/kT1) (5.4.8) 

y = 1.03x - 6.96
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and so p0 can be evaluated from a plot of ln(p1) vs 1/T1. However, vapour pressure data in the 

literature is not available at temperatures in the vicinity of monolayer desorption from surfaces. 

The literature vapour pressure must therefore be extrapolated using Antoine’s expression: 

 p = exp(A – (B/(T+C)))kPa (5.4.9) 

 

where A, B, and C are constants. p0 can then be evaluated from the ordinate intercept of the tangent 

to the plot of ln(p1) vs 1/T1 when T1 is the surface temperature at which a single monolayer is 

observed to desorb from the surface. Using this method the authors calculate pre-exponential 

factors for O2 and CO2 to be 8 × 1013 s-1 and 6 × 1014 s-1 respectively.31 The calculated pre-

exponential factor for CO2 on a graphite surface is in good agreement with a previously extracted 

value of 9.9 × 1014±0.9 s−1.39 The pre-exponential factor for O2 on a graphite surface has been 

extracted to be 1.1 × 1013 s-1 which is in reasonable agreement with the value calculated by 

Ulbricht.32  

The desorption energy for O2 on graphite and the amorphous porous dust grains can be determined 

using equation 5.4.3. In the case of O2 on graphite Tm is taken to be 31.3 ± 0.2 K since this is the 

average peak centre during submonolayer dosing. The resulting desorption energy is 8.8 ± 1.5 kJ 

mol-1. In the case of O2 deposited onto APCDG three desorption energies have been extracted for 

each Gaussian fitted to the TPD spectra. For each desorption energy Tm is taken to be 32.6 ± 0.5 

K, 55.1 ± 0.5 K and 75.1 ± 0.5  K, which give desorption energies of 9.2 ± 1 kJ mol-1, 15.7 ± 1 kJ 

mol-1 and 21.6 ± 1 kJ mol-1. In the case of CO2 deposited onto APCDG the three desorption 

energies extracted are for each of the Gaussians fitted to the TPD spectra. For each Gaussian Tm 

is taken to be 71.1 ± 0.6 K, 101.6 ± 1.8 K and 135.3 ± 1.4  K, which give desorption energies of 

20.5 ± 1 kJ mol-1, 29.5 ± 1 kJ mol-1 and 39.7 ± 2 kJ mol-1. 

 

5.5 Discussion 
 

The desorption energy extracted in this Chapter for O2 on a graphite surface, 8.8 ± 1.5 kJ mol-1, 

is in good agreement with literature data.  As discussed previously, the desorption energy of O2 

has been studied on other interstellar dust grain analogues. Specifically, O2 was found to have 

monolayer binding energies of 914 K (7.6 kJ mol-1), 969 K (8.1 kJ mol-1) and 930 K (7.7 kJ mol-

1) on non-porous water, crystalline water and amorphous silicates respectively.6 In 1987, Bojan 

et al. extracted an O2 graphite binding energy of 10 kJ mol-1.42 However, more recently Ulbricht 

et al. have used the same “Redhead’s maximum peak” method to extract a value of 12 ± 1 kJ mol-

1.31 Within the uncertainty of our experiment, the binding energy we extract for O2 on a graphite 

surface is in agreement with Bojan et al. However, our value is smaller than the value extracted 

http://www.sciencedirect.com.libproxy.ucl.ac.uk/science/article/pii/S000862230600306X
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by Ulbricht et al. The discrepancy between the value extracted here and the value extracted by 

Ulbricht et al. occurs due to different values of Tm. In our study, a value of 31.3 ± 0.2 K was 

observed whereas a value of 41 K was observed by Ulbricht et al. The desorption energy extracted 

here more closely resembles desorption energies for multi-layer O2 ice. However, it is clear from 

Figure 5.3.2.1 that we do indeed observe the transition from monolayer to multilayer ice. The 

desorption energy extracted for submonolayer depositions is strongly dependent upon the 

coverage. Unless the surface is perfectly crystalline the available binding sites will have an energy 

distribution. At extremely low coverages the molecules will roam the surface during the TPD 

experiment and become trapped in the deepest potential wells. As a result the molecules will 

desorb from the surface at higher temperatures. As the dose increases these highest energy binding 

sites will become fully occupied and so molecules will adsorb in lower energy binding sites. The 

molecules in lower energy binding sites will desorb at lower temperatures. Furthermore, surface 

molecular orientation will also affect the binding energy of the adsorbates. In the case of O2 on a 

graphite surface, at low coverages O2 will adsorb with the bonding axis parallel to the surface. 43, 

44  As the dose increases the surface can no longer accommodate a higher number of parallel O2 

molecules. The O2 molecules orient themselves perpendicular to the surface in order for more O2 

to adsorb onto the graphite surface. This perpendicular interaction is weaker than the parallel 

configuration but stronger than the O2 intermolecular forces. Different coverages lead to a 

different proportion of parallel and perpendicular orientations. When a TPD experiment is 

performed one is observing the average interaction of the O2 molecules with the surface and so 

the binding energy extracted is dependent upon the surface coverage. The different energies 

extracted for different coverages is evident in the work of Noble et al. where O2 binding energies 

have a range of 2 kJ mol-1 for different surface coverages on a non-porous water surface.6 

Therefore, one must assume that our value represents a high coverage monolayer binding energy 

and the value extracted by Ulbricht et al. represents a low coverage submonolayer binding energy.  

Indeed, this is the reasoning used by Ulbricht et al.to explain their high value compared to Bojan 

et al.32  

In our study there have been three desorption energies extracted for O2 on the surface of APCDG: 

9.2 ± 1 kJ mol-1, 15.7 ± 1 kJ mol-1 and 21.6 ± 1 kJ mol-1. The desorption energy of 9.2 ± 1 kJ mol-

1 is characteristic of the desorption energy extracted for O2 on a graphite surface. Since the 

APCDG surface is 1 cm in diameter and deposited onto a graphite substrate it is very likely that 

this desorption observed at 9.2 ± 1 kJ mol-1 is O2 desorbing from the graphite surface rather than 

the APCDG. Furthermore, as stated previously the first peak in the TPD spectra exhibits zero 

order desorption kinetics and so could even be desorption from an O2 multilayer ice on the surface 

of the graphite. However, the  desorption energies of 15.7 ± 1 kJ mol-1 and 21.6 ± 1 kJ mol-1 are 

not observed for O2 on a graphite surface. These high energy desorptions clearly indicate that O2 

has a much stronger interaction with our fullerene-like APCDG surface than graphite. As 

discussed previously, Schlögl and coworkers have observed strong interactions of O2 on a C60 

http://www.sciencedirect.com.libproxy.ucl.ac.uk/science/article/pii/S000862230600306X
http://www.sciencedirect.com.libproxy.ucl.ac.uk/science/article/pii/S000862230600306X
http://www.sciencedirect.com.libproxy.ucl.ac.uk/science/article/pii/S000862230600306X
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surface at room temperature.27 In their 1997 study they observe that O2 desorbs from a C60 surface 

when the surface temperature is approximately 450 K. The interaction observed in Schlögl’s study 

cannot be the same interaction observed in our study since O2 is observed to desorb between 50 

K and 90 K in our experiments.  The interaction observed by Schlögl and coworkers is at a 

strongly bound chemisorption site, whereas at cryogenic surface temperatures the barrier to 

chemisorption cannot be overcome and so adsorbates physisorb to the surface. Indeed, Rao et al. 

observed that the 532.5 eV O(1s) feature in their photoelectron spectroscopy experiments, which 

was assigned to chemisorbed O2
─ on a C60 surface, was not present when the surface temperature 

was 200 K or below.28  This observation by Rao et al. indicates that at a surface temperature below 

200 K there is insufficient thermal energy for O2 to overcome the barrier to chemisorption on a 

C60 surface. We therefore believe that O2 must physisorb onto our APCDG surface.  

Similar physisorption sites  have been observed for O2 on the surface of SWCNT at cryogenic 

temperatures.31 O2 was observed to desorb from the surface of SWCNTs between surface 

temperatures of 45 K – 80 K, almost coincident with the temperatures observed for O2 desorption 

from our APCDG surface. The APCDG deposit used in this study and the SWCNT surface used 

by Ulbricht et al. are not only chemically different to graphite but also have different surface 

morphologies. Graphite surfaces are relatively ordered and non-porous, whereas the APCDG 

surface used in this study is undoubtedly amorphous and porous. Ulbricht et al. also comment 

that their SWCNT surface is porous. 31 One might therefore argue that the high temperature 

desorption of O2 from our APCDG surface and the SWCNT surface used by Ulbricht et al. is due 

to the porosity of the materials rather than high energy binding sites. When molecules are bound 

to a non-porous surface, such as graphite, and a TPD experiment is performed, upon the surface 

temperature reaching the molecule’s sublimation temperature the molecules desorb from the 

surface into the gas-phase where they can be detected. Conversely, when molecules are bound to 

a porous surface and a TPD experiment is performed, upon the surface temperature reaching the 

molecule’s sublimation temperature the molecules must first diffuse out of the pores of the 

material before they can be observed in the gas-phase. The molecules diffusing out of the pores 

may exhibit ‘artificially delayed’ desorption. It is possible that the molecules observed to desorb 

at high surface temperatures from our APCDG surface, and the SWCNT surface used by Ulbricht 

et al., are exhibiting artificially delayed desorption rather than coming from high energy 

physisorption sites. However, when O2 was deposited onto our APCDG surface at 70 K for 8 

minutes, a clear signal was observed in the TPD spectra (red trace in Figure 5.3.2.2). O2 must 

therefore have an appreciable residence time on our APCDG surface at 70 K. If the O2 observed 

in the TPD spectra was simply due to artificial delayed desorption, and not high energy binding 

sites, then O2 would have a low residence time on the surface at 70 K and so would not be able to 

get trapped in the pores of the material. Furthermore, it is unlikely that the porosity of our APCDG 

surface and the SWCNT surface used by Ulbricht et al. are comparable, yet the desorption 

temperatures observed for O2 on these two surfaces are nearly identical. We therefore conclude 

http://www.sciencedirect.com.libproxy.ucl.ac.uk/science/article/pii/S000862230600306X
http://www.sciencedirect.com.libproxy.ucl.ac.uk/science/article/pii/S000862230600306X
http://www.sciencedirect.com.libproxy.ucl.ac.uk/science/article/pii/S000862230600306X
http://www.sciencedirect.com.libproxy.ucl.ac.uk/science/article/pii/S000862230600306X
http://www.sciencedirect.com.libproxy.ucl.ac.uk/science/article/pii/S000862230600306X
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that the porosity of the material is not responsible for the high desorption temperatures observed. 

As discussed in Section 5.1, Ulbricht et al. have successfully modelled the interaction of O2 and 

SWCNT bundles.32 Their molecular mechanics simulations show that Van der Waals forces can 

account for, and predict, the binding energies observed for O2 on a SWCNT surface.  When O2 is 

oriented parallel to the SWCNTs binding energies of 14.9, 14.3, and 15.4 kJ mol-1 are obtained 

for adsorption in the groove, interstitial channel, and endohedral sites, respectively (Figure 5.1.1). 

A binding energy of 12.9 kJ mol-1 is obtained for O2 in a perpendicular orientation in a groove 

site. The authors conclude that the O2 must orient itself parallel to the SWCNT in their 

experiments at low temperatures and low coverages. Their calculations predict an increase in O2 

binding energy on SWCNTs of 30 – 50 % when compared to graphite. This is in line with their 

experimental results where a 55 % increase in binding energy is observed. The interaction 

between O2 on the surface of SWCNTs can therefore be explained by strong physisorption sites.  

Due to the close chemical nature of SWCNTs and fullerenes we assign the binding energy of 15.7 

± 1 kJ mol-1 for O2 on our APCDG surface to parallel physisorption of O2 in groove, interstitial 

channel or endohedral-like sites. However, we also observe a higher energy binding site of 21.6 

± 1 kJ mol-1. Since our APCDG surface is composed of symmetric, elongated, open and caged 

fullerenes there is likely to be a larger variation in the binding sites available on our APCDG 

surface when compared to a SWCNT surface. For example, consider an O2 molecule physisorbed 

inside an open fullerene (Figure 5.5.1) this O2 molecule is likely to have a higher binding energy 

than an O2 bound to an endohedral site of a SWCNT since the O2 molecule in the open fullerene 

is surrounded by the carbon structure in three dimensions.  

 

Figure 5.5.1: A molecule contained within an open fullerene structure. 

 

When CO2 is deposited onto the surface of the APCDGs, at 15 K, the TPD trace can be fitted with 

three Gaussians (Figure 5.3.2.4). Using Redhead’s maximum peak method desorption energies of  

20.5 ± 1 kJ mol-1, 29.5 ± 1 kJ mol-1 and 39.7 ± 1 kJ mol-1 can be extracted. As with the O2 data it 

is likely that the first desorption peak is due to CO2 desorbing from the exposed graphite surface 

on which the APCDGs are deposited. Previously, the desorption energy of CO2 on a graphite 

surface has been extracted to be 20.2 ± 2.3 kJ mol-1.39 However, high energy binding sites of 29.5 

± 1 kJ mol-1 and 39.7 ± 2 kJ mol-1 are not observed when CO2 is deposited onto graphite.  As 

discussed previously, studies have observed that when CO2 is dosed onto a graphite or C60 surface 
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the IR gas-phase absorption observed at 2349 cm-1 is shifted to 2341 cm-1 and 2328 cm-1 

respectively.30 The larger shift observed when CO2 is dosed onto the C60 surface is characteristic 

of a stronger binding interaction than that observed for a graphite surface. However, the authors 

only observed one IR absorption indicating that CO2 has only one type of binding site available 

on C60. In the case of our APCDG surface the fullerenes are not a pure film of C60 but rather a 

collection of different sized fullerenes along with open, elongated and caged structures. We 

therefore propose that the highest energy binding site observed at 39.7 ± 0.4 kJ mol-1 could be due 

to a CO2 molecule physisorbed inside an open fullerene.  

5.6 Astrophysical Implications 
 

 

Figure 5.6.1 : The desorption of O2 from the surface of graphite (grey) and a 

fullerene-like surface (black) on an astronomical time scale. 

 

The chemical structure of interstellar carbonaceous grains is still unclear. Despite this the most 

popular carbonaceous dust grain analogue for laboratory studies is still graphite. This Chapter 

uses fullerene-like grains, condensed at approximately 4000 K, to demonstrate that TPD spectra 

of small molecules such as O2 and CO2 desorption from APCDG can be vastly different to those 

observed when the same molecules are dosed onto graphite. The TPD data reveals states with 

binding energies which are in some cases more than double those extracted from the surface of 

graphite. A simple kinetic model can be used to demonstrate the effect of high energy binding of 

O2 to the surface of fullerene type grains, under interstellar conditions. The model numerically 

integrates equation 5.4.1 over a period of 4000 years. The grain surfaces are initially 10 K and are 

heated at a rate of 1 K per century.2 The first model assumes all surface molecules have a graphite 

binding energy of 10 kJ mol-1, since this value represents the average binding energy of a 
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monolayer of graphite.42 In the second model 83 % of the molecules have a binding energy of 

15.7 kJ mol-1 and 17 % of the molecules have a binding energy of 21.6 kJ mol-1. These percentages 

are the average weighting of the two Gaussians fitted to the high energy binding sites observed in 

the TPD spectra recorded in our experiments. It is these two high energy binding sites that are 

associated with the desorption from the APCDG surface. The Gaussian centred at ~30 K is 

assigned to O2 desorption from graphite. The model shows that complete desorption from 

fullerene type dust grains would take ~3.0 × 103 years longer than from the surface of graphite 

like dust grains (Figure 5.6.1).  

 

The model can also be applied to CO2 (Figure 5.6.2). Equation 5.4.1 is integrated over a period 

of 8 000 years. The grain surfaces are initially 10 K and are heated at a rate of 1 K per century.2 

The first model assumes all surface molecules have a graphite binding energy of 20.2 kJ mol-1. In 

the second model 82 % of the molecules have a binding energy of 29.5 kJ mol-1 and 18 % of the 

molecules have a binding energy of 39.7 kJ mol-1. Again these percentages are chosen based on 

the weighting of the Gaussians fitted to the TPD spectra. The Gaussian fitted to the first peak in 

the TPD spectra is omitted as it is assigned to CO2 desorption from graphite. The model shows 

that complete desorption from fullerene type dust grains would take 3.5 × 103 years longer than 

from the surface of graphite like dust grains, Figure 5.6.2.  

 
Figure 5.6.2 : The desorption of CO2 from the surface of graphite (grey) and a 

fullerene-like surface (black) on an astronomical time scale. 

 

Interstellar clouds have typical lifetimes of 105 – 106 years, and so if desorption of small molecules 

from fullerene-like dust grains takes ~3.5 × 103 years longer than from a graphite surface this time 

represents between 100th and 1000th of a clouds life time. Therefore, this desorption from 
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fullerene-like grains will not be insignificant on an astronomical time scale.  Furthermore, in our 

kinetic model (in which the heating rate is 1 K century-1) the temperature at which 50 % and 100 

% of the molecules desorb from the surface is increased by 30 % and 50 % respectively when the 

molecules desorb from an APCDG surface when compared to a graphite surface (Table 5.6.1). If 

molecules have stronger binding energies to carbonaceous interstellar dust grains, than have been 

extracted from graphite surfaces, then gas and dust temperatures determined by molecular species 

present in the gas-phase may not be accurate. Furthermore, the work of Ulbritch et al. suggests 

that the increased binding energy does not affect all molecules in the same way. For example 

water physisorption seems to be unchanged on SWCNT surfaces when compared to graphite. The 

result could be that molecules desorb from carbonaceous dust grains in a different order to silicate 

dust grains. For example, polar molecules such as ammonia, methanol and ethanol are observed 

to desorb between 160 K and 400 K from a SWCNT surface whereas water desorbs at 

approximately 150 K. The spatial resolution of ALMA may make it possible to identify regions 

of interstellar clouds which contain fullerene-like carbonaceous dust grains based on the snow 

lines observed for water and alcohols. 

% 

coverage 

O2 CO2 

 Graphite 

/K  

APCDG / 

K 

% increase Graphite / 

K 

APCDG/ 

K 

% increase 

50 22.5 34.4 34.6 45.0 65.6 31.4 

100 23.6 48.2 51.0 47.2 90.2 47.7 

Table 5.6.1: Data to compare the time taken for 50 % and 100 % the desorption characteristics of O2 and 

CO2 under interstellar conditions when graphite and APCDG binding energies are used in the 

kinetic model. The table shows the temperature at which 50 % and 100 % of the molecules 

desorb from the surface and compares the desorption from graphite and APCDG surfaces in 

the form of a % increase in temperature. 

It is not only the desorption characteristics that will be affected by higher energy binding sites. 

For molecules to diffuse on surfaces they must either thermally hop from site to site or, if light 

enough, they may tunnel diffusion barriers. Diffusion barriers are directly related to binding 

energies. For molecules to thermally hop from site to site it is the same attractive forces that must 

be overcome as when a molecule desorbs from the surface. It is customary in models when 

diffusion barriers are unknown to define the diffusion barrier as 0.7 times the size of the 

desorption energy.7 Higher energy binding on carbonaceous dust grains will alter the temperature 

at which molecular species are most reactive. Molecules will remain on their surfaces for longer 

and only diffuse at higher temperatures. 
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5.7 Summary 
 

The experimental data reported in this Chapter highlights the different desorption characteristics 

of O2 and CO2 from a fullerene-like APCDG surface when compared to a graphite surface. 

Binding energies for O2 and CO2 adsorbed onto the APCDG surface are extracted and in some 

cases are double the binding energies extracted from a graphite surface. Since the true chemical 

nature of carbonaceous dust grains is still unknown, the results in this chapter suggest that using 

graphite binding energies in models may be an oversimplification of the interaction of molecules 

with carbonaceous dust grains in the ISM. 
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Chapter 6 - Conclusions and Further Work 
 

6.1 Conclusions 
 

6.1.2 Oxygen Atom Surface Reactions 

 

Chapters Three and Four of this thesis present results of laboratory experiments studying the 

reactions of oxygen atoms with astrophysically relevant molecular ices under interstellar 

conditions. Specifically, the temperature dependences of the product yields have been recorded 

and used to derive estimates of the reaction probabilities for these reactions.  The key finding of 

these two Chapters confirms recent laboratory studies which predict that O atoms have a 

significantly larger binding energy than the 800 K which was previously assumed in 

astrochemical models.1-4 The binding energy extracted is 14 ± 0.3 kJ mol-1 which results in O 

atoms having an appreciable residence time on our surfaces up to surface temperatures of 

approximately 70 K. In contrast it has been previously shown that, under similar experimental 

conditions, H atoms have a low residence time at surface temperatures above 20 K.5, 6 It therefore 

follows that O atom reactivity will continue to occur on the surface of interstellar dust grains 

during the warm up phase of a cloud, after H atoms have desorbed from their surfaces. 

Furthermore, the elevated surface temperatures of the dust will increase the thermal energy 

available to overcome activation energies. It therefore seems likely that the formation of 

oxygenated species on the surface of dust grains will increase during the early stages of the warm 

up phase of an interstellar cloud.  

In Chapter Three the reaction of propyne and O atoms on a low temperature surface was shown 

to generate a single addition product, a double addition product and a polymer. The single addition 

product was identified to be composed of two isomers, methyl ketene and propenal. In the gas-

phase the reaction of propyne and O atoms generates propenal and methyl ketene which dissociate 

into CO and C2H4. However, no CO or C2H4 was detected in our experimental studies. Detailed 

computational studies have shown that the activation energies of the reactions which form methyl 

ketene and propenal in the gas-phase have an approximate height of 10 kJ mol-1 whereas the 

barriers to dissociation have a minimum height of 310 kJ mol-1.7, 8 A comparison between our 

results and studies in the gas-phase, without the aid of the detailed computational study, may have 

presumed that the formation of different products (methyl ketene and propenal in our experiments 

and CO and C2H4 in the gas-phase) was a signature of different reaction pathways. When in fact, 

it appears that different products are formed since the barriers for methyl ketene and propenal to 

dissociate are too large to be overcome at low temperatures and so propenal and methyl ketene 

are stable under our experimental conditions. Indeed, the ER mechanism’s reaction probability 

extracted from our experimental data indicate that the activation energy for a single O atom to 
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add to propyne is 9.1 ± 0.77 kJ mol-1 which is comparable to the maximum activation energy 

required to produce propenal and methyl ketene in the gas-phase. Our study highlights the errors 

that can occur by assuming that gas-phase reactions and low temperature surface reactions yield 

the same products and require the same activation energy to proceed. Clearly, in the gas-phase 

the rate determining step is the dissociation of propenal and methyl ketene to form CO and C2H4. 

Conversley, at low temperatures, on surfaces, propenal and methyl ketene are stable since this 

barrier to dissociation is far too large to be overcome. The rate determining step for the surface 

reaction is likely to be the isomerisation of methyl ketocarbene to form methyl ketene or propenal. 

Furthermore, since on the surface propenal and methyl ketene are stable a second oxygen atom 

addition can occur. The addition of a second O atom to propenal is likely to result in 

glycidaldehyde and a polymeric species which is likely to be poly(β-propiolactone). Again, gas-

phase studies of the O atom addition to propyne would not predict these products.  

In Chapter Four a single oxygen atom was shown to add to an acrylonitrile molecular ice at low 

temperatures. The reaction of acrylonitrile and O atoms provides a direct comparison between the 

reactivity of C=C and C≡N bonds under interstellar conditions. The O atom addition to 

acrylonitrile is believed to occur at the C=C bond rather than the C≡N bond. In separate 

experiments O atoms were co-dosed with HCN or methyl cyanide and no products were observed 

within the detection efficiency of our apparatus. Since no reaction between O atoms and HCN or 

methyl cyanide was observed it seems that the C≡N is stable with respect to O atom addition 

under interstellar conditions. Previous studies in the Price group have shown that an O atom 

addition to a double bond results in an epoxide,9 and so the product of the reaction between 

acrylonitrile and O atoms is believed to be cyanoethylene oxide. There is more agreement between 

the surface reaction of acrylonitrile and O atoms in this study and previous gas-phase studies. The 

gas-phase reaction is believed to proceed via the formation of a biradical species which 

subsequently undergoes stabilisation to an epoxide ring.10 The activation energy extracted in this 

gas-phase study is 7.1 kJ mol-1 which is comparable to the barrier extracted using the reaction 

probability of the ER mechanism in our study of 6.7 ± 0.41 kJ mol-1.  

More generally both the reactions studied in Chapters Three and Four indicate that O atoms 

readily add to C=C and C≡C but not C≡N bonds on surfaces under interstellar conditions. The 

formation of products suggests that thermal reactions on interstellar dust grain surfaces may play 

a significant role in the formation of complex organic molecules. As discussed in Section 1.9, 

previously, the rate coefficient for the surface reaction of ethene and O atoms to form ethylene 

oxide has been incorporated into the rate equation astrochemical model UCL_CHEM.11, 12 These 

studies were able to confirm that O atoms can add to ethene under interstellar conditions.  In a 

similar way the rate coefficients for the reaction of O atoms with propyne and acrylonitrile could 

also be included in such models. In the case of the reaction of propyne and O atoms it would be 

interesting to determine whether the dominant formation pathway of propenal is the addition of 
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H atoms to propynal or the addition of propyne to O atoms. One could also determine whether 

either or both pathways can account for the observed abundances of propenal. More generally it 

would be interesting to determine if under interstellar conditions a significant degree of oxidation 

can occur during the warm up phase of an interstellar cloud. As discussed previously H atoms 

will have a low residence time above 20 K in the ISM and so will desorb from the surface of 

interstellar dust grains almost immediately during the warm up phase of an interstellar cloud. 

Conversely, the large binding energy of O atoms under interstellar conditions will result in an 

appreciable O atom surface abundance above 20 K. Furthermore, the elevated surface 

temperatures will result in larger diffusion and reaction coefficients. It therefore seems likely that 

there may be a period of time in the warm up phase of an interstellar cloud where a significant 

degree of oxidation can occur.  Further astrochemical modelling will be able to determine the 

feasibility of these pathways under interstellar conditions.  

 

6.1.2 Small Molecule Desorption of Amorphous Porous Carbonaceous Dust Grains 

 

In Chapter Five the desorption characteristics of O2 and CO2 from a surface of a fullerene-like 

amorphous porous carbonaceous dust grain were presented. Both molecules were found to have 

binding energies which were up to twice as large as their binding energies to a graphite surface. 

These higher energy binding sites were shown to increase the time taken for a monolayer of O2 

and CO2 to desorb from the surface of interstellar grains by 3.0 × 103 years 3.5 × 103 years 

respectively when compared to binding energies extracted from a graphite surface. The results 

highlight the need for the desorption characteristics of small molecules to be studied on the 

surfaces of other prototypical carbonaceous dust grains. Carbonaceous dust grains clearly evolve 

in the ISM and so desorption characteristics of small molecules in different regions of the ISM 

may provide an indication of the chemical structure of grains in each region.  

 

6.2 Further Work 
 

6.2.1 Further Studies of the Reactions of Atoms on Surfaces 

 

The installation of the QMS into the experimental chamber at UCL has dramatically increased 

the sensitivity of the apparatus. As discussed in Section 2.9 the TOFMS typically collected ~250 

counts per monolayer whereas the QMS collects ~ 340000 per monolayer. The increased 

sensitivity will enable a submonolayer coverage of reactants, such as propyne or acrylonitrile, to 

be deposited onto the surface which can then be irradiated with atomic species, rather than having 

to co-deposit the reactants with the atomic species as in the experiments described in Chapters 

Three and Four. This dosing regime has several advantages. Firstly it will enable the ER and LH 
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mechanisms to be observed in separate experiments. In the experiments described in this thesis 

the LH and ER mechanisms contributions to the overall reaction can only be determined by 

modelling. If the atomic species is highly mobile such as in the case of the O atom, the LH 

mechanism is largely dependent upon the surface temperature. Conversely, the ER mechanism is 

largely dependent upon the surface coverage. By performing experiments at a fixed surface 

temperature and varying the surface coverage one can more precisely quantify the contribution of 

the ER mechanism to the overall reaction. Secondly, depositing the propyne or acrylonitrile onto 

the surface prior to irradiating the molecules with the atomic species means that only one ER 

mechanism must be modelled since only the atomic species can be the gas-phase reactant. Thirdly 

the dose of the atomic species which fully oxygenates the submonolayer coverage of propyne or 

acrylonitrile can be determined. The dose of the atomic species needed to fully oxygenate a 

submonolayer coverage of propyne or acrylonitrile would provide a more precise measurement 

of the reaction probability. Fourthly, several reactions have been studied at UCL for which no 

products were observed within the detection efficiency of the TOFMS. For example CO + O, 

however this reaction was observed to proceed in other research groups and so revisiting reactions 

with the new increased sensitivity of the apparatus may reveal new reaction pathways on 

interstellar dust grains. Lastly, there are two delivery lines installed into the chamber at UCL. In 

the experiments described in Chapters Three and Four, one delivery line was used to generate the 

O atoms via a microwave discharge in O2 and one was used to co-deposit the propyne or 

acrylonitrile. However, if the propyne or acrylonitrile is pre-deposited onto the surface, it will be 

possible to use the second dosing line to introduce another atomic species, for example H atoms 

via a microwave discharge in H2, and so O atoms and H atoms can be co-deposited onto the pre-

deposited propyne or acrylonitrile ice. Preliminary experiments at UCL have shown that propyne 

and acrylonitrile also react with H atoms on surfaces, under astrophysical conditions. Co-

depositing O and H atoms onto pre-deposited acrylonitrile or propyne would provide a direct 

comparison between these two atomic species. One would also be able to observe the reaction of 

propyne or acrylonitrile with reactive species formed when H and O atoms are co-deposited onto 

surfaces at low temperature, such as OH, HO2 and H2O2. 

Whilst O atoms are the third most abundant species in the ISM, N atoms have an abundance 

approximately 10 times smaller than O atoms in the ISM. It would therefore be a logical step 

forward to generate N atoms in a microwave discharge in N2. Efforts have already been made to 

produce N atoms. However, the N≡N bond is an extremely strong bond and so the dissociation 

efficiency was found to only be a few percent. McCullough et al. show that an enhanced 

dissociation efficiency can be obtained by applying an axial magnetic field to the discharge cell.13 

Therefore, in order to obtain the maximum possible flux of N atoms, a current could be passed 

through a coil of wire which was wrapped around the discharge cell to produce an axial magnetic 

field. 
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The QMS has not only increased the sensitivity of the apparatus but also the mass range of 

products that can be observed. Previously, the TOFMS had a mass range of 0 – 120 AMU, 

whereas the QMS has a mass range of 1-300 AMU. In preliminary studies, a single oxygen atom 

addition has been observed to toluene. However, due to the large mass of toluene, potential double 

addition and triple addition products were unable to be observed. The addition of the Eurotherm 

controller into the experimental apparatus has enabled linear heating during the TPD experiment. 

One can therefore perform several TPD experiments and use the Polyani-Wigner equations to 

determine the desorption energy of each reactant from the surface. Determining the desorption 

energy of each reactant would reduce the number of free parameters in our kinetic model. A final 

development of the studies presented in Chapters Three and Four would be to develop a Monte 

Carlo model to describe the experimental results. Monte Carlo simulations take account of the 

structure of the ice and include statistical fluctuations.  Indeed, it has been shown that Monte 

Carlo models can provide a more accurate extrapolation of reactions observed in the laboratory 

into reactions occurring in the interstellar medium.14 

 

6.2.2 Further Studies of the Reactions of Atoms on Surfaces using Scanning Tunnelling 

microscopy. 

 

As discussed throughout this thesis the high diffusion coefficient of oxygen atoms on the surface 

of interstellar dust grain analogues is observed indirectly via the production of high yields of O3. 

However, to confirm this high diffusion coefficient, direct observation of O atom diffusion is 

required. Such experiments could be performed via scanning tunnelling microscopy (STM).15-18   

Previously, the diffusion of O atoms has been studied on a Ni(100) surface.19 In this case O2 was 

deposited onto a clean Ni(100) surface and annealed to 330 °C. The O2 underwent dissociative 

adsorption onto the Ni(110) surface resulting in O atoms bound to the nickel surface. Upon 

inspection of the surface, the authors observed spikes in the STM traces caused by transient O 

atoms in the tunnelling region of the STM. The authors determined a jump frequency of 2 × 104 

s-1 and a diffusion coefficient of 6 × 1012 cm2 s-1 at a surface temperature of 353 K. However, the 

O atoms bound to the Ni(100) surface represent chemisorption sites on a metal surface and so are 

not astrophysically relevant. To determine the O atom diffusion coefficient relevant to 

astrochemistry one would need to observe the hopping rate of O atoms on an interstellar dust 

grain analogue at cryogenic temperatures, where the O atoms reside in physisorption sites. In 

these experiments O atoms would be dosed onto the surface of an interstellar dust grain analogue 

at a surface temperature at which the O atom diffusion is effectively negligible and so the O atoms 

would be immobile. Indirect observations of the O atom diffusion coefficient on a silicate surface 

indicates this surface temperature, at which O atoms would be immobile, is close to 5 K (Figure 

6.2.2.1).20 One would then raise the surface temperature and determine the change in O atom 

hopping rate and diffusion constant at a series of fixed surface temperatures. To maintain surface 
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temperatures between 5 K (the temperature at which O atoms are immobile) and 70 K (the 

approximate temperature at which O atoms desorb from the surface) the interstellar dust grain 

analogue would need to be mounted onto a helium cryostat coupled with a heater. Since O atoms 

have been shown to have similar diffusion coefficients on several different interstellar dust grain 

analogues,20 it may be favourable to first observe O atom diffusion from physisorption sites  on a 

metal surface. Whilst a metal surface is not representative of interstellar dust grains electron 

microscopy on metal surfaces is experimentally more feasible on atomically flat conducting 

materials.  

 

 

Figure 6.2.2.1: Black squares represent diffusion constants of O 

atoms on amorphous silicate as a function of 

temperature. The red solid line is a best fit of 

diffusion constant vs. temperature. Taken from 

reference 20.  

 

6.2.2 Further Studies of Thermal Desorption from Amorphous Porous Interstellar Dust 

Grains 

 

  

The experiments presented in Chapter Five clearly demonstrate that the desorption of small 

molecules from the surface of graphite may not be representative of the desorption of small 

molecules from carbonaceous interstellar dust grains. During the experiments, discussed in 

Chapter Five, there were clear signs in the TPD data that O2 and CO2 were desorbing from the 

graphite surface onto which the APCDGs were deposited. Hence, the experiments would be 

improved by depositing the APCDG across the entire graphite surface to determine if there are 

‘graphitic like’ absorption sites for these molecules on the surface or if indeed as we expect, we 

are seeing adsorption sites on the uncovered graphite surface. Since these surfaces are fullerene-

like and not a pure deposit of fullerenes, it would be interesting to note the difference in desorption 

behaviour from our surfaces and a pure C60 deposit. This experiment would determine if it is 

indeed the chemical nature of fullerenes that enables these high energy binding sites to exist or 

whether it is the ‘broken’ structure of the amorphous fullerenes in our deposit. It would also be 
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advantageous to perform Van der Waals calculations, similar to those performed by Ulbritch et 

al. to investigate the binding energy sites available on a fullerene surface.21 

Preliminary experiments on the surface of the APCDG also show that N2, O3, and CO also find 

high energy binding sites on the APCDG surface. However, H2O was not observed to exhibit 

higher energy binding sites. This is in line with the observations by Ulbritch et al. where water 

was not observed to have high energy binding sites on the surface of SWCNTs. Preliminary 

experiments also suggest that O2 may react with the surface to form CO and CO2, although further 

experiments are needed to confirm this.  Preliminary experiments were also performed in which 

O atoms and O2 were deposited onto the APCDG, we observed that the yields of O3 were 

significantly smaller than on a graphite surface which possibly implies that the O atoms are 

consumed by the surface. However, since the surface area of the APCDG surface is unknown this 

low yield may also be due to extremely low surface coverages. Finally, preliminary experiments 

also show that when propene (C3H6) and O atoms are dosed onto the APCDG a product is 

observed with the empirical formula (C4H6O) indicating that CO formed on the surface can add 

to C=C bonds.  

6.3 Summary 
 

This chapter has provided an overview of some of the potential future directions for the work 

presented in this thesis. Some of this work would continue to identify O atom addition reactions 

occurring on molecular ices and then extend this to include the co-deposition of H and O atoms. 

The increased sensitivity and mass range of the mass spectrometer will also enable a wider range 

of reactions to be studied. However, the reactivity and desorption kinetics from the surface of 

different APCDG surfaces would provide a unique future direction for this project. Whatever the 

future direction of this project the unprecedented spatial resolution of the new telescopes the 

Atacama Large Millimetre Array (ALMA) and the James Webb Space Telescope (JWST), will 

undoubtedly provide an unpresidented number of new queries to be addressed by laboratory 

astrochemists.   
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