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ABSTRACT

This PhD thesis comprises an exploratory study in digital mammography physics that portrays two
essential components. The first component (1) presents the first national survey of the technical
performance of mammography equipment in Malta using the European Protocol [1-3]. This
demonstrated considerable differences in the technical performance of the mammography units
across the country with a wide range in performance, patient dose and image quality. A common
problem was that many clinics had implemented computed radiography (CR) systems to replace
existing film-screen (FS) systems without due consideration to optimization. All direct digital (DR)
mammography units met current international technical performance standards and the
effectiveness of DR mammography in reducing patient dose and maintaining high image quality
compared to CR has been confirmed. The second component (2) was to explore the use of a
figure-of-merit (FOM) for optimization and characterisation in digital mammography. The use of
image quality parameters in digital mammography such as contrast-to-noise ratio (CNR) or signal-
difference-to-noise ratio (SDNR), signal-to-noise ratio (SNR) and detective quantum efficiency
(DQE) have been traditionally used for the quantitative evaluation of the system performance
against international standards or guidelines. The use of FOMs is relatively new and may be
considered as a new quality assurance tool in digital mammography permitting the quantitative
and simultaneous assessment of image quality and patient dose. The main objective in having a
FOM is to have a numerical expression representing the efficiency and efficacy of a given system
gauging how good or poor a system is performing. This may be useful in optimization and in
predicting a predetermined or expected image quality with a given amount of radiation dose for a
given system. The most interesting aspect of the FOMs in this work will be to investigate and

explore the possibility for inter-system comparison.
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ABBREVIATIONS

eNEQp - Effective Noise equivalent quanta (normalized to MGD multiplied by object contrast)
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CHAPTER 1

INTRODUCTION AND BACKGROUND

Introduction

The Malta National Breast Screening Programme (MNBSP) is a service dedicated to breast
screening and separate from the symptomatic services within the main general hospital, Mater Dei
Hospital, Malta. It is sited at the National Screening Centre at Lascaris Wharf, Valletta, Malta. The
MNBSP provides free breast screening every three years for all women residing in the Maltese
Islands aged 50 to 60 years. The MNBSP is an effective part of the Maltese Government’s effort
to reduce the death toll from breast cancer. Research has shown that screening programmes in

other countries have lowered mortality rates from breast cancer [8].

The programme was set up by the Health Care Services Division within the Ministry for Social
Policy in late 2007 with the first direct digital (DR) mammography unit being operational in 2009,
in response to the recommendations of a specific working group. The Government appointed a
group of experts who have advised on setting up the programme according to European quality
standards [1, 2]. Further still, the MNBSP is nationally coordinated and sets national standards

which are monitored through European quality assurance networks.

The demand for mammography screening in Malta is on the rise mainly due to media awareness.
Consequently, women of all age groups attend either the MNBSP or private clinics for their routine
mammogram. Although, this is something good, the author of this work as a medical physicist felt
that mammography practice in Malta should be explored and audited so that the existing digital
mammography units could be evaluated, characterized, optimized and compared in a simple and

effective way.

This exploratory work commenced with the (1) first Maltese national mammography survey

confirming the effectiveness of DR mammography in breast cancer screening. Patient data was
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made available from three clinics out of the participating nine. A dose survey of mean glandular
dose (MGD) for 759 patients examined in the state-owned mammography facilities was
performed. A MGD national diagnostic reference level (DRL) was set at 1.87 mGy for patients
with breast compression thicknesses (BCT) between 5.0 cm and 7.0 cm. This wide range in BCT
was chosen since patient data was retrieved from three clinics only and the results showed that
other international BCT reference levels may be unsuitable for the Maltese population. The survey
results have shown that the technical standard of mammographic equipment in the MNBSP is at
par with other countries, including its Western European counterparts. However, the survey also
showed that there is still need for optimization, especially the in units installed within the private

sector.

The (2) second step of this exploration was done to evaluate the displayed MGD vis-a-vis the
calculated values and whether the displayed values can be confidently used for DRL and
optimization purposes. Modern DR units display the MGD and the entrance surface or incident air
kerma (K or ESAK) to the breast following each exposure. Information on how these values are
calculated is limited or absent and knowing how displayed MGD values compare and correlate to
conventional Monte Carlo-based methods may be useful. From measurements done on
polymethyl methacrylate (PMMA) phantoms, it has been shown that displayed and calculated
MGD values are similar for thin to medium thicknesses and appear to differ with larger PMMA
thicknesses. Consequently, a multiple linear regression analysis on the data was performed to
generate models by which displayed MGD values on two DR units within MNBSP included in the
study may be converted to the Monte Carlo values calculated by conventional methods. These
models should be a useful tool for medical physicists requiring MGD data from similar DR units and

should reduce survey time spent on dose calculations.

The (3) next step was to compare a number of measured image quality parameters using
processed and unprocessed or raw images in the same DR units and one Computed Radiography
(CR) mammography system. This part of the study was essential as it showed that difference
between raw and processed image data are system-specific. The results have shown that there
are no significant differences between raw and processed data in the mean threshold-contrast

values using the CDMAM phantom in all the systems investigated, however these results cannot
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be generalized to all available systems. Differences were noted in contrast-to-noise ratio (CNR)
and in other tests including: response function, Modulation Transfer Function (MTF), Noise
Equivalent Quanta (NEQ), Normalised Noise Power Spectra (NNPS) and Detective Quantum
Efficiency (DQE) as specified in IEC 62220-1-2 [9]. Consequently, it was concluded and strongly
recommended to use raw data for all image quality analyses in digital mammography. The (4) final

step is addressed in the next section.

THE FIGURE-OF-MERIT - NOVELTY IN CHARACTERISATION AND
OPTIMIZATION IN DIGITAL MAMMOGRAPHY

The use of image quality parameters in digital mammography such as CNR, signal-to-noise ratio
(SNR) and DQE have been widely used and employed with the intention of detector evaluation
and/or quantitative evaluation of the system performance. These parameters are useful in
ensuring adequate system performance when tests are done against international standards or
guidelines. CNR and SNR are relative quantities that lie within a range which is manufacturer and
system-dependent. The use of a figure-of-merit (FOM) is a relatively new concept as a tool in
digital mammography permitting the quantitative assessment in terms of image quality and

patient dose.

Since radiographic contrast is less important in digital mammography due to the separation of
image acquisition and display, the optimization processes between film-screen (FS) and digital
mammography differ too. The contrast measure of choice in digital mammography should be the
CNR [10]. The FOM is seen as a complimentary parameter and as an objective means of

optimization in digital mammography.

Early breast cancer detection is very desirable however this is heavily influenced by many factors
that require optimization and evaluation in mammography. These factors mainly include the
beam spectra, MGD, detector performance and detector characteristics, image processing, image
display and the radiographic technique. The objective of optimization is to establish standardized
imaging protocols by determining the optimal trade-off between image quality and dose, which is
especially important for screening mammography given the lifetime risk to women who undergo
annual mammography examinations [11]. The use of a FOM presents a very attractive way in

performing such an optimization and evaluation process in any available digital mammography
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unit. The general concept behind the FOM is that a number is calculated for any particular system,
the magnitude of which reflects its performance. The larger the FOM for any particular system the
better is its performance. The FOM should be independent of the dose level employed, given that

the system used is quantum limited [12].

Flowchart 1.1. Design of this exploration work.
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EXPERIMENTAL ERRORS

Experimental error is the difference between a measurement and the true value or between two
measured values. Experimental error, itself, is measured by its accuracy and precision. Errors are
normally classified in three categories: systematic errors, random errors, and blunders [13]. The
knowledge of the magnitude of a measurement’s uncertainty can be used to gauge the confidence
that should be placed in the measurement, especially when it is compared to another

measurement produced using different test equipment or protocols [14].
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Systematic Errors

Systematic errors are due to identified causes and can, in principle, be eliminated. Errors of this
type result in measured values that are consistently too high or consistently too low. Systematic

errors may be of four kinds:

1. Instrumental: for example, a poorly calibrated instrument such as a dosimeter or ion
chamber.

2. Observational: for example, parallax in reading a meter scale.

3. Environmental: for example, the pressure, temperature and humidity that might affect the
dose reading in ion chambers.

4. Theoretical: due to simplification of the model system or approximations in the equations
describing it. For example, if your theory says that the temperature of the surrounding will
not affect the readings taken when it actually does, then this factor will introduce a source

of error.

Random Errors

Random errors are positive and negative fluctuations that cause about one-half of the
measurements to be too high and one-half to be too low. Sources of random errors cannot always

be identified. Possible sources of random errors could be:

1. Observational: for example, errors in judgment of an observer when reading the scale of a
measuring device to the smallest division.
2. Environmental: for example, unpredictable fluctuations in line voltage, temperature or

mechanical vibrations of equipment.

Random errors, unlike systematic errors, can often be quantified by statistical analysis, therefore,
the effects of random errors on the quantity or physical law under investigation can often be

determined.

Repeated measurements produce a series of data that are all slightly different. They vary in

random about an average value.
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Blunders

A final source of error, called a blunder, is an outright mistake. A person may record a wrong
value, misread a scale, forget a digit when reading a scale or recording a measurement, or make a
similar blunder. Multiple measurements or if one person checks the work of another blunders

should be avoided.

Errors in this work

In this work it is envisaged that only random errors were the source of uncertainty in the data
collected. The electronic measuring devices used e.g. ion chambers, dosimeters and kV meters,
were fully calibrated as recommended by the respective manufacturer. Further still, data
collected in this thesis was retrieved from mammography rooms which had controlled ambient
conditions. Repeated readings for each specified condition was not always feasible, especially in
chapters 4, 5 and 6. It must be emphasised that each mammography unit included in this study is
used clinically and the time allocated for this study was very limited. Nevertheless, any
measurements taken were done using the strict instructions laid down by relevant published

protocols [1, 2, 15, 16].
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CHAPTER 2

LITERATURE REVIEW

1.0 Mammography practice in Malta: evaluation of breast
cancer screening and clinical mammography.

INTRODUCTION AND BACKGROUND

Malta has recently launched its first national breast screening program, the MNBSP, in October,
2009 in Lascaris, Valletta. A second mammography unit serving the program was introduced in
the neighbouring island, Gozo, in September 2010. Both systems employed consist of DR systems.
There are also other various private institutions around the islands that are actively involved in
breast cancer screening. Clinical mammography is mainly performed in Mater Dei Hospital, Malta
and also in the mentioned private institutions. Although, the majority of these systems are digital
(CR and DR), FS systems are still available and operational. To-date, no national technical
evaluation has been done to benchmark the level of image quality and radiation dose for
mammography practice in Malta. There is neither the presence of a national protocol for the
evaluation of the performance of mammography systems. Consequently, there has been no
formal optimization process and evaluation of the technical performance of the available

mammographic systems in breast cancer screening and clinical mammography.

The establishment of reference levels is very important for the intra-comparison of
mammographic systems and allows direct comparison with the specific recommendations made
by the European protocol [2]. Future quality assurance and/or medical physics-related tests on
mammographic systems serving the breast screening program or clinical mammography could be
compared to the mentioned established benchmark values. This will ensure the maintenance of
image quality and radiation doses to patients undergoing mammography examinations. The

establishment of reference levels is also very important as it provides women of breast screening
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age with very important information on which mammography unit performs best, permitting an

informed choice in their selection if desired.

Following technical evaluation and optimization of the mammography systems, breast radiation
doses amongst Maltese women of breast screening age can be measured, categorized and audited
in both breast cancer screening and clinical mammography centres. Hence, breast doses in Malta
were compared to the doses in other European countries. In conjunction to this, the influence of
patient characteristics, e.g. type, breast density, and implants on radiation dose and image quality
can be evaluated amongst the Maltese women of breast screening age. In addition, a risk-benefit
analysis may be conducted in the future which will determine the efficacy of breast cancer
detection in the Maltese population and determine the clinical efficiency of the MNBSP. The
technical evaluation of the used mammographic systems was also useful to evaluate the systems
employed i.e. whether the move from FS to digital is justified and whether CR should be phased

out and replaced by DR technology.

EQUIPMENT PERFORMANCE

Film-screen mammography performance testing and quality assurance.

To-date mammography is the most efficient and available modality for the detection of breast
cancer both in the clinical and the screening environments. In countries categorized as first level
health care countries [17], several QC protocols have been made [1, 2, 16, 18-21]. There seems to
be a general consensus amongst European mammographic institutions, whether involved in breast
cancer screening or clinical mammography to adhere to the technical recommendations made by
the European guidelines for quality assurance in breast cancer screening and diagnosis [1, 2].

However, other protocols are available, valid and used in various countries [22-24].

A national pilot project on the implementation of the European protocol for the QC of the
technical aspects of mammography screening as well as the European protocol for dosimetry in
mammography was conducted in Bulgaria [20]. The survey demonstrated considerable differences

in the technical condition of the mammography units that resulted in varying image quality. The

24|Page of 245



Mark Borg — PhD thesis

measured values of K showed significant variations. Doses for 45% of the units were found to be
below the European reference levels [1, 2]. The values for MGD ranged from 0.35 to 3.47 mGy. In
this study, the main problems found were film processing, optical density (OD) control settings and
AEC adjustment. The results showed the importance of film OD measurements and dose
assessment. It was concluded that X-ray mammography in the Bulgaria needs optimization.
Comprehensive quality assurance mammography programs should be adopted in all departments

covering permanent QC of the equipment, image quality and breast dose [20].

Serbia and Croatia are relatively small European countries with a majority of FS mammography
units serving clinical and screening services. A national audit of mammography equipment
performance was carried out in Croatia in 2008 with the purpose of introducing quality control
based on the European Commission guidelines [25]. In addition, patient doses and image quality
were audited to evaluate how the European recommendations and principles of optimization
could be implemented in Croatia. The MGD to the standard breast (45 mm of PMMA) using
clinical exposure factors, ranged from 0.43 to 2.4 mGy. Two of the 121 units investigated had a
MGD above the European reference levels [1, 2]. No image quality problems were reported in this
audit apart from unsatisfying viewing conditions including ambient light and viewing boxes in the
majority of the systems analyzed. The survey showed that the main problem in Croatia is the lack
of written QA/QC procedures within imaging departments across the country. Another problem is
that there is a lack of trained breast radiologists and medical physicists in the country.
Consequently, equipment performance, image quality and MGD are unstable and activities to aid

optimization are not evidence-based.

Similar problems were reported in a more recent study in Croatia and Serbia [26]. The purpose of
this study was to investigate the need for and the possible achievements of a comprehensive QA
program and to look at effects of simple corrective actions based on the European guidelines [1,
2]. In Croatia although QA is mandatory there is still no detailed framework with a lack of national
guidelines on QC. This study consisted of a two-phase project, the initial stage being the technical
evaluation of the mammography systems included in breast cancer screening in Serbia and
Croatia. The second stage consisted of the evaluation of the image quality of images form a

radiological perspective using the European guidelines [1, 2] after the corrective actions taken in
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the first stage. The images were rated as A (full acceptability), B (acceptable with some remarks)
or C (rejected). Images rated B or C, were further ranked according to the remarks made by the
reporting radiologists. A reject analysis was further performed and monitored over a two-week
period to estimate the rejection-rate in the mammography systems assessed. In general, the
performance of the systems was found to be satisfactory and conformant with the European
guidelines. Major issues were again found to be present in OD and viewing conditions. After the
implementation of any possible corrective action, images rated B and C were reduced and further
still the image rejection rate was significantly decreased. In this study no reference is made to
optimization in digital mammography systems however, it has been demonstrated how simple

guantitative assessments of clinical image quality can be used for optimization purposes.

Another study, conducted exclusively in Serbia was intended to determine the appropriateness of
mammography practice for both diagnostic and potential screening services [27]. The authors
claim that this is the first assessment of mammography practice in Serbia. This study has
introduced the concept of a simple three-level quantitative assessment model for optimization
purposes.  Again in this study the European guidelines [1, 2] have been adopted for the
assessment of patient doses, image quality and other technical aspects of the mammography
imaging chain. The objective was to identify any weak points and suggest methods of
improvement. Similar to the previous study [26], this work consisted of a two-phase project. The
first phases included the assessment of the technical performance of the mammography units and
to identify areas needing optimization and corrective action. The second phase included a simple
reassessment of the mammography units tested in the first phase. The same A, B and C method
for image quality assessment was used as described before [26]. Therefore, the first phase was
the determination of the actual situation, while the second phase was the evaluation of the effect
of corrective actions. As with other studies conducted in Serbia and Croatia [25, 26], no reference
is made to digital mammography systems despite their availability. The same problems that were
identified in previous studies were noted. Further still, application of the European guidelines [1,
2] was once again proven useful for the optimization of mammography practice. Doses to the
breast in the participating three major hospitals in the first phase were 2.84, 1.77 and 2.20 mGy.
The corresponding values in the second phase were 2.55, 1.40 and 1.08 mGy respectively. Image

quality was also significantly improved in both craniocaudal (CC) and mediolateral oblique (MLO)
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views. This was evident in both the radiological image quality assessment (i.e. the reduction of
images rated ‘C’) and also in terms of basic image quality parameters like spatial and contrast

resolution using a test phantom like the TOR MAS (Leeds Test Object, UK).

Digital Mammography

Different technologies

Digital mammography is expected to replace current conventional FS systems in screening
programs in the near future. An important advantage in digital mammography is that it separates
image acquisition and display, allowing the degree of contrast in the image to be adapted to the
local density of the breast [28]. Computer-aided diagnosis (CAD) is an exceptionally useful tool
and add-on to digital mammography, helping radiologists in their diagnoses. The major
disadvantage of digital mammography, especially direct digital is its cost, reaching up to four times
the cost of a FS system [29]. Several different types of detectors are employed in digital
mammography. These are briefly described in the following sections based on the literature by

Yaffe in the book by Bick and Diekmann [30].

Phosphor-Flat Panel

Phosphor flat panel detector systems (figure 2.1) are based on a large-area glass plate. Using solid-
state manufacturing techniques, a rectangular array of light sensitive photodiodes is deposited
onto the plate. These are interconnected with an array of control and data lines as well as a thin
film transistor (TFT) switch adjacent to each photodiode. These electronic components are
fabricated using amorphous silicon technology. X-rays are absorbed by a layer of thallium-
activated caesium iodide phosphor Csl(Tl) deposited onto the photodiodes. The photodiodes serve
as the dels of the detector, detect the light emitted by the phosphor and create an electrical
charge signal that is stored on each del. Since Csl can be manufactured to have a needle like or
columnar crystal structure, it can provide a better compromise between quantum efficiency and
spatial resolution than is possible with the granular phosphors used in FS imaging (figure 2.1b). In a
conventional phosphor, the light quanta produced on X-ray absorption readily moves laterally,
leading to increased width of the line spread function. The Csl crystals act as fibre optics or light
pipes to reduce lateral spread. This allows the detector to be made thicker without as much

resolution loss as would occur in conventional phosphors.
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The arrangement of the individual dels with a photodiode and TFT switch is shown in figure 2.1a.
Control lines for each row of the array are energized one at a time and activate all the switches in
that row. A readout line for each column transfers the signal from the del at the activated row to
an amplifier and digitizer. When a given row is activated, the signals from all of the dels on that
row are collected along the readout line for all columns simultaneously. In the system of this type,
produced by General Electric Medical Systems (Milwaukee WI) (figure 2.2), the del pitch is 100
um, the field size is 24 x 30 cm and the digitization is carried out at 14 bits [31]. A comparison
between the performance of the original detector system and one with an improved scintillating
phosphor and reduced noise characteristics [32] was published by Ghetti et al [33]. For flat-
fielding correction, an offset value and gain is measured for each del in the detector. Therefore,
the number of such constants is equal to twice the number of dels in the detector, about 7.2
million values. It is typical to re-measure offset values between images; however, the gain matrix

generally need only be measured occasionally.
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Figure 2.1. Flat panel detector with CsI(Tl) absorber. (a) Detector with photodiode array. TFT readout
element is shown in inset. (b) Structure of CsI: Tl needle phosphor (Reprinted from Enhanced a-Si/CsI-
based flat-panel X-ray detector for mammography [30, 32].

Phosphor-CCD System
In this detector, an X-ray absorbing Csl(TI) phosphor is deposited on a fibre-optic coupling plate,
which conducts light from the phosphor to several rectangular charge-coupled device (CCD) arrays,

arranged end to end. The fibres transmit the optical image from the phosphor to the CCD with
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minimal loss of spatial resolution. The CCD is an electronic chip containing rows and columns of
light-sensitive elements. Light is converted in the CCD to electronic charge. The charge produced
on each element in response to light exposure can be transferred down the columns of each CCD
and read out by a single amplifier and analog-to-digital converter. In the commercial
implementation of this type of detector, the detector is rectangular with approximate dimensions
of 1 x 24 cm. The X-ray beam is collimated into a narrow slot to match this format. To acquire the
image, the X-ray beam and detector are scanned in synchrony across the breast (figure 2.3).
Charge created in the CCD is transferred down the columns from row to row at the same rate, but
in the opposite direction to the physical motion of the detector across the breast so that bundles
of charge are integrated, collected, and read out corresponding to the X-ray transmission incident
on the detector for each X-ray path through the breast. This is referred to as time-delay integration

(TDI).

Scanning systems usually require longer total image acquisition time than full-field detectors. The
slot collimators only allow use of a small portion of the total emission from the X-ray tube so that
the overall heat burden for the tube for a scan is generally considerably higher than for full-field
collimation. Because only part of the breast is irradiated at one time in scanning systems, the
scatter-to-primary ratio is reduced. Collimation occurs before the breast so that transmitted X-rays
are not lost. Normally, an antiscatter grid is not required with scanning systems while grids are

used with full-field detectors. This provides a significant dose advantage for the former.

A slot-beam CCD-based scanning digital mammography system was originally marketed by Fischer
imaging Inc (Denver CO). It employs dels of 54 um. Over a limited portion of the detector, data
can be read out at 27 um intervals to provide a high-resolution mode. Digitization is performed at

12 bits.
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Figure 2.2. Photo of flat-panel detector. (Courtesy, GE Global Research Centre)

Photostimulable Phosphor (PSP) System

PSP systems, which are often referred to as, “computed radiography or CR,” have been widely,
used for many years in general radiographic applications. More recently, they were introduced for
use in digital mammography. The operation of the detector in these systems is based on the
principle of photostimulable luminescence (figure 2.4b). Energy from X-rays is absorbed in a screen
composed of a phosphor material containing a high prevalence of electron trapping sites. The
absorbed energy causes electrons in the phosphor crystal to be temporarily freed from the crystal
matrix and then captured in “traps” within the crystal lattice where they can be stored with
reasonable stability for times ranging from seconds to hours. The number of filled traps in a
particular location is proportional to the amount of X-ray energy absorbed in that location of the

screen.
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Figure 2.3. Slot-format scanned CCD detector with CsI: Tl phosphor [30].
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This analog image is then read by placing the screen in a reading device where it is scanned with a
red laser beam. This causes the electrons to be freed from the traps and to return to their original
state in the crystal lattice. In doing so, they may pass between energy levels in the crystal
structure. These energy levels are defined by small amounts of specific elements deliberately
incorporated into the crystal. The choice of these materials thereby determines the colour of the
light emitted (related to the difference in energy between the levels) as the electron makes its
transition. A typical strategy is to design the crystal to emit blue light, so that this can be measured
with an appropriate optical filter placed in a light-collecting system incorporating a sensitive
photomultiplier tube (figure 2.5a), without interference from the red laser light. The amount of

blue light measured is proportional to the energy of X-rays absorbed by the phosphor.

The phosphor plate is continuous and is not physically divided into dels. The laser beam is scanned
across the plate along one dimension as the plate moves through the reader in the orthogonal
direction and the location of the beam on the surface of the plate at each point in time is used to
define the x—y coordinates of the image. The spatial sampling is determined by the size of the laser
spot (aperture, d) and the distance between sample measurements (pitch, p). A photostimulable
phosphor system for digital mammography was originally introduced commercially by Fuji Film.
The dels are of a nominal size of 50 um. The gain, affects both the sensitivity and noise of the
imaging system. It is important that the light produced from the phosphor is collected efficiently.
If an inadequate amount of light is measured from each interacting X-ray, then the image will
contain additional noise above and beyond the quantum noise, causing the Signal-to-noise Ratio

(SNR) and Detective Quantum Efficiency (DQE) to be reduced.
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Figure 2.4. (a) Operating principle of a conventional phosphor X-ray detector, (b) a photostimulable
phosphor [30].

To increase sensitivity and improve SNR, some photostimulable phosphor system manufacturers
have refined their plate technology to reduce laser scattering and increased the efficiency of light
collection by reading from both the top and bottom surfaces of the phosphor plate (figure 2.5b).
Unlike the other systems, this system employs removable cassettes, which can be used in the
Bucky tray of a standard mammography unit. While there are capital cost savings to this approach,
it does require that phosphor plates be manually transported to the reader for processing.
Because there are multiple detector plates, flat-field correction is normally not performed for the
plates, but only for the plate reader. In principle, correction for nonuniformity of the individual
plates could be done, but this would require precise registration within the reader and would be

time-consuming.
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Figure 2.5. Photostimulable phosphor system (a) mechanism of the PSP, (b) double-sided readout to
increase efficiency [30].

Selenium Flat Panel

In this type of detector, the X-ray absorber is a thin layer (100-200 um) of amorphous selenium.
When X-rays interact with the selenium and produce energetic photoelectrons; these lose their
kinetic energy through multiple interactions with electrons in the outer orbitals of selenium atoms.
The process causes some of these electrons to be liberated and the freed electron and the
corresponding “hole” created by its departure, i.e. the electron—hole pair, form the signal. An
electric field applied between electrodes deposited on the upper and lower surfaces of the
selenium as in figure 2.6a sweeps the charges toward the electrodes. One of the electrodes is
continuous while the opposing one is formed as a large matrix of dels on a glass plate [34]. The
dels act as capacitors to store the charge. At the corner of each del is a TFT switch. Readout of
charge from the dels is accomplished in the same manner as for the phosphor flat plate detector

(figure 2.1), with control lines sequentially activating the TFTs for dels along individual rows.
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Figure 2.6. Selenium system (a) schematic of detector, (b) photo of Anrad detector [30].

The signals from all activated dels are then simultaneously transmitted along readout lines
adjacent to the columns of the matrix to be amplified and digitized. A detector of this type is
produced by Hologic (Danbury CT). Dels are 70 um, with 14-bit digitization. A selenium flat-panel
detector system is also being produced by Anrad (St Laurent Quebec, Canada) with 85 um dels
(figure 2.6b) and this detector is currently used on the Giotto, Planmed, and Siemens systems.
Some of its performance characteristics have been described by Bissonnette et al [35]. Recently,
an amorphous selenium detector that incorporates a different readout design (figure 2.7) has been
introduced by Fuji. In this detector, there are two separate layers of selenium. The upper layer
absorbs X-rays and produces electron—hole pairs similar to the operation of other selenium direct-
conversion detectors. This charge is stored on the capacitance of each del. The lower selenium
layer acts as an optically controlled switch that transfers the stored charge to a set of readout
lines. This allows a del size of 50 um to be achieved while avoiding the need for TFT switches,
which would reduce the detector fill factor in the conventional design and so reduce the geometric

efficiency of the detector.
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Figure 2.7. Selenium flat panel detector with optically switched readout (Fuji Medical) [30].

X-Ray Quantum Counting Systems

The detector systems described previously operate by absorbing the energy from X-rays
interacting with each del in the detector and accumulating the electronic signal produced by all the
X-rays received during that measurement. This signal is then digitized to create the information
corresponding to a pixel of the image. One aspect of these types of detectors is that higher energy
X-ray quanta produce more signals in the detector than those of lower energy and this tends to
weight the image signal to higher energy quanta. These carry comparatively lower image contrast

than lower energy quanta.

Alternatively, the detector can be designed so that each del produces an electronic pulse every
time an X-ray quantum interacts with it. The pulses are then counted to create the signal for that
pixel. Pulse counting has several desirable features. Each interacting X-ray registers exactly one
count regardless of its energy, so that the secondary noise sources discussed earlier associated
with fluctuation in gain are eliminated. In addition, the equal weighting shifts the emphasis in the
image signal away from the higher energies. Counting systems do not require the traditional
analog-to-digital converter; however, it is important that the counting electronics is properly

designed to handle the high rate of incident quanta, which can exceed 10° per second.

Currently, two quantum-counting systems have been introduced. Both use a set of multiple linear
detectors, which are scanned across the image field beyond the breast during image acquisition in
synchrony with an appropriate set of collimator blades located on the X-ray entrance side of the

breast. A precise mechanical scanning system is required in order to avoid image artifacts. The
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detector in the SECTRA system (Stockholm, Sweden) absorbs the X-rays in crystalline silicon (figure
2.8a). The electron—hole pairs produced from each interacting X-ray are collected in an electric
field and shaped into a pulse, which is counted [36]. The XCounter (Stockholm, Sweden) employs a
pressurized gas as the X-ray absorber and pulses of ions created in the gas form the signal as

illustrated in figure 2.8b [37].
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Figure 2.8. (a) X-ray counting detector based on silicon (photo courtesy SECTRA), (b) high pressure
gas ionization detector (XCounter [30]).

In conclusion, it is important to differentiate between DR and CR mammography. True digital
mammography takes and electronic image of the breast and stores directly into a computer or
network. DR mammography is also known to employ less ionizing radiation than FS and CR
mammography and facilitates work throughput as image transmission and storage is much easier
and faster. For women under the age of 50 years and women with heterogeneously dense or
extremely dense breasts, true digital, especially DR mammography, seems to be the modality of

choice.
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An anthropomorphic breast phantom study has shown that true digital mammography is superior
to the FS for the detection and morphologic characterization of microcalcifications larger than 200
um in diameter [38]. However, the resolution and dose performance of CR mammography is
inferior when compared to FS and to DR detectors. In addition, CR offers no productivity
advantage compared to FS mammography, which is enjoyed by true digital systems. Further still,
CR is unable to perform dynamic imaging such as tomosynthesis, limiting its usefulness in future

applications [39]. In fact, the NHS Breast Screening Programme (NHSBSP) states that [40],

“Adoption of direct digital technology

On the 26th May 2010, the Department of Health Advisory Committee on Breast Cancer
Screening decided that direct digital technology was the preferred option for the
introduction of digital mammography into the NHS Breast Screening Programme.

Any new mammography systems introduced by NHS Trusts providing breast screening
within the NHSBSP should therefore now use direct digital technology rather than
computerized radiography.”

Digital mammography performance testing

For the introduction of digital mammography in screening programmes the European Commission
has published the European protocol for the quality control of the physical and technical aspects of
mammography screening part B: digital mammography [2] and very recently a supplement to this
document [3]. A very important change with respect to the protocol for conventional
mammography is that the evaluation of the image quality is now based on a contrast-detail
analysis of COMAM phantom (Artinis, The Netherlands) images. Regarding image acquisition the
protocol for digital mammography deals with image receptor aspects such as response, noise
evaluation, detector homogeneity and memory effects. There are aspects specific for direct
readout (DR) systems like detector element failures and for CR such as interplate sensitivity
variations and image fading. Regarding image display, the quality assurance programme is based
on monitor characteristics such as contrast visibility, resolution, luminance range and conformity

with the DICOM greyscale standard display function [41].

Other relevant protocols and guidelines dedicated to digital mammography testing include the

Institute of Physics and Engineering in Medicine (IPEM) Report 89 [15], the International Electro
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technical Commission (IEC) standards in particular IEC 61223-3-2:2007 [22], NHBSP report 604 [24]

and others.

Direct Radiography (DR) versus Computed Radiography (CR) performance

The limiting values introduced in the European guidelines [2] for a number of test parameters to
be measured pose stringent requirements to digital equipment. This is especially the case for
those tests related to image quality. To avoid the purchase of a digital mammography system with
intrinsic characteristics not able to fulfil the quality requirements of the acceptance tests of the
European guidance document, the Flemish government introduced type testing of digital
equipment in the organization and legislation of their breast cancer screening programme [28].
The type testing protocol of digital equipment has two parts: a physical-technical part following
the acceptance criteria of the European guidelines [2] and a radiological part with evaluation on
screen of a set of clinical images by experienced radiologists. The radiological part brings additional
value to this type testing since the European guidance document does not take into account
objective quantitative measurements on image processing in the context of an acceptance test.
Therefore, a type testing certificate guarantees that the system under consideration can pass the
acceptance tests if tuned correctly and used in an X-ray setup of sufficient quality. The physical-
technical part of type testing of a digital mammography system is performed independently by two
teams recognized by the Flemish government for physical-technical control of digital
mammography systems. On regular meetings of this working party the results obtained by the
different teams in the type testing of digital equipment were compared and discussed [28]. From
this study, DR systems passed the acceptance criteria more easily than CR systems. These results

seem to be in agreement with the UK according to the Digital Steering Group of the NHSBSP [42].

Amongst others, the European guidelines [2] specifies quantitative methods for the evaluation of
image quality of digital mammography systems i.e. the CNR and the SNR. The application of the
European guidelines in the evaluation of CNR and MGD for two digital mammography systems has
been reported [43]. This study consisted of an evaluation of image quality and dose characteristics
of a CR and a DR system. The authors claim that the motivation behind this work was twofold;
primarily that the image quality and the dose characteristics vary between digital systems and

therefore requiring optimization techniques that are completely different than those needed in FS
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systems. The second reason is the possible contribution through experience by the application of
the European guidelines for better harmonization of mammography screening practices.
Regarding the radiation dose to the breasts, early reports indicate a 30% lowering of the dose for
equal image quality for full-field digital mammography (FFDM) compared to FS systems [44]. From
the results achieved in this study [43] the MGD values achieved for both CR and DR systems were
comparable to the achievable values set in the European guidelines [2]. The values achieved are
well below the limiting values specified in the European guidelines. It was noted that the highest
difference between the European limiting value and the measured MGD values was seen with the
largest breast thickness at the 70 mm PMMA. This data indicates the existing potential for image
quality improvement which may be achieved by increasing the dose. As a result it is necessary to
analyze the dose and image quality balance in order to estimate reference values for FFDM
systems [44]. The same results were achieved with the Flemish breast screening programme were
the data obtained indicates that retuning of the AEC for DR systems is required if one is expecting
a constant CNR for all breast thicknesses, particularly for the larger breasts. For CR systems this
AEC retuning was less obvious and marked when compared to the DR systems [28]. In another
study it was shown that in most cases, the AECs of FFDM systems successfully identified exposure
parameters resulting in FOM values near the maximum ones, however, there were several

examples where AEC performance could be improved [45].

The study by Schueller et al [46] was designed to compare the image quality, lesion detection and
diagnostic efficiency of DR and CR mammography in the evaluation of breast lesions. In this
prospective study, 150 patients with suspected lesions underwent imaging with both modalities.
Nine aspects of image quality were evaluated i.e., brightness, contrast, sharpness, noise, artefacts
and detection of anatomic structures (skin, retromammillary space, glandular tissue and
calcifications). In addition the detection of breast lesions and the diagnostic efficiency, based on
the BI-RADS classification (refer to page 37 and 41 for additional detail) [47], were evaluated with
histological and follow-up correlation. For contrast, sharpness, and the detection of anatomic
structures, DR was rated significantly better (p<0.05) than CR. Mass lesions were equally detected,
whereas DR detected more lesions containing microcalcifications. The authors concluded that,
based on image quality parameters, DR is, in part, significantly better than CR mammography.

However, the diagnostic efficiency of DR and CR are equal. It was also concluded that the
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perception and characterization of lesions is not defined solely by the mammography system

employed but also influenced the interpreting radiologist.

The DR and CR systems employed in another study by Muhogora et al exhibited different
characteristic behaviours in CNR and SNR with increased PMMA thickness and this may be
attributed to the fact that in particular CNR based on different technologies is not directly
compatible [43]. Further still, strong variation in SNR are known to be an inherent characteristic
with CR systems [48]. Muhogora et al also stated that the MGD values of both modalities were
comparable with the achievable levels and well below the limiting values specified in the European
guidelines [2]. However, the performance of the DR unit exhibited higher detail visibility than the
CR system when using the TOR MAX phantom (Leeds Test Objects, UK). The authors claim that this

is probably due to the higher quantum efficiency of DR even at relatively low doses.

In a more recently presented study by Kalathaki et al [49], the performance of DR and CR
mammography were compared in respect to dose and image quality for 52 mammography units
participating in the Greek breast screening programme. K values were measured for all the
participating units according to the European guidelines. Image quality was assessed by using the
Gammex RMI 156 mammographic phantom and quantified by assigning a total score based on the
identified phantom structures. Statistical analysis of the results indicated that DR systems
provided a significantly better image quality than the CR systems. Comparison of the mean K
values showed that DR systems provided slightly lower doses than CR however without indicating

a statistical significance at the 5% confidence level.

Technical performance of Full-Field Digital Mammography (FFDM) versus Film-Screen

(FS) mammography.

The results of acceptance testing of 18 FFDM systems for clinical use and of conducting annual
physics surveys of 38 FS mammography systems were compared in terms of exposure times, MGD
and image quality. These evaluations were made using the same test tools on all systems, with
emphasis on assessing automatic exposure control performance and image quality on both digital

and FS systems using clinical techniques. Survey results indicated that digital mammography
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systems performed similarly to FS systems in terms of exposure times and MGD for thin to
intermediate breasts, but that digital mammography systems selected shorter exposure times and
lower MGD for thicker breasts. This is in agreement with previously mentioned studies [43, 44].
FFDM systems yielded mean contrast-detail scores higher than those for FS systems for all the
breast thicknesses. For all breast thicknesses, the 18 digital mammography systems demonstrated
less variance in terms of exposure times, MGD, and contrast-detail scores than did the 38 FS
systems tested. These results indicate that the clinical use of digital mammography may generally
improve image quality for equal or lower breast doses, while providing tighter control on

exposures and image quality than FS mammography [50].

The results of an Italian study, evaluating patient dose showed that FFDM allows a significant
clinical dose reduction compared with FS mammography [51]. From the four FFDM units
evaluated in this study it was concluded that this dose reduction was provided mainly by the
higher energy of the employed spectra. Detector linearity, wide dynamic range, and image
processing make digital systems able to represent mammograms with optimized image contrast
that is not totally dependent on the employed exposure parameters. The use of a Rh target as
opposed to a Mo target, guarantees a lower MGD [51]. A more recent ltalian study [52]
comparing doses form a FFDM unit and a FS mammography having the same X-ray tube and hence
the same spectral characteristics was performed. This study is considered important as it is
difficult to perform a direct comparison in terms of dose between FS and digital mammography
given the diversity in the available mammographic equipment, FS combinations and the different
times in which the available research was performed. Results from this study [52] showed an
overall reduction of MGD by 27% of digital over FS mammography. The dose saving was about

15% for thin and thick breasts while it was between 30% and 40% for intermediate thicknesses.

Microcalcification detection

Studies in mammography microcalcification detection can be grouped in two parts: studies with

patients and studies with phantoms as follows.
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Microcalcification detection - patients

Fischer et al [53] conducted a prospective study aimed at comparing FFDM and FS mammography
in the detection and characterisation of microcalcifications. The image quality and the number of
micro-calcification particles were evaluated and characterized using the BI-RADS method [47].
Image quality of FFDM was assessed as superior to FS mammography in more than 50% of the
cases. FFDM depicted significantly higher number of microcalcifications than FS. The number of
visible calcifications was the same for FFDM and FS in 59% of the cases while, FFDM showed more
calcifications in 41% of all the cases. The authors concluded that FFDM (with a 100 um system)
provided better image quality than FS mammography with mammographic microcalcifications.
The FFDM also has higher sensitivity and reliability in characterizing microcalcifications. FFDM
demonstrated a higher diagnostic accuracy (deviation 0.86 BI-RADS steps) compared with FS
(deviation 0.93 BI-RADS steps). In a more recent study to compare the microcalcifications
detection rate and recall rate in FFDM and FS mammography [54]. It was concluded that screening
using digital mammography leads to higher recall rates for assessment than FS mammography;
however, similar rates of detection of microcalcifications occurred in both imaging modalities. In a
previous study by Di Nubila et al cited by Young et al [55], it was stated that digital mammography
was broadly similar to analogue imaging for the standard views, but appeared to have an
advantage only when the magnification views were compared. Using a magnification technique
allowed the detection of a larger number of microcalcifications than the standard technique with

either system.

Microcalcification detection - phantoms

The results of a phantom study comparing different digital mammographic systems to analogue FS
mammography suggested that direct flat-panel mammography was superior to FS mammography,
to computed mammography and to indirect flat-panel radiography in detecting fibrous structures
[56]. However, all methods detected microcalcifications and round densities equally well. In a
later larger scale study using a breast anthropomorphic phantom it was shown that the detection
rate and morphologic characterization of microcalcifications achieved with flat-panel DR
mammography are comparably as effective as FS mammography [38]. The authors also stated that
in digital mammography, monitor interpretation is diagnostically superior to film interpretation for

the detection of large microcalcifications and that the experience of the interpreting radiologist is
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of vital importance in the diagnostic accuracy using monitors. The authors conclude by stating that
any future breast screening practices should give preference to digital mammography with

monitor interpretation [38].

Image quality and lesion detection in clinical images

Obenauer et al [57] compared clinical FFDM and FS images from the same patients using
subjective comparisons of image quality and lesion detectability. Digital and conventional
mammograms were performed on 55 patients with cytologically or histologically proven tumours.
Seventy-five digital mammograms of patients without tumours were also reviewed along with
their FS mammograms taken previously. Aspects such as contrast, exposure and the presence of
artefacts were evaluated. A three-point ranking scale was used to judge different details such as
the skin and other structures. The detectability and characterisation of microcalcifications and
lesions were also compared and correlated to histology. Artefacts were found in 78% of the
conventional and in none of the digital mammograms. Some anatomical regions were better
visualised by FFDM than by FS. The authors concluded that digital mammography offers better
image quality without artefacts and equal lesion detection. Lesion characterisation was found to
be slightly better using FFDM even though differences in the final diagnostic decision were not

significant.

Digital mammography with soft-copy reading was also reported as superior to FS mammography in
the detection and characterization of breast lesions in a retrospective study by Skaane et al [58].
Two-view mammograms were obtained with digital and FS systems at previous screening studies.
Interpretation included the BI-RADS system [47] and a five-level probability-of-malignancy score.
All cancers were confirmed histologically and images were interpreted by readers in two sessions
that were five weeks apart; the same case was not seen twice in any session. Overall, however
there was no statistically significant difference in the diagnostic performance rating between the

two imaging modalities.

Fischmann et al [59] performed a study in which 200 women without visible or palpable breast

lesions underwent digital mammography of one breast and FS of the other. For all women, one

breast was imaged with the FFDM system and the other with the FS mammography to avoid
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double radiation exposure of the breasts. The modalities were allocated randomly and the same
compression force was applied to both breasts and by the same radiographer. The imaging
parameters were set automatically by both systems. Three readers independently evaluated image
quality, visualisation of calcifications and masses under the same viewing conditions. There was
no difference in the diagnostic classification of the microcalcifications, and also there were no
significant differences in the detection of masses. Readers A and B found better contrast with
FFDM in parenchymal tissue, whereas reader C found a better contrast in fatty tissue. All three
readers found the breast parenchyma to be less dense with FFDM. Finally, in contrast to earlier
studies, there was a non-significant tendency for a higher MGD with FFDM. Digital mammography
demonstrated improved image quality with significantly better depiction of the nipple, skin and

pectoral muscle and better microcalcification detection [59].

Diagnostic Performance of digital and FS mammography - Clinical Trials

There is now general agreement that screening mammography reduces the rate of death from
breast cancer. It is also apparent that younger women (up to 49 years of age) show a smaller
benefit from screening mammography [60]. It is also true that younger women have a lower
incidence for breast cancer, more rapidly growing tumours and greater radiographic density of
breast tissue than women greater than 50 years of age [61]. Greater density reduces the

sensitivity of mammography [62, 63] and increases the risk for breast cancer [64-66].

As stated in previous sections, FFDM employs low-noise detectors with higher detection efficiency
than FS mammography. This may be expressed in terms of DQE and the Noise Power Spectrum
(NPS). These parameters are now widely accepted to show the potential benefits of FFDM over FS
mammography particularly with the limitations mentioned previously [60]. Image processing of
the digitally acquired images whether CR or DR, allows the degree of contrast in the image to be
manipulated and to improve the contrast resolution particularly in breasts having low subject

contrast [38].

Despite the apparent advantages of digital mammography over FS, early clinical trials did not find

digital mammography as being significantly more accurate than FS mammography in the diagnosis
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of breast cancer. The first results of a trial, known as the Colorado Screening Trial | [67] were
published in 2001. This study was performed on 4945 women aged 40 years or older. From the
results of this study 20 cancers were detected using FS mammography and 21 cases were detected
with FFDM. From the population investigated 4 cancers went undetected which eventually
became clinically palpable within a year. These cases represent false negative findings in both
modalities. In conclusion there was no significant difference in the cancer detection rate between
FFDM and FS mammography, however the former showed a significantly lower breast recall rate
(11.5%) as opposed to (13.8%) in FS mammography. However, in comment to this trial, the
NHSPSP claim that the number of cancers detected is small to generalize any findings and that the
sensitivity and the specificity of each modality on its own is low when compared to UK standards

[55].

In 2002, the results of the Colorado Screening Trial Il [68] were published. The main difference
between the two trials is the increase in the screening population size. However, there was still no
significant difference in cancer detection rates by FS mammography and FFDM. There was also no
statistical difference between the sensitivities of the modalities despite the authors claiming such
sensitivities are at or above the expected rate for their population. Nevertheless, a significant
difference was again reported as in the first trial, in the recall rate which is lower for FFDM (11.8%)
when compared to FS mammography (14.9%). However, the positive predictive value (PPV) for
both modalities is effectively similar. An interesting observation in this trial was the difference in
lesion conspicuity between FS mammography and FFDM. The authors claim, this may be
attributed to various factors e.g. the view, the compression applied. Once again the NHSBSP claim
that the performance parameters specified in this study (i.e. sensitivity, specificity, recall rate and
PPV) are quite different when compared to the UK standards and caution is to be taken when

comparing data between US an other countries [55].

In 2003, a comparative study known as the Oslo I study was performed comparing the diagnostic
performance of FS to FFDM systems [69]. Two standard views of each breast were acquired with
each modality. Images underwent independent double reading with use of a five-point scale
indicating the probability of cancer. Recall rates and PPV were also calculated. The authors

concluded that there is no significant difference in cancer detection rate between the two
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modalities. The authors also performed a side-to-side analysis of cancer conspicuity by means of
consensus as equal or slightly better and concluded that the two modalities were equal in some
cases. FFDM is comparable to FS mammography in the detectability and characterization of
microcalcifications and low-contrast objects. Interestingly, from this study it was observed that
little additional information is achieved by applying post processing (zooming) beyond the
suggested quadrant zooming. However, it must be emphasized that the mentioned conspicuity
analysis was not a blinded study and sample size was small to be able to generalize findings.
Nevertheless, authors of the Oslo | study concluded that missed cancers using FFDM were not due
to a limitation in image quality, since they were easily visible in retrospect. Rather they believe
that this may have been a result of a learning effect with the new digital environment in FFDM.
Suboptimal viewing conditions e.g. extraneous light sources and reader training may also be

considered as a factor causing cancers to be missed using FFDM [69].

The Oslo Il study [70] was performed in 2004 and is not considered as a continuation of the Oslo |
study. The women in this study were randomly selected to either FS mammography or FFDM. A
total of 25 263 patients participated in this study as opposed to 3683 women in the previous one.
The women age group consisted of ages between 45-49 and 50-69. Within these groups 70% of
the women underwent FS mammography and the remaining 30% had their mammogram using
FFDM. Again, two standard views of both breasts were acquired, and independent double reading
was performed using a five point scale to indicate the probability of cancer. Recall rates, PPV and
cancer detection rates were calculated and compared for the two age groups and modalities. The
cancer detection rates for FS mammography and FFDM in all cases was 0.41% and 0.59%
respectively. Of particular interest was the detection rate in the 50-69 age groups with a detection
rate of 0.54% and 0.83% for FS and FFDM respectively, the difference between which approached
statistical significance. As opposed to the Colorado | [67] and the Colorado Il Trials [68], the recall
rates in both age groups were significantly higher at FFDM than at FS mammography. However,
PPV for both modalities was not significantly different. The authors concluded that FS
mammography and FFDM with soft-copy reading are comparable techniques for population based
screening mammography programs. However, it should be borne in mind that this conclusion may
be safely applied only to this specific model, and after the training and viewing conditions issues

raised in the Oslo | study [69] have been addressed [55].
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The follow-up and the final results of the Oslo Il study were discussed later in 2007 [71]. The
purpose of this study was to prospectively compare the performance of FS mammography and
FFDM in a population-based screening program. In this study, the higher cancer detection rate
and the lower interval cancer rate in FFDM compared with FS mammography was of particular
interest because this indicates that FFDM is superior to FS mammography screening. However,
since the slightly larger mean and median size of detected cancers at FFDM and the small number
of cancers do not justify this suggestion and the authors suggest further studies before making
such conclusions. Of interest was the higher cancer detection rate noted in FFDM in the Oslo Il
study as compared to the Oslo | study. The authors in this follow-up state that possible reasons for
this effect could be many however the most obvious being: a) the learning curve effect, i.e. the
radiologist would have increased their knowledge and experience in viewing and interpreting soft-
copy images from FFDM, b) the use of a dedicated screening/reporting room in the Oslo Il study; c)
the combination of inexperience with FFDM and too-fast soft copy batch reading might have
contributed to the greater rate of false-negative findings in FFDM in the Oslo | study. In
conclusion, this Oslo Il follow-up study demonstrated a significant higher cancer detection-rate in
FFDM with soft-copy image reading whereas PPV are still comparable for both modalities. FFDM

with soft-copy image reading is well suited for breast cancer screening programmes [71].

The largest clinical trial performed to-date with a total of 49, 528 women, is the Digital
Mammography in Screening Trial (DMIST) conducted by the American College of Radiology
Information Network (ACRIN), better known as the ACRIN-DMIST Trial done in 2005 [60]. In this
study digital mammography, included both FFDM and CR systems, were again compared to FS
mammography in all the participants. Two standard views of each breast and any additional views
required were taken using both modalities. The digital and the FS examinations were
independently interpreted by two radiologists rating the mammograms on a 7-point malignancy
scale (1 being definitely not malignant and 7 being definitely malignant) suitable for receiver-
operating-characteristic (ROC) analysis and classification of the Breast Imaging Reporting and Data
System (BI-RADS) [47] and recorded whether they recommended any additional tests. A BI-RADS
score of O indicates incomplete data, 1 negative results, 2 benign findings, 3 probably benign, 4
suspicious abnormality and 5 findings highly suggestive of cancer. The breast density was also

rated according to the standard BI-RADS scale (extremely dense, heterogeneously dense, scattered
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fibro glandular densities and almost completely fat. The primary measurements of this study
included the area under the ROC curves, sensitivity and specificity, PPV and NPV. Secondary aims
of the study were to assess the effects of patient characteristics, including age, lesions type and
breast density on diagnostic accuracy. Finally, a direct and long-term cost-effectiveness analysis is
to be performed. It was concluded that there is no significant difference in diagnostic accuracy
between digital and FS mammography for the entire study population. However, from the ROC
analyses, the accuracy of digital mammography was significantly higher than FS among women
under the age of 50 years, women with heterogeneously dense or extremely dense breasts on
mammography and premenopausal and perimenopausal women. The recall rates for both
modalities were 8.5% and there is no significant difference reported in sensitivity and specificity.

There is also no evidence of a difference in diagnostic accuracy with the type of digital machine.

In 2008, the accuracy of digital versus FS mammography was retrospectively compared in the
mentioned population subgroups within the ACRIN-DMIST Trial [72]. This study did not provide a
definite answer as to why digital mammography performed better in women under the age of 50
years, women with heterogeneously dense or extremely dense breasts on mammography and
premenopausal and perimenopausal women. There is also still no plausible explanation as to why
FS mammography performs better in women aged 65 years or older with fatty breasts. In

conclusion this study restates the conclusions made in the original ACRIN-DMIST Trial [60].

In 2009 a retrospective study was performed to review the performance of FFDM in a population-
based screening program and to compare its performance with FS mammography [73]. A
retrospective analysis was performed to determine if screening was performed on a digital system
or a FS system, if the women were recalled for further assessment, if a biopsy was performed and
if cancer was diagnosed. The recall rate, biopsy rate, cancer detection rate and the PPV for women
who underwent FFDM were then determined and compared to those values for women who
underwent standard FS mammography. The cancer detection rate for initial and subsequent
screening, for invasive and ductal carcinoma in situ across all age groups, for cancers presenting as
microcalcifications and recall rates were all significantly higher in FFDM when compared to
film=screen mammography. However, there was no statistical significant difference in the PPV of

recall assessment between the two modalities. In conclusion, FFDM resulted in higher cancer
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detection and recall rates when compared to FS in women aged 50-64 years of age. The results of

this study suggest FFDM can be safely implemented in breast cancer screening programs [73].

Table 2.1 summarizes the reviewed clinical studies comparing FFDM to FS Mammography.
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Table 2.1. Previous Studies Comparing FFDM to FS Mammography.

Study Design Results
Study Retrospective or Population Imaging Patient  Study S_'m (.no. il Recall Rate (p) Cancer Detection PPV, (p)
A ; Age (y) examinations)
Prospective Technique(s) Rate (p)
Irish BSP [73] Retrospective Population-based FFDM or FS 50-64y 188,823 total: 35,204 FFDM > SFM: FFDM > SFM: 0.63% FFDM =15.7%, SFM = 16.7%
review screening program; FFDM + 153,619 SFM  4.0% vs 3.1% (< vs 0.52% (0.01) (0.383)
initial and 0.001)
subsequent
screenings
Oslo 1 [69] Prospective case Population-based FFDM and FS 50-69y 3,683 paired FFDM > SFM: SFM > FFDM: 0.76% SFM =20%, FFDM = 12% (NA)
control study screening program; examinations: 3,683 4.6% vs 3.5% (NS)  vs 0.62% (NS)
subsequent FFDM and 3,683 SFM
screenings only
Oslo 11 [70] Prospective Population-based FFDM or FS 45-69y 23,929 total: 16,985 FFDM > SFM: FFDM > SFM: 0.59% SFM = 15.1%, FFDM = 13.9%

and follow up
[71]

randomized control
trial

screening program;
initial and
subsequent
screenings

SFM + 6,944 FFDM

4.2% vs 2.5% (<
0.001)

vs 0.38% (0.02)

(0.68)
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DMIST [60] Prospective study Population FFDM and FS <50vy, 42,760 paired 8.4% for both Accuracy of FFDM
recruited over 2 50-64y, examinations: 42,760 FFDM and SFM was significantly
years at 33 sites in >65y FFDM and 42,760 higher in pre- or
the United States SFM perimenopausal
and Canada women < 50 y with
dense breasts”
Follow-up Retrospective Population FFDM and FS <50y, 42,760 paired FFDM performed significantly better than FS mammography for pre- and
DMST [72] review recruited over 2 50-64y, examinations: 42,760  perimenopausal women < 50 y with dense breasts, but film tended non
years at 33 sites in >65y FFDM and 42,760 significantly to perform better for women aged >65 y with fatty breasts.
the United States SFM
and Canada
Colorado | Prospective study Women presenting  FFDM and FS 40yand 4,945 paired
Study. [67] for screening at older examinations: 4,523
two institutions cases SFM followed
by FFDM (same
technologist). In 422
cases SFM followed
by FFDM in an
outlying screening
centre on two
separate visits.
Colorado Il Prospective study Women presenting  FFDM and FS 40yand 6,736 paired SFM > FFDM: SFM > FFDM: 0.49% FFDM =3.4%, SFM = 3.3% (NS)
Study. [68] for screening at older examinations: 6,736 14.9% vs 11.8% vs 0.4% (NS)
two institutions FFDM and 6,736 SFM (<0.001)
Heddson et al Retrospective Population-based PCDR, CR, or FS 40-74y 52,172 total: 25,901 SFM > PCDR: PCDR > SFM 0.49% vs PCDR =47%, CR =39%, SFM =

[74] review

screening program;
subsequent
screening only

SFM + 9,841 PC-DR +
16,430 CR
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SFM > CR: 1.4% CR>SFM 0.38% vs
vs 1% (< 0.001) 0.31% (0.22)

Del Turco etal Retrospective Population-based FFDM or FS 50-69y 28,770 total: 14,385 FFDM > SFM: FFDM > SFM (NS) FFDM =15.9%, SFM = 14.7%
[75] review screening program; FFDM + 14,385 SFM 4.56% vs 3.96% 0.72% vs 0.58% (0.14)  (0.65)

initial and (0.01)

subsequent

screenings
Vigeland et al Retrospective Population-based FFDM only; 50-69y 343,002 total: 18,239  FFDM = SFM: FFDM > SFM for all FFDM = 16.6%, SFM = 13.5%
[76] review screening program;  compared with FS FFDM + 324,763 SFM 4.09% vs 4.16% cancers: 0.77% vs (0.014)

initial screenings data from previous (NS) 0.65% (0.058)

only 9y

DCIS: 0.21% vs 0.11%

(<0.001)
Hambly et al Retrospective Population-based FFDM or FS 50-64 188,823 total: 35,204  FFDM > SFM: FFDM > SFM for all FFDM =16.7%, SFM = 15.7%
[73] review screening program; FFDM + 153,619 SFM  4.00% vs 3.10% cancers: 0.63% vs (0.383)

initial screenings (<0.001) 0.52% (0.01)

only

Note—PPV, = positive predictive value of recall to assessment, NS = non-significant, NA = not available, PCDR = photon-counting direct radiography, CR
= computed radiography, DM = digital mammography, DMIST = Digital Mammographic Imaging Screening Trial, INBSP = Irish National Breast
Screening Programme, DCIS = ductal carcinoma in situ.

*The end point of the study was diagnostic accuracy.
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Diagnostic Reference Levels (DRLs) in Mammography

In mammography, the MGD within the breast is the used as a patient dose estimate because it is
the glandular tissue that is believed to be the most sensitive to radiation induced carcinogenesis.
Direct measurements on patients are not possible, and the MGD is calculated from measured X-ray
tube output and exposure factors using the appropriate conversion factors [77]. In the UK,
European and International Atomic Energy Agency (IAEA) dosimetry protocols, the MGD is

estimated using:

Dor MGD = Kcgs 7

In this expression K is the incident air kerma at the upper surface of the breast, measured without
backscatter and g, c and s are Monte Carlo calculated conversion factors [78]. More information is

given on page 114.

In order to improve dose optimization in radiological examinations the International Commission
of Radiological Protection (ICRP) recommends the use of DRLs [79]. A DRL is a dose level for a
typical X-ray examination of a group of patients with standard body sizes and for broadly defined
types of equipment. These levels are expected not to be exceeded for standard procedures when
good and normal practice regarding diagnostic and technical performance is applied [80, 81]. The
justification of a breast screening programme requires that the radiation risks are outweighed by
the benefits achieved. If the doses in different centres are regularly compared to the DRL, doses
employed will be controlled and kept below the acceptable levels. Eventually, the DRL can be used
to assess the risk induced in mammography screening [80]. The Medical Exposure Directive
97/43/Euratom and now EU Directive 2013/59/Euratom, mandate the use of DRL, stating that

DRLs should be established in EC member states, in particular for screening [82, 83].

A proposal for a National DRL (NDRL) has been formulated by the NHSBSP Coordinating group for
Mammography Physics and recommendations have been published by the Institute of Physics and
Engineering in Medicine (IPEM) [84, 85]. In IPEM report 91 [84], MGD is categorized as either

being to the ‘standard breast’ or to the ‘patient’. The standard breast refers to a 4.5 cm PMMA
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phantom which translates into a 5.3 cm thick breast. The MGD to the standard breast involves the
determination of the mAs for the correct exposure to a 4.5 cm PMMA phantom to calculate the
MGD having knowledge on the output/mAs, distance and HVL of the system used. The MGD may
be calculated using well established methods having this data at hand [78]. The existing remedial
level according to IPEM 91 is a MGD greater than 2.5 mGy per image. However, it is also stated
that an MGD less than 1 mGy per image should be investigated to decide whether the image

guality obtained is adequate.

With reference to MGD to patients, IPEM 91 recommends that a record of kVp, mAs, target, filter
and the compressed breast thickness are kept for 50-100 patients. The MGD is calculated for each
patient and the mean value and the range are assessed. Variations in the mean value may be
attributed to changes or differences in machine performance, amount of breast compression and
to variations in the patient population e.g. breast size and composition [84]. With respect to MGD
to patients, the set remedial level of 2 mGy MGD set by the NHBSP Coordinating Group for
Mammography Physics is translated to the equivalent requirement for a standard breast (5.5 cm
compressed breast thickness) by multiplying with a conversion factor. A suitable conversion factor
applicable to lateral oblique views has been derived [86]. The value of this factor is 1.73, hence

the proposed NDRL for mammography in the NHSBSP is 3.5 mGy [84].

With reference to table 2.2, A recent study was performed in Iran aimed at evaluating the MGD
and affecting factors during mammography examinations by FFDM [87]. The exposure factors
including kVp, mAs, filter and target were recorded for 1145 mammograms including CC and MLO
views. In addition to technical factors a set of data consisting of patient age, height and
compressed breast thickness were also recorded. From the images achieved, the breast were

classified according to their parenchymal pattern [88] by three expert radiologists as follow:

e Type 1: mostly composed of fat (<25% fibroglandular)
o Type 2: with scattered fibroglandular densities (25-50% fibroglandular)
o Type 3: heterogeneously dense (51-75% fibroglandular)

e Type 4: composed almost entirely of glandular tissue (>75% fibroglandular)
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54% of the women in the Iranian study had breasts classified as type 2 followed by type 1 in
frequency. The results showed that there exists a significant correlation between breast
parenchymal pattern and MGD as follows: type 1 breasts yielded the highest mean MGD followed
by type 3, 2 and 4. A significant correlation was also observed between MGD and the compressed
breast thickness with mean compressed breast thicknesses of 4.9 cm and 5.8 cm and MGDs of 2
mGy and 2.4 mGy observed for CC and MLO views respectively. The authors also reported a

significant correlation of MGD with the employed kVp and mAs [87].

In a similar study of the Irish breast screening programme in 2010, the impact of digital
mammography screening on breast dose was analyzed [81]. As seen in table 2.2, the results from
12,110 mammograms in this study were used to determine DRLs for the screening programme.
The average compressed breast thickness in this study was found to be 61.4+0.03 mm which is
relatively high when compared to other studies. As a result, determination of the DRLs was based
on the average MGD for the MLO views obtained for a compression thickness in the range of 60+5
mm. The 95" percentile of the distribution of the resultant MGD values was used as DRL. The
data from each individual system was compared to the DRL. To compare the results of any
particular system with the established DRL, the authors used the standard error of the mean (SEM)

using the following equation calculated for all images of breast compressed thickness 55-65 mm:

s%

SEM =

nO.S

Here n represents the number of patients in the thickness class and 6 represents the standard
deviation of the MGD. As proposed in another paper [89], the average MGD of any particular
system is considered to be significantly greater than the DRL if the MGD plus twice the SEM
exceeds the DRL. The authors concluded that the results in their survey demonstrated that the
MGD for the lIrish Breast screening programme was lower than that reported in other similar
studies using digital mammography. The reported average MGD is 2.72+0.04 mGy which on face
earlier, the compressed breast thickness in this study is much larger when compared to the others
(see table 2). The established DRL in this study was that of 1.75 mGy which is significantly lower

than the UK value of 3.5 mGy [90] and 2.37 mGy of the Belgian programme [91]. The process of
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setting up DRLs proves useful in the identification of systems that require optimization and the

results clearly demonstrate the dose-benefits of digital mammography in breast cancer screening.

MGD to the standard breast using PMMA phantoms should be audited at least every 6 months.
Doses to patients should be audited 1-3 yearly [84]. For the latter, the required dose audit
measure can be obtained as the mean MGD from a sample of patients with a compressed breast
thickness of 55+5 mm. Alternatively, to alleviate the data collection burden, a sample of ten
patients, each with a compressed breast thickness lying within 50-60 mm can be used to derive the
dose audit measure. The dose audit measure may be used to test compliance with local DRLs

(LDRL) and if required to establish new DRLs for any particular organization [84].

In a large survey conducted in 2005 in the UK, it resulted that 97% of 290 X-ray screening
mammography units in the NHSBSP complied with the standard for dose [90]. The average MGD
was 2.23 mGy for MLO views and 1.96 mGy for CC views. It was concluded that with the increased
use of sophisticated units with automatic beam quality selection have reduced the dose to large
breasts. As a result it was concluded that this study confirms that the proposed NDRL of 3.5 mGy
for 55 mm thick breast is appropriate to identify systems giving unusually high doses with just 3.5%
of the participating systems exceeding this limit. However, it was noted that MLO views for
average sized breasts yielded a MGD that is 42% higher than the standard breast. The authors
stated that that this finding highlights the need to revise the definition of the standard breast in

the UK to give values that better reflect doses received in clinical practice [90].

With reference to the European guidelines [1, 2], it is assumed that MGD in digital mammography
systems should be equivalent to FS systems. To ensure this, the limiting dose values have been
changed compared to the third edition of the European guidelines for quality assurance in

mammography screening in three aspects [2]:

> In the present version of the protocol (4th Edition) the clinical spectrum is used for
dose measurements instead of a standard spectrum, the dose limits have been made
independent of optical density and a limiting dose value per PMMA thickness is

introduced.
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» The use of clinical spectra in dose measurements is introduced which is closer to
clinical practice.

> In digital mammography the link between limiting dose values and OD is non-existent.
Therefore a choice had to be made what limiting dose values would be appropriate for
digital mammography. In the view of the authors, inspired by the as low as reasonably
achievable (ALARA) principle, dose should not increase substantially when changing to
digital mammography. Data from the Dutch, Swedish, Norwegian and UK (NHSBSP)
screening programmes as cited in the European protocol [2] show that MGD in FS
mammography systems is between 0.8 and 2.5 mGy for 4.5 cm PMMA in clinical
settings (corrected for difference in standard PMMA thickness in the UK and the
Netherlands). Therefore a MGD limit of 2.5 mGy at standard thickness in clinical
settings has been chosen in the European protocol to ensure that dose levels in digital
mammography will not exceed those of FS mammography. This limiting value is
comparable to the objective of the NHSBSP in the UK to have MGD of 2 mGy or less
(for 4.0 cmm PMMA) and the limiting MGD value for the Dutch screening programme (3
mGy for 5.0 cm PMMA).

In the current version of the European protocol limiting dose values for a range of PMMA thickness
have been introduced. This has been done because in some non-AEC systems it was noticed that
manufacturers decreased dose at standard thicknesses to comply with the limiting value at
standard thickness while dose levels at other thickness were found to be much higher than those
found in FS mammography. Besides this it has been found that some systems did use much lower
kVp than in FS mammography (thus increasing patient dose substantially). These very low kVp
values proved unnecessary for image quality, hence not in-line with the ALARA principle. The
limiting values for PMMA thicknesses other than standard thickness have been obtained by
averaging all measured MGD levels per PMMA thickness from all X-ray units of the Dutch screening
programme and some German screening trials. The resulting MGD values against PMMA thickness
curve has been scaled to the limiting value at standard thickness. The results have been compared
with the dose values per PMMA thickness found in the UK and some of the German screening

projects. The limiting values were found to be reasonable [2].
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A dose-reference level for certain diagnostic procedures means to identify practices with unusually
high doses. If image quality is somehow quantified, the same ‘worst quarter’ principle can also be
used to identify practices with less than optimal performance in terms of image quality. In
Slovenia, the performance of mammographic centres was evaluated annually. Technical testing
included MGD determination and evaluation of technical image quality using the image of a
mammographic phantom. From the phantom image, simple image quality parameters are derived

and for some of them reference levels can be established [77].

All DRL studies have been reviewed and summarised in table 2.2.

2.0 The use of a figure-of-merit for optimization in digital
mammography

INTRODUCTION

This section was published [7]. The increased use of digital mammography in breast cancer
screening and the introduction of new systems employing new and different technologies lead us
to the question: how good are these systems and which are best? To date, a lot of research has
focused on characterising the performance of digital systems in terms of detector performance
using the MTF and the DQE. While these metrics are well suited to describe the intrinsic
performance of the detector employed by the respective digital imaging system, they fall short of
serving as a comprehensive image quality indicator [92, 93]. Since DQE and MTF are usually
measured using a specific and strict protocol, their limitations include: lack of consideration for
signal-specific and background-specific spectral changes, dose and risk to the patient, noise from
anatomical structures and structures that usually contribute to or decrease scattered radiation e.g.

grids [94].

It is generally acknowledged that image quality in digital mammography is best assessed using the
CNR and SNR particularly at thicknesses other than the standard breast thickness [2]. Absolute
values of SNR and CNR are usually system-dependent therefore limiting values need to be

expressed in terms of variation in SNR over the whole range of simulated breast thicknesses and
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the percentage of CNR at standard thickness respectively [2]. As a result CNR is usually a relative
term and its acceptable value is a range which depends on the mammography unit being

evaluated [95].

A relatively new concept in assessing the performance of digital mammography systems is that of
the FOM. A FOM has been used to compare techniques and exposure factors in the optimization
of mammography systems [45, 94, 96], it has been used to compare the performance of similar
digital mammography systems employing different spectra [12] and has also been more rarely
used to compare different digital mammography systems [43, 95]. The FOM is usually presented
as a single number that reflects the status or the performance of any particular system under
particular specified conditions. The FOM has been evaluated under different conditions including
different target/filter combinations, different kVp and different simulated breast thicknesses.
From the literature reviewed there still seems to be no common definition of the FOM in
mammography however the one defined as the square of the CNR divided by the MGD seems to
be the most promising for intra-system measurements. There is still no substantial literature on
the FOM for use in inter-system comparisons. This section aims to review the various proposed
roles of a FOM in digital mammography, its current definitions and discuss the benefits and

drawbacks of its use.

SEARCH STRATEGY

A systematic review of the literature was performed using Pubmed. The search was limited to
English language papers and the search words utilized were as follows: digital mammography,
figure-of-merit, image quality, technique optimization, dose reduction, exposure parameters,

techniques factors and beam optimization.

OPTIMIZATION AND THE FOM

A FOM is often defined as the end point of optimization [94]. In FS mammography optimization of
mammographic techniques is totally dependent on the film OD. The image SNR in FS depends on

the amount of radiation contributing to the image, and this is reflected by the OD. Although the
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film OD will vary continuously through the image, a target value can be set or is desired when
using an attenuating structure such a slab of 4.0 cm of PMMA. This target OD is eventually
checked with a densitometer on the resultant processed images, this to ensure that the OD lies

between the desired range [10].

In digital mammography, radiographic contrast can be manipulated to achieve any desired level of
contrast. This means that in a digital system it is possible to produce an image of arbitrary
brightness at virtually any radiation-exposure level [10]. This occurs because the capture and
display elements of image formation are decoupled as opposed to FS systems. Samei et al [94]
state that this decoupling causes greyscale appearance of an image, except for noise, to be no
longer limited by the radiographic technique in terms of kVp and mAs but can be adjusted and

manipulated to the desired level by the user.

Therefore, radiographic contrast is less important in digital mammography due to the decoupling
process of the image capture and display elements mentioned previously. The contrast measure
of choice in digital mammography should remain the CNR [10]. Consequently, optimization
processes between FS and digital mammography differ. The FOM is an objective means of
optimization in digital mammography whereby, a maximum CNR value is desired at the lowest

dose possible to the patient.

From the literature reviewed there are various formats and definitions of various FOMs, all used
for the optimization of digital mammography units. These are presented and discussed under

separate headings in the following subsections.

Method 1

With the move from FS mammography to digital mammography, absolute contrast is no longer
the dominant factor in image quality. Samei et al state that a more relevant quality parameter in

digital mammography is the signal-difference-to-noise ratio (SDNR) [94] defined as:

SDNRorCNRzIB_IL

B
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where, |, and Ig refer to the intensity of the detector signal corresponding to a lesion and its
background surrounding respectively and &g is the standard deviation of the detector noise in the
background area. This definition of SDNR is congruent to the CNR [43]. Samei et al [94] state that
assuming the consistent application of image processing to achieve comparable contrast, a digital
image of higher CNR provides superior image quality. Assuming the system is quantum limited, for
a given beam quality, SDNR or CNR is proportional to the square root of the incident exposure E to
the breast, based on Poisson distribution and statistics. Hence, the authors define the following

FOM, making it independent of E:

CNR?

FOM =

In their paper, Samei et al [94] conducted a study to evaluate the utility of a tungsten (W) target
with an additional 50 um Rhodium (Rh) filter compared with the conventional Molybdenum (Mo)
filter and 30 um Mo filtration using a prototype digital mammography unit. The background was
represented by a variable thickness breast phantom (the ‘Computerized Imaging Reference
Systems (CIRS) phantom (CIRS, Inc., Norfolk, VA) between 2-8 c¢cm in thickness, with 100%
glandularity, 100% adipose and 50/50% glandular/adipose compositions. Anatomical details and
simulated lesions were embedded in this phantom to enable the calculation of the CNR. The kVp
was varied between 24 and 34 kVp using both tube targets with all the thickness combinations
available. The breast entrance surface exposure E in conjunction with the measured HVL were
used to calculate the MGD using Boone’s program [97]. The results of this study show that the
FOM is higher for thinner breast thicknesses and has relatively little dependence on the kVp
employed except for the thin breast thicknesses. In most phantom combinations, the W target
delivered a higher FOM when compared to the Mo beam. It was also indicated that up to 60% of
MGD reduction is possible with the use of the W/Rh spectrum when compared to the Mo/Mo
spectrum, particularly with the thicker breasts having more adipose content [94]. Samei et al
concluded that the FOM defined in equation 2 is robust and accurate as means of optimization
however it fails to incorporate the influence of anatomical noise, image post-processing and
spatial frequency dependencies on CNR. The authors suggest that future research in this field
should address and overcome these limitations, however that the simplicity of this model makes it

easy to use in a clinical environment.
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Method 2

The results of Samei et al [94] are in agreement with a later study by Delis et al [98] which
evaluated a FOM in mammography utilizing Monte Carlo simulation to derive the energy
deposition inside a breast phantom and the signal beneath it. Delis et al argue that the FOM in
mammography depends on the specific use and demand of any particular system. For those FS
units employed in breast cancer screening whose major objective is the detection of
microcalcifications (LCs) and since the latter is a dominant radiographic sign in nearly 30-50% of
breast cancers [99] the authors claim that the dosimetry index should be MGD rather than E as
described by Samei et al and that the image quality indicator should be the subject contrast (SC)
for uCs. E might be a more simplistic dose quantity since it is easier to measure and relatively
more commonly used. Nevertheless, the MGD is the most appropriate quantity in mammography
for the assessment of carcinogenic risk. Again assuming the system is quantum limited and that

Poisson statistics are followed, the FOM suggested by Delis et al was defined as:

SC? e
MGD

FOM =

Delis et al state that in digital mammography systems the primary image quality index should be

the CNR rather than the subject contrast (SC) for uCs.

In digital mammography taking into consideration system noise, expressed as the standard
deviation of the output image, is of vital importance in the determination of image quality as this
will definitely have a large impact in the resultant FOM calculation. The standard deviation in the

digital image is assumed to follow the following relationship:
2 2 210.5
6=(0,+6,+9;) 10

where 6., 64 and §;represent the standard deviation terms representing electronic noise, quantum
noise and structured noise respectively. The contribution of these noise terms are usually

incorporated under the generic term ‘gquantum noise’ given they have the same noise-dose
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distribution according to Poisson statistics [100]. Two properties are expected for a well-designed
detector: quantum noise should be the largest noise component for all kerma values used
clinically and the structural and the electronic noise components should be low such that the

guantum noise component remains the dominant fraction of the total noise.

The NPS is a scientific metric for describing the spatial frequency content of noise. It has been
shown that NPS values has a very large dependence on exposure and decreases with increasing air
kerma [101]. It has been also shown that noise expressed as the NPS is lower for harder spectra
employing Rh/Rh combinations than for Mo/Mo. Garcia-Molla et al [101] also stated that by
maintaining the same target/filter combination (Rh/Rh), NPS values are lower for higher voltages
at all spatial frequencies. There is a twofold possible explanation for this decrease in NPS with
increased beam hardness: (1) a higher photon fluence with increased kVp and the use of Rh/Rh
over Mo/Rh over Mo/Mo at the same air kerma at the detector, minimizing the influence of
electronic noise and (2) a higher mean energy spectrum lead to a larger transmission through the

flat-panel cover [101].

This can justify the use of W as the anode material in digital rather than conventional
mammographic systems which overall produced harder beams when compared to the
conventional Mo anode material. Delis et al calculated the CNR for 2 mm air simulated masses
and used equation 2 for the calculation of the FOM in digital mammography systems. The results
of this study confirm that W target systems are best suited for digital mammographic systems
while for FS mammography, Mo and Rh targets present an overall good performance [98]. In this
study it was also generally shown that the FOM defined in equation 2 increased with kVp and also
increased with increased beam hardening by altering the target filter-filter material. However, it
still isn’t clear why Delis et al used E rather than the MGD in their calculation of the FOM for digital

mammography systems under simulation.

Method 3

With reference to figure 2.9, in another two studies [45, 96] a slightly different approach to the
calculation of the FOM was used however still based on a methodology similar to that described

by Samei et al [94]. In these studies, the SNR was calculated using a mass-equivalent step-wedge
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with the application of specific regions of interest (ROl). With reference to equation 3, the signal
was defined as the difference in mean pixel value (MPV) in an ROl located on a particular step and
another ROI of the same size located adjacently containing only background. The signal measured
by Williams et al appears to be the measured contrast for the first step in the wedge in relation to

corrected signal from the background.

For the measurement of the signal intensity, Williams et al made particular effort in correcting for
background trends such as the anode heel effect, by applying extra ROIs in the background as seen

in figure 2.9. The trend-corrected signal was then calculated using the following equation 3:
signal = (ROI2 - ROI)—(ROI4 - ROI3) 3

To quantify image noise Williams et al subtracted two images of the phantom in figure 2.9 with a
common technique. Image subtraction was performed to remove correlated noise associated
with phantom defects, grid-related noise, detector non-uniformity, and the heel effect. The root-
mean-square (RMS) [102] uncorrelated noise in a single image was then given by the standard
deviation of the pixel values in a large background ROI of the difference image (ROI 5 in figure 2.9),

divided by the square root of 2 as follows:

_ STDEV(ROIS5)

V2

Noise

In their study, Williams et al very importantly mention limitations that quantification of noise only
by way of the RMS pixel-to-pixel fluctuations fails to include the effect of spatial frequency on
noise. Although this wasn’t within the scope of their study, the authors state that inter-system
comparisons in terms of the FOM without a complete frequency-dependent description (in terms

of MTF and NPS) of the system performance may be impossible.
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Figure 2.9. Pictorial representation and image of the phantom used by Williams et al [45, 96]). The
ROIs shown are used for signal and noise calculations. Difference between ROI 1 and 2: difference
between the average analogue-to-digital unit (ADU) value and the background; ROI 3 and 4: are of the
same size as ROI 1 and 2, to correct for background trends such as the heel effect; ROI S: larger ROI
to quantify image noise. The chest wall edge of the phantom is the left edge of the image.

Williams et al in both studies [45, 96] define the SNR as the ratio between equation 3 and
equation 4. After the calculation of the MGD for all the spectral combinations including Mo/Mo,

Mo/Rh, Rh/Rh, W/Rh and W/AI the authors defined the following FOM:

SNR?
MGD

FOM =

Williams et al claim that the FOM defined in equation 5 is independent of the exposure used to
obtain the image always assuming the system is quantum limited. Higher values of FOM indicate
the ability of a system to deliver better performance in terms of SNR at a lower dose to the
patient, and thus it is useful for deciding amongst the various acquisition parameter options for a
given digital mammography system. In agreement with Samei et al [94], Williams et al [45, 96]
concluded that the FOM is not a strong function of the kVp. On the other hand, the FOM is more

strongly determined by the choice of the target/filter combination. Interestingly, this
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characteristic has also been reported by Berns et al [103] in which imaging performance was
quantified with a ‘CD score’ (contrast x diameter) rather than a FOM. Their results showed that
the CD score was a slowly changing function of kVp, similar to the FOM defined in equation 5.
Williams et al state that the FOM defined in equation 5 is useful for studies where the goal is to
compare the relative trade-off between image quality and dose for a given imaging system when
operational parameters are varied. However, absolute values of the FOM should be interpreted
with caution for inter-system comparisons because of machine-specific attributes such as spatial

resolution, pixel pitch and the presence of image processing algorithms.

Lo et al [104] utilized an approach and a FOM similar to those described by Williams et al [45, 96]
to compare the image quality and dose performance for Mo/Mo and W/Rh target/filter
combinations on an early prototype of the Mammomat Novation DR (Siemens). In agreement
with the results presented here, the authors found that W/Rh consistently outperformed Mo/Mo
for 4, 6, and 8 cm breasts of 0%, 50%, and 100% fibro glandular composition. As a result the FOM
proved useful in the optimization process for this mammography system and help identify the

spectra that are best suited for digital mammography for any particular breast thickness.

Method 4

Several papers were published suggesting that the square of the CNR divided by the MGD
(equation 6) is a suitable parameter for optimization in digital mammography systems [11, 12,

105, 106].

CNR?
MGD

FOM =

In a recent study by Kanaga et al [95] the FOM defined in equation 6 was used to compare three
FFDM systems, namely Siemens Mammomat Novation DR, Hologic Lorad Selenia and General

Electric Senographe Essential.

A breast equivalent phantom, namely the CIRS phantom, which is composed of different thickness

and glandularity, was used. The MGD and the CNR were calculated using the methodology
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described in the European guidelines [2]. The FOM was then calculated using equation 6. The
results showed that there was a statistical significance in the mean value of MGD and CNR
between the three FFDM systems. The Hologic Lorad Selenia system contributed the highest MGD
value while General Electric Senographe Essential had the highest CNR and FOM value. Kanaga et
al state that their study may provide an objective criterion during the selection of a mammography
unit by using the FOM for screening or diagnostic purposes although the authors also claim earlier
on in their paper that a comparison of FOM values amongst the three FFDM systems is limited
because the CNR values measured are closely associated to the different technologies. As a result,

as pointed out by other researches in this review, CNR values are not directly comparable.

The same FOM described in equation 6 was used by Baldelli et al [12] in a study to investigate the
effect of target/filter materials on the dose and image quality of a digital mammography system
based on an amorphous selenium detector. In this study two FFDM units were compared from
Lorad-Hologic. The original systems used the classic Mo/Mo and Mo/Rh target/filter combinations
and the newer system uses W/Rh and W/Ag. Images of the CIRS phantom with simulated breast
compressed thickness of 4, 5 and 6 cm and various glandular tissue equivalencies were acquired
under kVps ranging from 24 to 34 in steps of 2 kVp. The mAs values were chosen manually in
order to obtain a constant pixel value in the reference zone within the CIRS phantom (equivalent
to using the automatic exposure control). The CIRS phantom has five details corresponding to
different glandular composition of 0%, 20%, 50%, 70% and 100%. For each detail the CNR was
calculated using the methodology described in the European guidelines [2]. For each setting
employed the HVL and E were measured and the corresponding MGD was calculated using the
methodology described by Dance et al [78, 107]. The optimization and the comparison of the two
systems mentioned in this study were then done by comparing their performance based on the
FOM. In agreement with Williams et al [45, 96], the authors state that assuming the two systems
tested are both quantum limited, the FOM is independent of the dose level. Higher values of the
FOM indicate a better ability of the system in terms of image quality at lower dose performance.
This is very useful in establishing the best acquisition setting for a given mammographic system.
Baldelli et al calculated the FOM for all acquisition conditions as a function of kVp for the three
phantom thicknesses specified. An optimal kVp was determined by taking the maximum value of

the FOM for each acquisition. The values achieved were compared with those chosen by the
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system under AEC control. Results show that the W/Rh combination is the best choice in terms of
dose and image quality for compressed breast thicknesses ranging from 4 to 6 cm with different
glandularities. For thicknesses greater that 6 cm, the best target/filter combination reported was
the W/Ag. In addition, the new system with a W target presents a better optimization of the AEC

in comparison to its Mo target predecessor [12].

The FOM described in equation 6 was also used in another recent study by Ranger et al [11]. The
objective of this study was to evaluate the dose savings possible by switching from analogue to
digital mammography and to determine optimized radiographic techniques for a digital
mammography system using an amorphous selenium detector, namely the Siemens Mammomat
Novation DR. This FOM was evaluated for both Mo/Mo and W/Rh target/filter combinations
for breast thicknesses of 2 to 8cm with various glandular compositions. Based on the FOM results,
the dependency of system performance on spectral quality was assessed. The results from this
study show that significant dose savings (ranging from 9% - 63%) could be achieved with the use of
optimized W/Rh spectra in comparison with pre-existing clinical techniques using Mo/Mo, thereby
demonstrating the importance of optimization. These dose-savings are in agreement with those
specified by Samei et al [94]. Ranger et al also suggest that the optimization of the technique is
independent of lesion type, i.e. there is no need to compromise the visualization of masses over
calcifications, or vice versa. The authors also suggest that for dense breasts of thicknesses equal
to or greater than 8 cm, there is still potential for further spectral optimization using novel

target/filter combinations.

DISCUSSION

The ability of FFDM mammographic systems to detect early breast cancer is very desirable
however this is heavily influenced by many factors that require optimization. These factors may
include beam spectra, MGD, detector performance and detector characteristics, image processing,
image display and radiographic technique. The objective of optimization is to establish
standardized imaging protocols by determining the optimal trade-off between image quality and
dose, which is especially important for screening mammography given the lifetime risk to women

who undergo annual mammography examinations [11]. The use of a FOM presents a very
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attractive way in performing such an optimization process in any available digital mammography
unit. The general concept behind the FOM is that a number is calculated for any particular system,
the magnitude of which reflects its performance. The larger the FOM for any particular system the
better is its performance. The FOM should be independent of the dose level employed, given that
the system used is quantum limited [12]. As a result, the image quality parameter used should be
normalized to the patient dose such that we are left with an image quality value per unit dose

making the FOM more objective in nature.

When it comes to the selection of image quality parameters, the CNR and SNR have been the
parameters of choice in the assessment of mammographic image quality. From the literature
reviewed the term SDNR has been used interchangeably with the term CNR. In digital
mammography contrast can be adjusted but noise is also changing. Consequently, CNR is the best
suited parameter to assess image quality objectively since it tells us how good the contrast is
compared to the noise in a given image [108]. A digital image of higher CNR provides superior
image quality. However, the problem with CNR (and SNR) is that it is a system-dependent
measurement, not only in terms of image processing but also when considering detector-related
characteristics such as pixel size [2]. Another pixel-related characteristic that can be overlooked is
the pixel fill-factor i.e. the ratio of the radiation sensitive area of the pixel versus the total area of
the pixel. It is only the radiation sensitive area that will contribute to image formation. Although
manufacturers claim a particular pixel pitch as part of their equipment description, the fill-factor is
of vital importance as this quantifies how much of the pixel is actually being used. As a result, as

the pixel fill-factor decreases, the detective quantum efficiency of the detector will also below.

Noise is known to increase as the detector pixel size decreases, and different manufacturers are
offering different pixels sizes associated with their units. It also relatively uncertain as to what
kind or whether any noise corrective algorithms are being applied to help in noise reduction and
these may obviously vary between one manufacturer and another. As a result a raw image
associated to a particular mammography unit is 