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Consideration sets play a crucial role in discrete choice modeling, where customers often form consideration
sets in the first stage and then use a second-stage choice mechanism to select the product with the highest
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stage choice mechanisms, this paper takes a step back and goes into the opposite extreme. We simplify the
second-stage choice mechanism to its most basic form and instead focus on modeling customer choice by
emphasizing the role and power of the first-stage consideration set formation. To this end, we study a model,
parameterized solely by a distribution over consideration sets with a bounded rationality interpretation.
Intriguingly, we show that this model is characterized by the axiom of symmetric demand cannibalization,
enabling complete statistical identification. The latter finding highlights the critical role of consideration sets
in the identifiability of two-stage choice models. We also examine the model’s implications for assortment
planning, proving that the optimal assortment is revenue-ordered within each partition block created by
consideration sets. Despite this compelling structure, we establish that the assortment problem under this
model is NP-hard even to approximate, highlighting how consideration sets contribute to nontractability,
even under the simplest uniform second-stage choice mechanism. Finally, using real-world data, we show that
the model achieves prediction performance comparable to other advanced choice models. Given the simplicity
of the model’s second-stage phase, this result showcases the enormous power of first-stage consideration set
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1. Introduction

The rise of the digital economy and technological advancements has fundamentally changed how
we shop and make purchasing decisions. With an overwhelming variety of products and services
available online, consumers, when making a choice, must navigate an enormous amount of informa-

tion, including detailed product descriptions, customer reviews, and ratings. In an ideal scenario,



Akchen and Mitrofanov: Consider or Choose?

fully rational individuals would make their purchase decisions by thoroughly assessing the features
of each alternative, calculating its utility, and selecting the option with the highest utility, provided
they have unlimited time and resources to perform such an evaluation. In reality, individuals have
physical and cognitive limitations and thus only consider a subset of the available alternatives.
Economists and psychologists term such smaller sets of alternatives as “consideration sets” (Wright
and Barbour 1977) or “evoked sets” (Howard and Sheth 1969, Brisoux and Laroche 1981). The
notion of consideration sets has been well-documented in the marketing literature when studying
consumer behavior (Hauser 2014) and various heuristics have been proposed to model the formation
of the consideration sets, such as screening rules based on product prices or other features (Pras
and Summers 1975, Gilbride and Allenby 2004, Jedidi and Kohli 2005). The concept of consider-
ation sets is further supported by the psychology literature, which questions consumers’ ability to
consistently evaluate every product within the offer set (Miller 1956, Hauser and Wernerfelt 1990,
Iyengar and Lepper 2000).

In fact, the concept of consideration set formation goes beyond merely interpreting consumer
behavior; it also has substantial practical implications, particularly in developing more comprehen-
sive and accurate choice models. To this end, the seminal work by Hauser (1978) uses a goodness-of-
fit statistic to demonstrate that consideration sets can explain nearly three-quarters of the variation
in choice data, whereas a logit model, which is based solely on consumer preferences, explains only
a quarter. This insight has contributed to the widespread adoption of two-stage choice models that
integrate consideration sets into consumers’ decision-making processes and many papers provide
evidence of their superior prediction performance (Silk and Urban 1978, Hauser and Gaskin 1984,
Gensch 1987). Within this two-stage framework, consumers initially form consideration sets, often
using screening rules and simple heuristics (Hutchinson and Gigerenzer 2005). In the second stage,
they apply a choice mechanism to select and purchase the product that maximizes their utility from
the options in the consideration set (Ben-Akiva and Boccara 1995, Shocker et al. 1991). Specif-
ically, we can illustrate two-stage choice models with an example of online hotel booking, where
customers face an abundance of alternatives and information. On a travel website, they encounter
details such as the hotel’s location, services, amenities, quality, view, ratings, photos, and reviews,
among other characteristics. Analyzing all this information for every hotel within a limited time is
impractical. Instead, customers might use simple heuristics to narrow their options. Figure 1 shows
a customer applying screening criteria — rating (74), price ($150-$200 per night), and three-star
quality — to reduce five hundred options to a consideration set of three alternatives. A customer
then is expected to use a choice mechanism to evaluate these three considered alternatives and

select the one offering the highest utility.
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Figure 1 An example of a two-stage decision-making process, where a customer uses screening rules to form a

consideration set.

Given the evidence showing the importance of capturing customers’ consideration set formation,
it is unsurprising that two-stage choice models incorporating this process have gained significant
popularity over the past several decades. Many of these models leverage advanced choice mecha-
nisms to further enhance their predictive accuracy and data-fitting capabilities (Aouad et al. 2021,
Jagabathula et al. 2024). A common feature of these models is their foundation in nonparamet-
ric choice modeling principles, drawing inspiration from machine learning models and algorithms.
Their primary characteristic is an advanced and refined second-stage choice mechanism which
can be as sophisticated as the choice mechanisms proposed by Farias et al. (2013) and Chen and
Misié (2022). In this paper, we adopt an opposing approach: instead of exploring more complex
second-stage choice mechanisms, we take a step back to examine the fundamental properties of
decision-making processes driven solely by consideration sets, where the second-stage choice mech-
anism is kept as simple as possible. More specifically, we examine a class of nonparametric models
defined solely by a distribution over consideration sets, which we refer to as the consideration set
model (CSM). Through the lens of this generic consideration-based model, we examine the role
and power of consideration sets in choice model representation, demand cannibalization, choice
prediction, and assortment optimization. We also discuss the implications for other choice models
that incorporate consideration set structures. Specifically, we make the following contributions:

o (Considering rather than choosing. We study a nonparametric choice model which is fully
characterized by a distribution over the consideration sets. This distribution can be viewed as the
probability mass of various customer types in the market, or it can indicate the stochasticity in
how a customer forms a consideration set. After forming a consideration set, we assume that the
customer does not rely on a particular choice mechanism to select the “best” product among those
considered, but instead chooses any of them in a uniformly random way. Overall, this consideration
set model represents a simplified version of the general class of two-stage choice models, as it does

not incorporate a specific second-stage choice mechanism.
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e The role of consideration sets in choice model identifiability. Surprisingly, we show that the
consideration set model can be fully identified from the collection of choice probabilities. We further
provide a closed-form expression on how one can compute the model parameters by means of the
choice probabilities. In other words, the consideration set model can be uniquely reconstructed from
its observed choice probabilities on assortments, making it one of the identifiable choice models
with the highest degree of freedom in the existing literature. This finding on identifiability conveys
an important insight: if a two-stage choice model cannot be uniquely identified — having several
solutions that fit the data equally well even with unlimited choice data — it is not solely because
of the first-stage consideration process. In other words, consideration sets themselves do not play
a critical role in choice model nonidentifiability.

o The role of the consideration sets in modeling demand cannibalization. We also characterize
the necessary and sufficient conditions for the choice probabilities to be consistent with our model.
To this end, we demonstrate that with a mild condition imposed on the no-purchase probabilities, a
choice model is a consideration set model if, and only if, the introduction of a product symmetrically
reduces the market share of another product in each assortment. We refer to this condition as the
symmetric demand cannibalization axiom. More specifically, this axiom is based on the assumption
that for any two products ¢ and j, the decrease in demand for product ¢ when product j is
introduced is the same as the decrease in demand for product j when product ¢ is introduced.
This axiomatic characterization highlights a fundamental limitation of any choice model based
solely on consideration set formation, as consideration sets alone are only capable of capturing
symmetric demand cannibalization. It also demonstrates that the choice mechanism, rather than
the consideration set formation in the first stage, plays a significant role in representing demand
cannibalization comprehensively.

e The critical role of consideration sets in driving the intractability of the assortment problem.
We also explore the impact of consideration sets on downstream applications. In particular, we focus
on assortment optimization problems. We first provide a precise characterization of the optimal
assortment, showing that it is revenue-ordered within each block belonging to the partition of the
product universe induced by the consideration sets. This structural property leads to a polynomial-
time optimal algorithm when the number of customer types is fixed. However, even with this
compelling optimal assortment structure in place, the problem of assortment optimization under
the general consideration set model remains NP-hard to approximate within a factor of O(n'/2~¢)
for any € > 0. This result implies that accounting for consideration sets in choice models inherently
complicates downstream applications, even if the second-stage choice mechanism is significantly

simplified.
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o Empirical study: the prediction power of consideration sets. Finally, we conduct numerical
experiments based on a real-world dataset (Bronnenberg et al. 2008) to show the prediction power
of consideration sets when modeling consumer choice. We propose an estimation methodology to
calibrate the consideration set model and empirically evaluate its predictive performance. Despite
being a special case of the ranking-based and the mixed multinomial logit (mixed MNL) models,
the consideration set model provides a predictive performance that is highly competitive with these
more general models. This emphasizes that consideration sets alone can be responsible for the
strong predictive performance of the two-stage consider-then-choose models in real-world prediction

tasks.

1.1. Related Literature on Consideration Sets

The concept of consideration sets originated in the fields of marketing and psychology and has
been studied extensively for several decades, with numerous studies exploring how consumers
form and use consideration sets in their purchasing decisions. For a more detailed overview, we
refer readers to the survey papers by Roberts and Lattin (1997) and Hauser (2014). Overall, it
is widely accepted in the literature that consumers generally make decisions through a two-stage
process (Swait and Ben-Akiva 1987). Specifically, consumers first consider a subset of products
(i.e., form a consideration set) and then select one item from that set to purchase. In fact, abundant
empirical evidence supports the concept of consideration sets. For example, Hauser (1978) adapts
an information-theoretic viewpoint and shows that a model which incorporates the consideration
set concept can explain up to 78% of the variation in the customer choice. Then, Hauser and
Wernerfelt (1990) empirically investigate the consideration set size for various product categories
and report that the mean consideration set size, which is the number of brands that a customer
considers before making a choice, is relatively small: 3.9 for deodorant, 4.0 for coffee, and 3.3 for
frozen dinner. To this end, our numerical analysis in Section 5.3, examining the size of consideration
sets across various product categories using real-world grocery sales data, is consistent with the
finding that consideration set sizes tend to be relatively small.

Over the past few decades, numerous theories and models have been developed to explain
how consumers form their consideration sets. From a decision theory perspective, consumers are
expected to continue searching for new products as long as the utility (or satisfaction) gained from
finding a better option exceeds the cost of the search (Ratchford 1982, Roberts and Lattin 1991).
Additionally, cognitive limitations may lead consumers to rely on simple heuristic rules to construct
their consideration sets. These rules include elimination by aspects (Tversky 1972), conjunctive
and disjunctive rules (Pras and Summers 1975, Brisoux and Laroche 1981, Laroche et al. 2003,

Gilbride and Allenby 2004, Jedidi and Kohli 2005), and compensatory rules (Keeney et al. 1993,
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Hogarth and Karelaia 2005). In this paper, we take a more general and flexible perspective on the
formation of consideration sets. Rather than focusing on specific rules or heuristics that consumers
use to construct their consideration sets, we model the possibility that a consideration set sampled
by a customer could be any subset of products. To this end, our paper is related to the work of
Jagabathula et al. (2024), where the authors model customer choice using the consider-then-choose
(CTC) model, which is parameterized by the joint distribution over consideration sets and rank-
ings. Different from the CTC model, which uses a mixture of rankings as its second-stage choice
mechanism, our model employs the simplest possible choice mechanism. Consequently, it can be
viewed as a special case of the model proposed by Jagabathula et al. (2024). Furthermore, our
model is also a special case of the ranking-based model (Block et al. 1959, Farias et al. 2013) and
the mixed MNL model (Train 2009) as discussed in Section 2.3.

More recently, the concept of a consideration set has been gaining a lot of attention in the field of
operations management. Feldman et al. (2019) propose an algorithm for determining the optimal
assortment, incorporating the unique features of the ranking-based model and the assumption of
small consideration sets. Similarly, Aouad et al. (2021) examine assortment optimization under the
CTC choice model, where customers select the product with the highest rank from the intersection
of their consideration set and the offered assortment. In Wang and Sahin (2018), the authors present
a mathematical model that represents the trade-off between a product’s expected utility and the
search cost associated with it. Mitrofanov et al. (2024) investigate the assortment optimization
problem under a two-stage choice model, where customers initially use non-parametric dominance
relationships to narrow down their options and then make a selection from the shortlisted products
using the multinomial logit (MNL) model. Chitla et al. (2023) use the consideration set concept
in order to build the structural model and study the multihoming behavior of users in the ride-
hailing industry. Interestingly, it was shown in the paper by Jagabathula et al. (2024) that the
consideration set approach is particularly advantageous in the online platform setting or in the
grocery retail setting where we might expect the noise in the sales transaction data because of the
stockouts. To this end, there is a lot of evidence in the literature that online platforms might not
have real-time information on the product availability in the grocery retail stores which could be
the major cause for the stockouts (Knight and Mitrofanov 2024) despite the Al-enabled technology
to alleviate this problem (Knight et al. 2023, Kim et al. 2024).

2. Model Description
In this section, we begin with an overview of choice modeling before introducing the consideration
set model. Then, we connect this model to other choice models in the economics, marketing, and

operations literature.
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2.1. Preview of Choice Modeling and Motivation

We begin this subsection by introducing several notations. We consider a universe N ={1,2,...,n}
of n products. Each assortment or offer set S is a subset of N, i.e., S C N. When a set of products
S is offered, a customer or an agent chooses either a product in S or the “default” option 0.
Depending on the context, the default option can be the no-purchase option or any product outside
the universe N. Following the standard assumption in the literature, the default option is always
assumed to be available to customers. Then, to simplify notation, we denote N* = N U {0} and
ST =SU{0} for any S C N. Throughout the paper, I[A] or I4 denotes the indicator function that
is equal to 1 if condition A is satisfied and 0, otherwise.

A choice model can be described by a mapping or function P that takes as input an assortment
S and outputs a probability distribution over the elements of S*. This probability distribution
represents the likelihood of each product in the assortment being chosen by a consumer. Specifically,
IP;(S) represents the probability that a customer selects product j from the offer set S, while Py(.S)
represents the probability of choosing the default option. Note that when the offer set is empty,
the default option is always chosen, i.e., Po()) = 1. More formally, a choice model specifies the
choice probabilities {P;(S5):j € ST, S C N} that satisfy the standard probability laws: IP;(.S) > 0 for
all j € 5% and 3, 4+ P;(S) =1, for all S C N. Note that discrete choice models are widely used
to predict consumers’ purchase decisions in operations, marketing, and economics research. For
further details, we refer readers to Ben-Akiva et al. (1985) and Train (2009). While early research
on choice modeling primarily focused on parametric models such as the multinomial logit (MNL)
model, the mixed MNL model, and the nested logit model (Train 2009), recent years have seen
a rapid surge in consumer choice data, driving the development of nonparametric choice models.
These models aim to enhance the accuracy of consumer decision predictions and provide greater
flexibility in fitting the data (Block et al. 1959, Farias et al. 2013, Aouad et al. 2021, Jagabathula
et al. 2024, Chen and Misi¢ 2022).

More specifically, recent research in nonparametric choice modeling has primarily focused on
developing more advanced and sophisticated second-stage choice mechanisms, with or without
incorporating a consideration set formation stage, to better fit consumer choice data. In contrast,
our paper takes the opposite approach by employing the simplest possible second-stage choice
mechanism. This approach enables us to explore the role and power of first-stage consideration
set formation and examine how incorporating consideration sets influences the characteristics and
applicability of choice models. To this end, we introduce and analyze a model, referred to as the

consideration set model, which is described in detail below.
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2.2. Consideration Set Model (CSM)

In what follows, we introduce the consideration set model. As elaborated later in Section 2.3, this
choice model is not based on entirely new principles but is instead nested within several well-
established choice models. This structure enables us to extend our findings to other choice models
that implicitly or explicitly incorporate consideration set structures. In essence, the consideration
set model represents a probability distribution over sets of products, with each set C' C N cor-
responding to a consideration set. Specifically, let C be a collection of subsets of N and A is a
probability distribution over C such that A\c >0 for all C €C and ). Ac =1. Each C € C denotes
a consideration set, which is a subset of N. Furthermore, we assume that each consideration set C'
specifies a set of preference relations between elements in Nt as follows.

DEFINITION 1. Each consideration set C' € C of the consideration set model (C,\) represents a
set of preference relations between items in N* as follows: (a) i ~ j, for all 4,5 € C; (b) i > 0, for
all i € C; and (c) 0> j, for all j #C.

In Definition 1, following the convention, we use ¢ > j to denote “i is preferred to j” and use
i~ j to denote that i and j are equally preferred. Note that we do not need to specify preference
relations between the items outside of the consideration set C, since those items are dominated
by the default (i.e., no-purchase) option 0 which is always available. However, without loss of
generality, one can still assume that ¢ ~ j for all ,5 ¢ C.

Following the standard interpretation in choice modeling, the consideration set model (C,A)
can be viewed either as an individual customer’s stochastic decision rule or as a representation
of customer segments in the market. In the former case, we assume that with probability Ac, a
customer samples a consideration set C' according to distribution A before making a final choice. In
the latter case, each consideration set C' € C is associated with a customer type, and Ao represents
the proportion of customers of type C in the market. Before we show how to compute the choice
probabilities under the consideration set model, we further provide an alternative parametrization
of the model, which specifies a conditional distribution A, s given an offered assortment S.

DEFINITION 2. A conditional set distribution X.g is defined with respect to a distribution A
over subsets in N, for every S C N, as follows:

(1)

o [Secede TENS =01, i€ C S and €40,
1570, it C'¢ S and C' #10,

along with Agjs =1 — 3" cg.0r29 Acrjs, Where I[A] is an indicator function.

In fact, Equation (1) specifies the distribution over the sets within the offered assortment S.
For example, assume that N ={1,2,3,4,5} and an assortment S = {1,2,3} is offered. Then the
consideration set C = {2,3,4} is equivalent to the consideration set ¢’ = C NS = {2,3}. Put
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differently, if a customer who is considering buying products C' = {2,3,4} enters a store that only
offers products S = {1, 2,3}, then the customer would only consider buying product C' NS = {2, 3},
as product 4, despite being considered, is not offered. Intuitively, Definition 2 specifies that the
probability that the customer samples a conditional set C’ from the offer set S is the sum of
the probabilities of sampling consideration sets C' such that C N.S = C". With the conditional set
distribution defined in Definition 2, there are two ways to describe a consumer’s decision-making
process when selecting from an assortment S. In the first approach, the customer is assumed to
sample a consideration set C' C N according to the distribution A and then make a final choice
from the intersection C'NS. Alternatively, the customer can be assumed to sample a conditional
set C' C § directly, based on the conditional set distribution A.|s, and then make a final choice
from C’. Both approaches lead to identical choice probabilities, making them equivalent.

It is straightforward to verify that the conditional set distribution \.g¢ satisfies the standard
conditions such as A¢r g >0 for all C" € N and ZC,EN Acrjs = 1. In addition, A,g is consistent
with the “monotonicity property” where for all S, € 5, € N, we have that Ac/s, > Acrjg, for all
C’ C S,. More specifically, for any C'C N, such that C NS, = ' is satisfied for C’ C S;, we have
C NSy, =C". Next, we formally define the probability of choosing an item j from the assortment
S C N under the consideration set model (C,A) by means of the conditional set distribution A.s.

DEFINITION 3. Given a consideration set model (C, ), the probability to choose product j from

an assortment S is computed as follows:

Ao
T o @)

C'CS:jec!

if 7 €S and 0, otherwise.

In other words, Equation (2) implies that when an assortment S is offered, a customer forms
a consideration set C’ with probability Ac/s and, within this set, assigns equal preference to
all products (as outlined in preference set (a) in Definition 1) while considering every product
preferable to the default (no-purchase) option (as specified in preference set (b) in Definition 1).
To this end, we assume that a customer does not rely on a specific second-stage choice mechanism
to determine the “best” product from C' and therefore would select any product from C' with equal
likelihood which leads to a factor Ac/s/|C’| in the summation. Recall that we intentionally have
this assumption to make the second-stage choice mechanism as simple as possible, allowing us to
focus exclusively on analyzing the role and power of the consideration set formation layer in choice
modeling. Alternatively, this assumption can be justified by the bounded rationality of customers
who, constrained by cognitive and physical limitations, are unable to differentiate and rank all

options within the consideration set (Simon 1955).
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As mentioned above, we can also model the customer’s decision-making process by first sampling
C from A and then choosing a product from C'N.S. In this case, we have the following expression

to compute the probability of choosing item j from offer set S:

C,A o >\C
PEV(S) = > Cral (3)

cce:jec

if j €8, and 0, otherwise. Similar to Equation (2), the factor |C' N S| comes from the fact that
a customer equally prefers to buy a product from C'NS after she/he forms the consideration set
C C N and thus chooses one from C'NS uniformly at random. According to Definition 2, the choice
probabilities IP’;C’A)(S ) in Equations (2) and (3) are equivalent (by rearranging the sums). We next
present a simple example to illustrate the calculation of choice probabilities P§C’A)(S ).

ExXAMPLE 1. Consider a universe of n =5 products, i.e., N ={1,2,3,4,5}, and assume that cus-
tomers make choices in accordance with a consideration set model (C,A), where C = {C;,C5,C5}
such that Cy = {1,3,5}, C, ={2,3,4,5}, and C3 = {3,4, 5}, alongside (A¢,, Ac,, Acy) = (0.1,0.6,0.3).
One way to interpret this modeling setup is that an individual customer, before making a final
choice, samples a consideration set from {C},Cy,C3} with probabilities 0.1, 0.6, and 0.3, respec-
tively. Another interpretation implies that the customer population consists of three customer types
C,, Cy, and C5, where the probability mass of customer types C;,Cs, and Cs is 10%, 60%, and
30%, respectively.

Next, assuming that assortment S = {1,2} is offered, we can compute the conditional set distri-
bution A.,s using Equation (1) and obtain A13s = Ac, = 0.1, Ajays = A, = 0.6, Af1235 =0, and
Aojs =1—-0.6—0.1 = 0.3. Consequently, we can compute choice probabilities under the assortment S
as follows: PN (S) = Ap1y19/[{1}= 0.1, SV (S) = A2y s/1{2}|= 0.6, and PN () =1-0.1—0.6 =
0.3. Alternatively, we can directly factor the intersections C'N.S into our computations as shown in
Equation (3) which would result in the same choice probabilities: PI“($) = Ae/H{C1N S} =0.1,
PN (S) = Mgy, /{C> N S} = 0.6, and PV (S) = 0.3.

Similarly, when S" = {1,2,4,5} is an offered assortment, one can show that A sys =
0.1, Ap2.a5ysr = 0.6, and Aga5ys = 0.3, leading to choice probabilities IP’gC’A)(S/) = Aisys/2 =
0.05, PN (") = Apasysr/3 = 0.2, PV (S) = Aaasyisr/3 + Aasysr/2 = 0.35, and PN (S7) =
A1sys'/2 + Ap2,a5y157/3 + Ay st /2 = 0.4. By comparing the choice probabilities under the two
different assortments S and S’, we can clearly see that the consideration set model is not restricted
by the independence of irrelevant alternatives (IIA) axiom (Luce 2012, Hausman and McFad-
den 1984) and thus not subsumed by the MNL model. Specifically, IP’éc”\)(S)/IP’EC’)‘)(S) =6#£4=
PEY () /P (S).
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Finally, we highlight that although we simplify the choice mechanism by assuming customers
select items from the considered set of products uniformly at random, this does not imply that
customers have equal probabilities of purchasing any two offered products that appear in the
same consideration set. Moreover, our model can readily accommodate scenarios where a customer
decides not to purchase any product from the offered assortment. Following the previous example,
consider a model specification (C,A) in which a representative customer is characterized by C =
{C4,C5,0}, with Cy = {1}, C5 ={1,2}, and (A¢,,Acs,Ag) = (0.3,0.4,0.3). When an assortment
S ={1,2} is offered, a customer would choose product 1 with a probability of 0.5, product 2 with
a probability of 0.2, and opt not to purchase any offered product with a probability of 0.3. It is
important to note that, in this scenario, the customer does not show indifference between products
1 and 2 appearing in the same consideration set C5 = {1,2}. In fact, the customer is more likely to
choose product 1 due to the presence of a smaller, nested consideration set C, within C5 and also

has the option not to purchase any product from the assortment.

2.3. Connection to Other Choice Models
Upon closer examination, it becomes clear that the consideration set model, while not built on
an entirely new foundation, is both sophisticated and highly flexible. This nonparametric model
offers up to 2™ — 1 degrees of freedom, precisely matching the number of parameters required to
define the distribution A over the 2" subsets in IN. Moreover, our model is a special case of several
well-established choice models.

The consideration set model, in fact, can be viewed as a special case of the mixed MNL model.
To recap, the mixed MNL model is characterized by k segments, with each segment ¢ € {1,2,...,k}

accounting for a probability mass A, of the market. Customers in segment ¢ make purchasing

decisions based on an MNL model with parameters (wg,wys,...,wy,). For a given assortment S,
the choice probability under the mixed MNL model is calculated as P;(S) = 21221 A ﬁ
1€ 2

This formulation demonstrates that the consideration set model can be effectively represented
within the structure of the mixed MNL model. Specifically, suppose C ={C},Cs,...,C;} and A=
(Acys---3A¢, ). We can then construct a mixed MNL model as follows. Let M be a sufficiently large
constant. For each C,, £=1,2,...,k, we define a customer segment in the mixed MNL model with
population weight A\, = A¢,, and set wy; = M for i € Cy and wy; = 0, otherwise. As M approaches
infinity, it becomes evident that the corresponding choice probabilities in this mixed MNL model
converge to those in Equation (3). Furthermore, the consideration set model can also be viewed
as a special case of the ranking-based model. This relationship is formally stated in the following

lemma.

LEMMA 1. The class of consideration set models is nested in the class of ranking-based models,

and the reverse statement does not hold.
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We formally prove Lemma 1 in Section EC.1.1. Herein, we illustrate the idea of the proof with
a straightforward example. Suppose the consideration set model consists of a single consideration
set, C; = {1,2}. This model can be represented as a ranking-based model comprising two rankings,
o1 ={1>=2>0} and o, = {2 > 1 > 0}, each assigned a weight of 0.5. In other words, to construct
an equivalent ranking-based model, we interpret each consideration set C' as an equal-weighted
average of |C|! rankings, where each ranking is a permutation of the elements in C followed by the
no-purchase option 0. By averaging over all permutations of C'; we ensure that customers assign
equal preference to each product in C. It is worth noting that Lemma 1 also establishes that the
consideration set model is a member of the random utility maximization (RUM) class (Thurstone
1927, McFadden et al. 1973). In the RUM framework, each alternative is associated with a random
utility, and customers select the alternative with the highest utility once the randomness is revealed,
effectively maximizing their utility. It is well-known that the RUM class is equivalent to the ranking-
based model class, as the revealed utilities of products can be sorted to form a ranking over the
products (Block et al. 1959, Farias et al. 2013). Finally, we note that our general consideration set
model, where A is a distribution over consideration sets, subsumes the more restrictive consideration
set distribution parameterized by independent attention parameters (Manzini and Mariotti 2014).
This directly follows from the parameterization of the distribution A in the CSM model: A¢ =
[Lice Vi - TLien e (1 — i), where v is the vector of attention parameters specifying the independent
consideration set formation in the paper by Manzini and Mariotti (2014). We formally state this

result in the following lemma.

LEMMA 2. The distribution over consideration sets proposed by Manzini and Mariotti (2014) is

a special case of distribution X of the CSM model.

3. Identifiability and Axiomatic Characterization

In this section, we establish the identifiability of the consideration set model and present its
axiomatic characterization. Additionally, we explore the implications of these findings for general
two-stage choice models, highlighting how both the “consider” and “choose” steps influence the
representational power of these models. For ease of notation, we let N; ={S C N : j € S} denote the
collection of assortments that include product j. Also, throughout this section, we let choice data
refer to the collection of the ground-truth choice probabilities {P;(S):j € ST, S C N}. For now, we
assume that the exact value of choice probabilities is provided to us, that is, we ignore potential
finite sample issues. This is a reasonable assumption if the number of transactions under each
assortment is large. We relax this assumption in Section EC.4.1 when estimating the consideration

set model from real-world grocery retail data.
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3.1. Identification of the Consideration Set Model

Recall that the consideration set model is fully characterized by the distribution A over subsets.
Therefore, the identification of the consideration set model reduces to the identification of the dis-
tribution A. For simplicity, we refer to A as the consideration set model throughout this section. In
what follows, we present a collection of results that provide different ways to obtain the distribution
A in closed form. The first result requires the specification of the choice probabilities for selecting

an item j across the assortments in N; to compute Ao for each C' € N;.

THEOREM 1. Suppose that the collection of probabilities to choose product j, i.e., {P;(S):S C
N;}, is available and consistent with an underlying consideration set model. Then, we can recon-

struct the model by uniquely computing A¢c, for every C € Nj, as follows:

o= Y I [|CUX] >n— 1} -l COXImn L ICHIX iR (X, (4)

XeEN;
Proof sketch: For each C' € N, we first define three functions as follows: xo(X) =1/|CNX],
Ve (X) =Ticox|en1 - (—D)ICHFXI=H tand oo (X) =Licux|en -1 (—1)I€HXI=n+1 The first function
Xc(X) is used to account for the size of the intersection C'N X between an assortment X and a
consideration set C. The remaining two functions ¢¢(X) and ¢ (X) jointly form the orthonormal
basis to xc(X). By varying the assortment X and observing the corresponding changes in the
choice probability P;(X), we can infer the probability weight Ac of a consideration set C' that
includes product j. With these three functions in hand, we rewrite the choice probability, defined
in Equation (3), by means of the function x¢(X) as follows:

P;(X) = Z Acxe(X). (5)

CEN]'

We also notice that 9¢(X) and ¢ (X) share the same factor (—1)I¢+1XI=n+1 and, therefore, their

summation can be simplified as follows:
¢C(X) + SDC(X) =1 {|C’U X| >n— 1] ,n\CUX|—n+1(_1)|C|+|X\—n+1' (6)
Next, we claim that for all C,C" € N,

> xo(X)(We(X) +po(X)) =1[C"=C]. (7)

XENJ'

Invoking the claim, Equation (4) in the theorem follows immediately, since

Z Pj(X) -H|:|CUX| >n— 1] 'n\CUX|7n+1(_1)|C|+|X\7n+1

XENj
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= Z Z Aor - Xor (X)) - (Ve (X) + po(X)) by Equations (5) and (6)]

XeN; C'eN;

= Z Ao -L[C"=C] by the claim stated above as Equation (7)}

Therefore, in order to complete the proof of Equation (4), it is sufficient to prove the claim in
Equation (7). Since the proof of the claim is quite involved, we relegate it to Section EC.2.1 in the
e-companion.

In what follows next, we complete the proof of Theorem 1 by showing that the distribution A\ is
unique. First, note that Equation (5) relates probability distribution A over the consideration sets
to the choice probability P;(X') through the system of linear equations which can be represented as
y=A-X where y = (P;(X))y . x and A= (AC)C:CeNj are two vectors of length 2"~!. Then, Equa-
tion (4) provides another relationship between choice frequencies P;(X) and the model parameters
A in a linear form as A = B -y. Given that A is a 27! x 2"~! dimensional matrix, proving the
uniqueness of A distribution reduces to showing that det(A) # 0. This is easy to see: as we have
A=B-y=B-A-Xfor any A, it implies that [ = B- A and 1 =det(I) =det(B) - det(A). Conse-
quently, det(A) # 0. We refer the readers to Section EC.2.1 in the e-companion for the complete
proof of the theorem. O

Thus, Theorem 1 allows us to compute the probability mass of each consideration set C' C N
such that C' # (). We can then find Ay directly by using the equation ch ~ Ac = 1. It follows from
Theorem 1 that the identification of A¢ relies only on the access to the probabilities of choosing
an arbitrary item j in C' under various assortments, i.e, j can be any item in C. As a result, for
each C, there are at least |C| ways to compute Ac. We can also formulate the corollary below

that specifies the necessary conditions for the data generation process to be consistent with the

consideration set model.

COROLLARY 1. Consider two products j and k. Suppose that the choice data for j and k,
{P;(S): S C N;} and {Py(S): S C Ny}, are consistent with an underlying consideration set model.

Then, for every consideration set C'C N, the following equation is satisfied:

Z ]I\CUX|2TL—1 . n|CUX\7n+1(_1)\C\+|X|fn+1]P)j(X) _ Z H\CUX|2n—1 . n|CUX\7n+1(_1)\C\+\X|fn+1Pk(X)'

XEN; XN,

Note that this corollary follows directly from the Theorem 1. Alternatively, we can recover the
underlying parameters of the consideration set model from the collection of choice probabilities
{Po(5): S C N}, where we only need to have access to the probability to choose the default option

under assortments S C N. In particular, we have the following result:
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LEMMA 3. Suppose that the collection of probabilities to choose the default option, i.e.,

{Po(S): S C N}, is consistent with an underlying consideration set model. Then, we have that

Ac = Z(_l)lcli‘X@o(N\X)' (8)

Xcco

In fact, Lemma 3 follows from a particular form of the inclusion-exclusion principle stated in Gra-
ham (1995). For any finite set Z, if f:27 — R and ¢:2% — R are two real-valued set functions
defined on the subsets of Z such that g(X) =73, f(Y), then the inclusion-exclusion principle
states that f(Y) = ZXQY(—l)‘YHX'g(X). Our result then follows from setting f(Y) to A¢ and
defining g(X) =Po(N \ X) =>_rcx Ac, where the second equality holds since a customer of type
C would choose the outside option 0 from N\ X if and only if C' C X. Importantly, while recovering
the distribution A over consideration sets in the most general case would require observing the
default choice probabilities for 2™ different assortments, practical evidence suggests that consid-
eration sets typically have limited cardinality (Hauser and Wernerfelt 1990, Hauser 2014), which
significantly reduces the number of required assortments. Specifically, if the size of consideration
sets is bounded by a finite number m, then, by Lemma 3, identifying the distribution over consid-
eration sets {C' C N | |C|<m} only requires computing the default choice probability Po(N\X) for
sets X where |X|<m. This involves only 7"/ (,".) = O(n™) different assortments.

Also, note that in real-world retail settings, it can be challenging to observe the probability that
customers choose the default option. Consequently, Theorem 1 has higher practical importance in
identifying parameters of the consideration set model than Lemma 3, although Equation (8) is less
involved than Equation (4). Lemma 3 also connects to the classic decision theory findings of Block
et al. (1959) and Falmagne (1978), as it recognizes that the sum in Equation (8) can be reformulated
as a Block-Marshak polynomial. We will revisit these classical results in Section 3.3. Finally, after
combining together Theorem 1 and Lemma 3, we can formulate another set of necessary conditions
imposed on the choice data for the data generation process to be consistent with the consideration

set model.

COROLLARY 2. Suppose that the choice data {P;(S):S C N;} and {Py(S): S C N} are consistent
with an underlying consideration set model. Then, for every set C C N such that j € C, we must

have

N ()R (N X) = Y H[I(Ju)ﬂ Zn‘l} lCUX I (L )ICHIX I (),

XCcC XEN;
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3.2. Implications of Theorem 1

We first highlight that most nonparametric choice models are not identifiable from the choice
data {P;(S):j € S*,S C N} alone. The examples include the ranking-based model (Farias et al.
2013) and the decision forest model (Chen and Misi¢ 2022), among others. In particular, Sher
et al. (2011) show that the ranking-based model cannot be identified when n > 4. Intuitively,
the nonidentifiability of the aforementioned nonparametric models can be explained by the fact
that the parameter space grows much faster with n than the number of available equations that
match predicted and actual choice probabilities {P;(S)};cs+ scny to identify model parameters.
Specifically, these equations can be written in the form P°(S) = P;(S), for j € S* and S C N, where
MD is a choice model and P°(S) is the predicted probability to choose item j from assortment S
under the choice model MD.

For instance, a ranking-based model requires the estimation of O (n!) parameters, which is the
number of all possible rankings over N*. Meanwhile, the number of available equations to identify
model parameters is upper bounded by O (n-2"), where the factor 2" is the total number of
assortments S C N and the factor O(n) is the number of choices j € S* under an assortment S.
As n!>n2", the ranking-based model is not identifiable. In contrast, the number of parameters in
the consideration set model is 2™ — 1, which is the number of parameters to specify a distribution
A = (Ac)ceon over consideration sets. As 2™ < n-2", it is not very surprising that the consideration
set model does not suffer from the overparameterization faced by the ranking-based model. In
fact, to the best of our knowledge, the consideration set model is one of the most flexible choice
rules (i.e., it has the highest degrees of freedom) which are still identifiable from the choice data
alone. Note that identifiability can benefit the downstream applications of the choice model. We
empirically demonstrate the value of identifiability in Section EC.6 in the e-companion.

Given the complete identifiability of the first-stage consideration set formation, Theorem 1 sug-
gests that if a two-stage choice model is non-identifiable, the first-stage consideration set formation
itself is not responsible for that. Additionally, given that the consideration set model has 2" — 1
parameters and there are at most O(n -2") equations available to identify a choice model, The-
orem 1 indicates that any two-stage choice model characterized both by the general distribution
over consideration sets as well as by the second-stage choice mechanism is at high risk of being
non-identifiable. Specifically, any choice mechanism that models a purchase decision based on the
first-stage consideration set could significantly increase the degree of freedom by at least Q(n) fac-
tor, resulting in a choice model with Q(n -2") parameters. For example, Jagabathula et al. (2024)
demonstrates that the choice model, characterized by a joint distribution function over consider-
ation sets and complete rankings, requires estimating n!-2" parameters and cannot be identified

solely from sales transaction data.



Akchen and Mitrofanov: Consider or Choose?

17

Finally, we note that Theorem 1 is not only about identifiability but also provides a closed-form
expression to compute all the parameters of the consideration set model. This further distinguishes
the consideration set model from other parametric and non-parametric choice models. The MNL
model is one of the very few models that have a similar property. Another example is a consider-
then-choose (CTC) model studied by Jagabathula et al. (2024) where the authors show that the
model is partially identifiable as the marginal distribution over consideration sets can be identified
from the choice data. Jagabathula et al. (2024) also investigate a special case of the CTC model,
named the GCC model, where all customers follow the same single ranking ¢ to make decisions
after sampling a consideration set. They provide closed-form expressions to estimate the parameters
of the GCC model. However, this model is quite restrictive and suffers from one-directional canni-
balization which implies that all customers have to follow the same preference order (Jagabathula

et al. 2024).

3.3. Axiomatic Characterization
In the previous section, we outlined various necessary conditions that choice data must satisfy to
be consistent with the consideration set model (see Corollaries 1 and 2). While these necessary
conditions are valuable for ensuring consistency with the consideration set model, Corollaries 1 and
2 are primarily algebraic in nature and lack significant intuitive interpretation. This encourages
us to develop axioms based on customers’ revealed preferences that could characterize the consid-
eration set model and provide more intuition. To this end, we propose two axioms, called default
reqularity and symmetric demand cannibalization.

The axiom of default regularity relates to the classic decision theory developed by Block et al.
(1959) and Falmagne (1978). Specifically, Block et al. (1959) define the Block-Marshak polynomial

of the choice probabilities as follows:

H(i,S)= > (~D)¥FL.Py(5),  VSCN,ies™

X:SCX
Block et al. (1959) and Falmagne (1978) jointly show that the choice data belongs to the RUM class,
i.e., the choice data is consistent with a ranking-based model, if and only if the inequality H(i,.5) >0
holds for all alternatives i € ST and assortments S C N. Our first axiom, the default regularity,
is specifically equivalent to the nonnegativeness of the Block-Marshak polynomial H(0,.5) of only
the default (i.e., no-purchase) option 0. Thus, the constraints imposed on the choice probabilities
by default regularity axiom is no more restrictive than the constraints imposed by the RUM class.
In what follows we formally state the default regularity condition.

DEFINITION 4. (Default Regularity) A collection of choice probabilities {IP;(S):j€ S*,SC N}
satisfies the default regularity property if H(0,.5) >0 for all assortments S C N.
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In other words, the axiom of default regularity imposes the RUM type of restriction only to
the default choice probabilities in the choice data. Our second axiom, symmetric cannibalization,
imposes restrictions on the choice data related to purchasing a specific product j € N.

DEFINITION 5. (Symmetric cannibalization) A collection of choice probabilities {P;(S) : j €
St,S C N} satisfies the symmetric cannibalization property if for all assortments S C N and
J,k €S such that j# k, we have P,;(S\ {k}) —P;(S) =Pr(S\{j}) —Px(5).

The axiom of symmetric demand cannibalization relates to the concept of demand cannibaliza-
tion, where the sales or market share of one product decreases due to the presence of a competing
product. This axiom states that for any pair of products, 7 and k in .S, the influence of product
k on demand for product j is equal to the influence of product 5 on demand for product k£ across
all product assortments S C N. This indicates a symmetric pattern in how products cannibalize
each other’s demand. In what follows below, we present our main theorem which characterizes the

consideration set model through the axioms defined above.

THEOREM 2. The collection of choice probabilities {P;(S):j € ST,S C N} is consistent with a
consideration set model with unique distribution X\ if and only if it satisfies the axioms of default

reqularity and symmetric cannibalization.

The proof is relegated to the e-companion (see Section EC.2.2). As it can be seen therein, establish-
ing necessity is rather straightforward, but establishing sufficiency is more involved as it requires
two auxiliary lemmas. We prove sufficiency by constructing the distribution A and then the unique-
ness of A follows directly from the Theorem 1. From the proof, we can also notice that the non-
negativity of the Block-Marshak polynomial H(0,S) of the no-purchase option also ensures that
the parameters of the consideration set model computed from the choice probabilities, as described
by Lemma 3, are well-defined, i.e., A\c =3 yco(—1)ICFIRy(N\X) = 3o ¢ (—1)FI7ICP (X) =
H(0,C) >0, where X = N\ X denotes the set complement for a set X C N. This is because the
functional form in the axiom of default regularity resembles the formula used to calculate the
probability mass of the consideration set distribution presented in Lemma 3.

Interestingly, Theorem 2 suggests that in a general two-stage choice model, it is the choice mecha-
nism, rather than the consideration set formation, that is responsible for capturing the asymmetric
demand cannibalization among products. The theorem reveals a fundamental limitation of the
consideration set formation in the first stage. While the consideration set formation can explain
the heterogeneity of customers’ preferences (as illustrated in Example 1), it falls short of com-
pletely capturing demand substitution in the way that the ranking-based model or other general
RUM models can. In other words, in order to capture complex inter-product substitution using a

two-stage choice model more accurately, one should focus on developing the second-stage choice
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mechanism. Although the symmetric demand cannibalization can be considered as a limitation,
in Section 5 we demonstrate that the consideration set model remains competitive in prediction
performance compared to the ranking-based model when tested on real-world data. Thus, the effect
of demand cannibalization in real-world settings may not be that asymmetric.

We also note that Theorem 2 can be used to verify if the choice generation process is indeed
consistent with a consideration set model. It can also be observed that the default regularity axiom
when combined with the symmetric cannibalization axiom ensures a well-known regularity property
(or weak rationality), i.e, P;(S;) >P;(S2) whenever S; C S,. which plays an important role in the

economics literature (Rieskamp et al. 2006). We state it formally as follows.

LEMMA 4. If a choice model P satisfies the axioms of symmetric cannibalization and default

regularity, then for all Sy,S; C N such that S; C Sy we have P;(S1) >P;(S,) for any j € S;.

Thus, Theorem 2 and Lemma 4 jointly imply that the only restriction that the consideration set
model imposes on top of the general RUM class of choice models, such as the ranking-based model,
is the symmetric demand cannibalization property. Finally, we formulate a lemma that states that
if the two axioms are satisfied, then the cannibalization effect of item & on item j diminishes when

we enlarge the assortment.

LEMMA 5. If a choice model P satisfies the axioms of symmetric cannibalization and default

regularity, then AgP;(S1) > AgP;(Ss) if S1 C S, where AyP;(S)=P,;(S\ {k}) —P;(5).

In other words, it follows from the lemma that if item k cannibalizes item j in assortment S, then
item k also cannibalizes item j in assortment Sy C S;. Equivalently, if item & does not cannibalize
item j in assortment S; then item k also does not cannibalize item j in assortment Sy O .S;. We
omit the proofs of Lemmas 4 and 5, as they follow straightforwardly.

We finish this section by adding two additional remarks. First, we note that the axiomatic
characterization of choice models in the economics literature is usually established for parametric
models. Luce’s independence of irrelevant alternatives (IIA) axiom (Luce 2012, Hausman and
McFadden 1984) is one of the most popular examples and is used to demonstrate the limitation of
the MNL model both in the economics and operation fields. A more recent example is provided by
Echenique and Saito (2019) where the authors extend the Luce model by proposing a set of axioms
that relax the IIA property. Among the nonparametric models, the ranking-based model is one
of a few models that are characterized by axioms. As we discussed above, the choice data under
the ranking-based model can be characterized by the Block-Marshal polynomial H (i, S) such that
H(i,8) >0 for all i € ST and S C N; see Barberd and Pattanaik (1986) and McFadden and Richter
(1990). Consequently, our paper contributes to the rare examples of axiomatic nonparametric choice

models.
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We also note that Theorem 2 indicates that neither the MNL nor the consideration set model
subsumes each other. It is straightforward to check that the MNL model does not satisfy the
symmetric cannibalization property unless its attraction parameters are the same for all items,
meaning that all items have equal market shares. It is also obvious to see that the MNL model
does not subsume the consideration set model, as the latter model is with a much higher degree
of freedom. Symmetric cannibalization property also differentiates the consideration set model
from the broad class of choice models with a single preference order (Manzini and Mariotti 2014,
Jagabathula et al. 2024). In practice, as we will see in Section 5, the assumption of symmetric
demand cannibalization does not seriously impair the predictive performance of the consideration

set model, as it performs closely to the mixed MNL model and the ranking-based model.

4. Assortment Optimization

In this section, we investigate how accounting for consideration sets in choice modeling might influ-
ence the design and complexity of operations strategies in downstream applications. Specifically,
we focus on the assortment optimization problem, which aims to identify the optimal set of prod-
ucts to offer to customers to maximize revenue. Throughout this section, let r; denote the revenue
associated with product ¢ € N. Without loss of generality, we assume the products are ordered such
that vy >ry > ... >r, > 0. In this context, the default option generally refers to either a customer
leaving without making a purchase (i.e., the no-purchase option) or choosing a product outside the
designated set (i.e., the outside option), both of which result in zero revenue. For ease of notation,
we let (C,A) denote a consideration set model where C = {C1,Cy,...,Cy} and Ao, = A; >0 for
jeK={1,2,...,k}. Additionally, for a customer type associated with a consideration set C, we
denote the expected revenue under assortment S as Rev(.9):

ZieCeri/’CﬂS‘, if |Cﬂ5”2 1,

9
0, if |C'N S|=0. ©)

ReVC(S) = {

Hence, > ek Aj-Revg, (S) is the expected revenue from all the customer segments in the popula-

tion. We can thus state the assortment optimization problem under the consideration set model as
follows:

max {;{ Aj - Revg, (S)} . (10)

In addition, without loss of generality, we assume that U;cxC; = N. Specifically, if a product

i ¢ U;exCj, then ¢ ¢ C; for any j € K, meaning no customer in the market considers purchasing

it. As a result, the product has zero demand across all assortments and does not affect the choice

probabilities of other products, making it irrelevant to the assortment decision. Therefore, it can

be excluded from the product universe V.
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Finally, note that assortment optimization is an important application of choice modeling, widely
used in practical tasks such as menu design and product recommendation. For a comprehensive
overview, we refer readers to the monograph by Kok et al. (2008). In this section, we first establish
foundational results regarding the optimal solution to Problem (10), followed by an analysis of its

computational complexity.

4.1. Analysis of Optimal Assortments

In this subsection, we provide an exact characterization of the optimal assortment structure. We
begin with some definitions. First, we let b € {0,1} be a binary variable. Next, we define 7,(C)
as an operator over a set C' C N, such that 7,(C) = C and 1,(C) = C = N\C. In other words,
when b= 1, the operator 1, (-) functions as the identity mapping, whereas for b =0, it returns the
complement of the set. Then, given a binary vector b € {0,1}* of length k, we define a block Iy, in

the following way:
k
Iy={\m, (C;). (11)
j=1

For example, if b= (0,1,0), then I;, = C; N Cy N Cs. We also let B={0,1}* and define T as the
collection of all blocks such that Z = {I}, | b € B}. Consequently, as demonstrated in the proof of
the upcoming theorem, the non-empty sets in Z = {I}, | b € B} form a partition of N.

Second, we define a set of products S| as revenue-ordered within its superset S, if there exists
a threshold r € R such that S; = {i € Sy | r; > r}. In other words, a revenue-ordered set S; consists
only of the highest-revenue products in S5. Notably, under this definition, the empty set is also
considered revenue-ordered, as it can be obtained by setting the threshold r arbitrarily high. In
fact, the notion of a revenue-ordered structure is well-established in the assortment optimization
literature. In particular, the seminar work by Talluri and Van Ryzin (2004) shows that the optimal
assortment S* under the MNL model is revenue-ordered within the product universe N. With
these definitions in place, we can now present the main theorem that characterizes the optimal

assortment for Problem (10).

THEOREM 3. If S* is an optimal assortment for Problem (10), then for every block I, € Z, the

subset S; = S5* N Iy, must be revenue-ordered within Iy,.

While the formal proof of this theorem is relegated to Section EC.3.1 in the e-companion, herein we
discuss several intuitive insights derived from it. First, note that the products within a block I}, are
always considered together by customers — if one product in the block is considered by a customer,
all other products in that block are considered by the same customer as well. In addition, due to the

uniform choice mechanism in the second stage of the consideration set model, each product within
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the block generates the same demand if offered. Therefore, once deciding to include ny, products
from block I, into the assortment, it is optimal to select the ny most expensive products. This
strategy ensures that the demand is concentrated on the highest-revenue products in each block,
maximizing overall revenue.

Overall, these insights demonstrate that optimal assortments under the consideration set model
(CSM) exhibit a clear and well-defined structure — a characteristic often absent when solving
assortment problems under other choice models, such as the ranking-based model or the mixed
MNL model. Moreover, leveraging the intuition outlined earlier, Theorem 3 enables a polynomial-
time algorithm to solve the assortment problem (10), provided the number of consideration sets,

k, is bounded by a constant. We formally state this result below.

PROPOSITION 1. There exists a polynomial-time optimal algorithm for the assortment prob-

lem (10) if the number of consideration sets in the CSM model, k, is bounded by a constant.

Proof: We prove this proposition by invoking Theorem 3. First, we express each block I, as
{i%® ..., i“}b‘}, where 7% is the jth most expensive product in block I,. Then, by invoking Theo-

rem 3, the optimal assortment S* must belong to the following collection of assortments:

SopT = {S: U{z";,z’g,...,igb np €{0,1,...,|IL]}, Vb e B}.

benB
Therefore, we can find the optimal solution by enumerating all assortments in Sopr and calculating
each assortment’s expected revenue. Given that |B|= 2%, the number of assortments in Sopr is

bounded as follows:

Sopr| < [T (o141 < ] (n+1) < (n+ 1)

beB beB

Furthermore, computing the expected revenue for each assortment requires a runtime of O(nk).
Consequently, the total runtime of the algorithm is O(nk) - (n+1)?" = O(k - n2"+1), which remains
polynomial in n if k is upper bounded by a constant. ([l

In what follows, we discuss several implications of Proposition 1. First, this result can be con-
trasted with the complexity of assortment optimization under the mixed MNL model. To begin
with, recall that the CSM model is a special case of the mixed MNL model, where each customer
type follows an MNL model that assigns “infinite” weights to considered products (see Section 2.3
for details). In the mixed MNL setting, it is well-established that the assortment optimization
problem is generally intractable. Specifically, no polynomial-time optimal algorithm exists, even for
the case of just two customer segments, i.e., k =2 (Rusmevichientong et al. 2014). To address this,

Désir et al. (2022) proposed a fully polynomial-time approximation scheme (FPTAS) that provides
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a (1 — e)-optimal solution for the mixed MNL model when the number of customer segments & is
bounded by a constant. In contrast, Proposition 1 demonstrates that for the CSM model — a special
case of the mixed MNL model — the assortment optimization problem becomes more tractable.
Specifically, under the same assumption of a constant number of customer types as in Désir et al.
(2022), the optimal solution under the CSM model can be found using a polynomial-time opti-
mal algorithm. This highlights that the CSM model, compared to the general mixed MNL model,
results in a more computationally tractable assortment optimization problem.

In the interest of practical implementation, we also demonstrate how the assortment problem (12)
can be formulated and solved as a mixed-integer linear program (MILP) in a simpler and more
efficient manner. Note that the objective function in the assortment problem (10) takes the form
of a linear-fractional sum, enabling the application of standard linearization techniques (Charnes
and Cooper 1962, Sen et al. 2018) to reformulate it as follows:

maximize Z Z Aj -1y B (12a)

x€{0,1}" h>0,u>0

jGKiGC]'

subject to hij <, Vie (), jEK, (12b)
hijguj, VZ.ECJ', jeK, (12C)
> hi; <1, VjieK, (12¢)
i€Cy

where x is a binary decision vector such that z; =1 if and only if product ¢ is included in the
assortment. Importantly, the four sets of constraints in the optimization problem jointly ensure
that h;; = x;/ Ziecj x; when Ziecj x; # 0. Also, note that the aforementioned constraints natu-
rally ensure that h;; =0 if Ziecj x; = 0. In the interest of space, we evaluate the scalability and

effectiveness of the MILP (12) in Section EC.3.4 of the e-companion.

4.2. Hardness and Inapproximability
We further demonstrate that relaxing the assumption of a bounded number of customer segments
makes the assortment problem (10) computationally hard, even if the size of each consideration

set is restricted. This result is formally stated as follows.

PROPOSITION 2. The assortment problem (10) is NP-hard even if the size of each consideration

set is upper bounded by a constant.

We prove this hardness result by constructing a reduction from the vertex cover problem, a well-
known NP-hard problem (Garey and Johnson 1979). The proof, provided in Section EC.3.2 of

the e-companion, shows that the assortment problem remains NP-hard even under the restricted
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condition that each consideration set contains at most two products (i.e., |C|< 2 for all C €C).
Interestingly, Propositions 1 and 2 jointly imply that it is the variety of customer types, repre-
sented by distinct consideration sets, rather than the size of the consideration sets themselves, that
fundamentally drives the computational complexity of the assortment problem under the CSM
model.

Furthermore, in the general case where neither the size of the consideration sets nor the number
of customer types is bounded by a constant, the assortment problem (10) can be shown to be

NP-hard even to approrimate. We formally state this result as follows!.

THEOREM 4. The assortment optimization problem (10) is NP-hard to approximate within fac-
tor O(n2=<) for any fized ¢ > 0.

We prove this theorem by constructing a reduction that transforms any instance of the maximum
independent set problem on an n-vertex graph, known to be NP-hard to approximate within an
O(n'~¢) factor (Hastad 1999), into an instance of the assortment problem (10) of n products and
n consideration sets. We refer the readers to Section EC.3.3 of the e-companion for details. Note
that Aouad et al. (2018) use a reduction from the maximum independent set problem to show that
the assortment optimization problem under the ranking-based model is NP-hard to approximate
within factor O(n'~¢). While our construction of the problem instances resembles that of Aouad
et al. (2018), our retrieval procedure to construct an independent set from an assortment solution
is quite different and involved, resulting in the O(n2) factor (see the proof of Claim EC.2 in
Section EC.3.3 of the e-companion).

In addition, it is worth noting that Theorem 4 establishes a lower bound of O (y/n) for the
inapproximability factor of the assortment problem (10). An upper bound of O(n) — matching the
inapproximability for the ranking-based model — can be easily obtained by approximating Prob-
lem (10) with an assortment of all products (i.e., when S = N). While the exact inapproximability
factor of Problem (10) remains an open question, it is striking that the assortment optimization
problem under the CSM model already exhibits an inapproximability factor of at least O (v/n).

From an operational perspective, Theorem 4 highlights the challenges of incorporating consider-
ation sets into choice models. Even with the simplest possible second-stage mechanism, the CSM
model leads to an assortment optimization problem that is hard to approximate. This underscores
the crucial role of consideration sets in the tractability of assortment optimization problems: any
choice model that explicitly accounts for consideration set formation is likely to be computationally
intractable unless additional structural assumptions are imposed to simplify the consideration set

formation process.

! We sincerely thank Danny Segev for helping us develop this theorem.
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5. Empirical Study: Prediction Performance
In this section, we compare the predictive performance of the consideration set model against

state-of-the-art benchmark models using the IRI Academic dataset (Bronnenberg et al. 2008).

5.1. Data Preprocessing, Performance Metrics
The IRI Academic Dataset consists of consumer packaged goods (CPG) purchase transaction data
over a chain of grocery stores in two large Behavior Scan markets in the USA. In this dataset,
each item is represented by its universal product code (UPC) and we aggregate all the items with
the same vendor code (comprising digits 3 through 7 in a 13-digit-long UPC code) into a unique
“product”. Next, to alleviate data sparsity, we first include in our analyses only the products with
a relatively high market share (i.e., products with at least 1% market share) and then aggregate
the remaining products into the outside option. In order to streamline our case study, we focus
on the top fifteen product categories out of thirty-one that have the highest number of unique
products (see Table 1) and consider the first four weeks in the year 2007 for our analyses.

We represent our sales transactions with the set of the tuples {(Si,i;)}ie7, where i; is the
purchased product, S; is the offered assortment and 7 denotes the collection of all transactions.
For every purchase instance in the dataset which is characterized by a tuple (S;,i;), we have the
week and the store ID of the purchase which allows us to approximately construct the offer set S;
by taking the union of all the products that were purchased within the same category as i;, during
the same week, and at the same store.

Next, we split our sales transaction data into the training set, which consists of the first two
weeks of our data and is used for the calibration of the choice models, and the test/hold-out set,
which consists of the last two weeks of our data and is used to compute the prediction performance
scores defined below. In what follows, we use the mean absolute percentage error (MAPE) to
measure the predictive performance of the choice models:

: 13
Di,s (13)

1
MAPE = S RACDY

Ses ieSt

where p; s is the empirical choice frequency computed directly from the sales transaction data, i.e.,
Pi,s = To(5,1) /(D ;e n+ To(S,4)) and 7,(S,4) is the number of times alternative ¢ € S* was chosen
under assortment S in the test dataset, p; s is the predictive probability of choosing item ¢ € S*
from the offer set S by a specific choice model, § is the set of unique assortments in the test
dataset, and 7,(S) = >, g+ To(S, 1) is the number of observed transactions under assortment S. In
the interest of space, we report the predictive outcome based on out-of-sample KL-divergence in

Section EC.5.1 of the e-companion. For both metrics, a lower score indicates better performance.
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Product Category # products # assortments # transactions +# types set size
Beer 19 721 759,968 39 1.36
Coffee 17 603 749,867 38 1.86
Deodorant 13 181 539,761 108  2.40
Frozen Dinners 18 330 1,963,025 40 1.29
Frozen Pizza 12 138 584,406 54 2.21
Household Cleaners 21 883 562,615 41 1.30
Hotdogs 15 533 202,842 51  1.82
Margarine/Butter 11 27 282,649 36 1.93
Milk 18 347 476,899 80 2.84
Mustard/Ketchup 16 644 266,291 38 1.87
Salty Snacks 14 152 1,476,847 86 1.84
Shampoo 15 423 574,711 45 1.81
Soup 17 315 1,816,879 44  1.37
Spaghetti/Italian Sauce 12 97 552,033 45 1.84
Tooth Brush 15 699 392,079 37 2.07

Table 1 Descriptive statistics of the IRI dataset after preprocessing. The first four columns show the category
name, the number of products, the number of unique observed assortments, and the number of transactions. The
last two columns report the number of customer types (|C|) and the average consideration set size in the

estimated CSM model.

5.2. Consideration Set Model Estimation Results

We begin by discussing the insights gained from calibrating the CSM model. For brevity, a detailed
description of the CSM calibration method is provided in the e-companion. Specifically, Sec-
tion EC.4 introduces an estimation approach based on the maximum likelihood estimation (MLE)
framework. The core idea is to reformulate the MLE problem as a large-scale concave maximization
problem, where the objective is the log-likelihood function and the linear constraints map the dis-
tribution of the consideration sets, A, to the choice probabilities. To solve this problem optimally,
we employ the column generation technique. This approach has also been used in previous studies,
including van Ryzin and Vulcano (2014) for estimating ranking-based models and Chen and Misi¢
(2022) for estimating decision forest models from sales data. Additional details can be found in
Section EC.4 of the e-companion.

After estimating the consideration set model, we can emphasize several key observations. First,
the fifth column of Table 1 reports the number of unique customer types (i.e., |C|) in the estimated
model. This column reveals that the number of consideration sets is moderate, ranging from 36 to
108 across all product categories, which suggests sparsity in the number of customer types. Second,
the last column of Table 1 presents the weighted average size of the consideration sets in the
estimated model (C, ), with each weight corresponding to the probability Ac of a consideration set
C €C. From this column, we observe that the typical customer considers a relatively small number

of products, with consideration set sizes ranging from 1.3 to 2.8 across all categories, despite some
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categories featuring as many as 18-21 products. This finding aligns with prior empirical research
in behavioral economics and marketing, which consistently shows that consumers tend to consider
only a limited number of alternatives before making their final choice (Hauser and Wernerfelt 1990,

Hauser 2014).

5.3. Brand Choice Prediction Results

In this subsection, we compare the predictive performance of the CSM model against six benchmark
models. The first two benchmarks are the independent demand model and the MNL model. The
independent model, though widely used in practice, does not capture substitution effects. The
MNL model, widely used in both academic research and practical applications, is calibrated using
a maximum likelihood estimation (MLE) approach in a straightforward way. The third benchmark,
the mized MNL model, is estimated using the expectation-maximization (EM) algorithm (Train
2009) with K = 10 latent classes. The fourth benchmark is the ranking-based model, which is
prominent in the operations management literature (Farias et al. 2013, van Ryzin and Vulcano
2014). Like the mixed MNL model, the ranking-based model is estimated via the MLE framework
(van Ryzin and Vulcano 2014, 2017). Notably, both the mixed MNL and the ranking-based models
subsume the CSM model studied in this paper as they are equivalent to the RUM class, and
thus they are highly competitive benchmarks. The fifth model is the Markov chain model studied
by Blanchet et al. (2016), which captures demand substitution by Markov chains. We estimate
this model by the EM algorithm (Simsek and Topaloglu 2018). While the Markov chain model
also belongs to the RUM class, Berbeglia et al. (2022) empirically demonstrate that this model
has superior predictive performance relative to the mixed MNL and ranking-based models across
several datasets. The last benchmark model is the decision forest model proposed by Chen and
Misié (2022), which can also be estimated by an MLE approach. The decision forest model is outside
of the RUM class as it can subsume any discrete choice model. To alleviate the computational
effort required for cross-validation, we estimate the decision forest model using trees with a depth
of three.

Table 2 summarizes the out-of-sample predictive performance of the consideration set model and
the benchmark models, evaluated using the MAPE score on test data. The models are denoted
as follows: ID (independent demand), MNL (MNL model), MMNL (mixed MNL), RBM (ranking-
based model), MC (Markov chain), DF (decision forest), and CSM (consideration set model).
As expected, the independent demand and MNL models exhibit significantly worse predictive
performance compared to the CSM. Although the MNL model is not subsumed by the CSM (see
Section 3.3), the latter consistently outperforms it in prediction accuracy.

The consideration set model also achieves comparable predictive performance to the mixed MNL

and ranking-based models, both of which represent the general RUM class. Furthermore, the CSM
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remains competitive with the Markov chain model, which has been shown to have an edge over
other RUM-based models (Berbeglia et al. 2022). Of all the benchmarks, the decision forest model
achieves the best predictive accuracy on real-world transaction data, as measured by the MAPE
score, and also performs well in terms of KL-divergence (see Section EC.5.1). This result is expected,
given that the decision forest model lies outside the RUM class and offers the greatest flexibility
in capturing complex customer preferences. While the nonparametric nature and high flexibility
of the decision forest model make it powerful for fine-grained predictions, they come at the cost
of significantly increased computational complexity. Specifically, its large degree of freedom makes
downstream operational tasks, such as assortment optimization, much more challenging compared
to the CSM model (Akchen and Misi¢ 2021).

The key takeaway from this study is the effectiveness of the CSM model in accurately predicting
customer choices, even with the simplest uniformly random second-stage choice mechanism. This
underscores the pivotal role of first-stage consideration set formation within the two-stage choice
framework and highlights its substantial influence on choice modeling.

In Table 2, we also present two variations of the consideration set model. The first, CSM2,
includes only consideration sets with at most two products, i.e., |C|< 2 for all C in C. Interestingly,
CSM2 only slightly underperforms the general CSM in predictive accuracy. This result is consis-
tent with earlier findings on small consideration set sizes (see Table 1) and aligns with empirical
studies in the literature (Hauser and Wernerfelt 1990, Hauser 2014). The second variant, the CSM
model blended with rankings (CSMR), is a mixture of the CSM model and the ranking-based
model, enhancing the latter’s predictive performance by accounting for ties between products (see
Lemma 1). While CSMR remains within the RUM class, it outperforms the standard ranking-based
model, which cannot explicitly handle product ties, and performs comparably to the Markov chain
model. These findings are consistent with the study by Désir et al. (2021), which demonstrates that

integrating a smoothed mixture of rankings can substantially enhance predictive performance.

5.4. Additional Analyses

In the interest of space, we relegate additional analyses and experiments to the e-companion. In Sec-
tion EC.5.1, we compare the CSM model with benchmark models using an additional performance
metric, KL-divergence. Our findings confirm that the insights from Table 2 remain consistent when
evaluated with alternative metrics, highlighting the robustness of our results. In Section EC.5.2,
we examine the computational efficiency of the CSM model compared to the ranking-based model
in the estimation process. Specifically, we analyze how the in-sample log-likelihood of both mod-
els evolves over a finite runtime. The results show that the estimation algorithm for the CSM
model converges significantly faster to a near-optimal solution, requiring much less time than the

ranking-based model.
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Category ID MNL MMNL RBM MC DF CSM CSM2 CSMR
Beer 2.26  2.03 1.88 1.96 1.87 1.63 1.90 1.87 1.85
Coffee 3.61 3.23 2.80 2.94 276 2.61 296 2.92 2.83
Deodorant 1.02 0.84 0.80 0.80 0.81 0.76 0.79 0.80 0.79
Frozen Dinners 1.90 1.65 1.49 1.47 146 124 149 1.46 1.44
Frozen Pizza 2.32 1.89 1.54 1.48 1.54 1.17 1.54 1.60 1.49
Household Cleaners 1.74 1.52 1.45 1.49 1.41 1.37 146 1.42 1.41
Hotdogs 3.08 2.81 2.54 2.56 2.53 2.52 257 2.61 2.51
Margarine/Butter 1.63 144 1.21 1.21 1.19 0.81 1.22 1.22 1.21
Milk 3.97 3.09 2.50 2.60 2.54 244 254 2.65 2.54
Mustard/Ketchup 2.58 1.93 1.74 1.84 1.73 1.86 1.79 1.76 1.72
Salty Snacks 2.17 1.51 1.22 1.18 1.25 1.10 1.25 1.31 1.28
Shampoo 1.39 1.05 0.96 1.07 0.98 0.87 0.97 0.95 0.96
Soup 2.14 1.85 1.74 1.78 1.70 1.34 1.71 1.71 1.69
Spaghetti/Italian Sauce 2.29 1.72 1.46 1.43 1.47 0.98 1.47 1.47 1.42
Tooth Brush 1.79 1.40 1.24 1.33 1.24 1.28 1.29 1.28 1.24
Average 2.26 1.86 1.64 1.67 1.63 1.46 1.66 1.68 1.63

Table 2 Out-of-sample prediction performance results measured by MAPE (in unit of 107').

In Section EC.5.3, we explore the role of the symmetric cannibalization property introduced in
Section 3.3 in the predictive performance of the CSM model relative to the mixed MNL model. As
noted earlier, symmetric cannibalization is a defining feature of the CSM model that enhances its
tractability compared to other models in the RUM class. However, this property may also limit its
ability to fully capture customer purchasing behavior. Our analysis identifies a correlation between
the mixed MNL model’s predictive performance over the CSM model and the degree of demand
cannibalization asymmetry, suggesting that deviations from symmetric cannibalization contribute
to the CSM model’s occasional underperformance.

Finally, in Section EC.6, we demonstrate the operational value of model identifiability in choice
modeling. Using assortment planning as a revenue management application, we show that non-
identifiable choice models can lead to significant variability in the optimal assortments they pro-
duce, resulting in reduced average revenue performance. To illustrate this, we compare the CSM
model, which is identifiable, with the ranking-based model, which is non-identifiable, using the IRI
dataset. The results demonstrate the benefits of choice model identifiability in achieving stable and

reliable operational outcomes.

6. Concluding Remarks

In this paper, we explore a class of consideration-based choice models that are fully defined by
the distribution over consideration sets (i.e., the consideration set model) and examine the funda-
mental role and power of consideration sets in discrete choice modeling. We first prove that the

consideration set model is identifiable from choice data in closed form and results in symmetric
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demand cannibalization. Then, we demonstrate the operational significance of consideration sets
in choice modeling through the emphasis on assortment planning. To this end, we show that the
optimal assortment is blockwise revenue-ordered under the consideration set model, leading to a
polynomial-time optimal algorithm for the assortment problem if the number of consideration sets
in the model is bounded by a constant. However, in general, the assortment optimization problem
under the consideration set model is computationally hard even to approximate, although the model
has the simplest possible second-stage choice mechanism. Finally, we empirically highlight the
competitive predictive performance of the consideration set model despite its symmetric demand
cannibalization property. To conclude, this paper examined the role and power of accounting for
consideration sets in choice-based demand modeling, with the hope of motivating further research

on consideration-set-based choice models and their applications in operations management.
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Electronic Companion

EC.1. Supplementary Proofs for Section 2
EC.1.1. Proof of the Lemma 1

First, we argue that the consideration set model is nested in the class of the ranking-based models.
Let (C,A) be a consideration set model. We will construct the ranking-based model in which, each
C € C is associated with |C|! rankings that have the same probability weight. Overall, the support
of the constructed ranking-based model consists of ) ..|C|! rankings. In what follows, we describe
the construction of the corresponding ranking-based model in detail.

For each consideration set C, let Po denote the collection of all permutations of elements in C.
Then, for each element of this permutation p = (i1,%,,...,%c|) € Pc, we construct a ranking o(p)

which can be represented as follows:
o(p) ={i1 iz > ...9c > 0}.

Next, we assign a probability weight of A¢/|C|! to each ranking o(p) for all p € Po. Note that
the rank positions of products less preferred than the outside option 0 are not important, as these
products will not be purchased anyway, since the outside option is assumed to be always available.

Finally, we show that the consideration set model (C,A) and the constructed ranking-based model
result in the same choice probabilities. To this end, let us compute the probability of purchasing

item j from assortment S according to the ranking-based model:

A
P;(S)= Z Z ﬁ -I[7 is the most preferred product in C'N S according to o]

CCCoePg
:ZMH[jGCQS](k—p—l)'< K )p‘ [Wherek:|C|andk—p:|C’ﬁSH
k! k—p
cce
Ao . k!
= — - IjeCnS]-(k—p—-1)———-p!
&t k! p! (k—p)!
= kAC djeCns|
ccev TP
Ac .
= djecns],
CQC|CQS|

where the last expression is used to compute the choice probability under the consideration set
model (see Equation (3)).

To complete the proof, we now provide an example that shows that there exists a ranking-based
model that cannot be represented by any consideration set model. Let N denote the universe of

two items plus the default option 0, i.e., N = {1,2}. Consider two rankings o; = {1 > 2> 0} and
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oy = {2 > 1> 0}, along with a probability distribution g such that p,, + po, =1 and fiy, # flo,-
Under this ranking-based model specified by p, we have that

=P>({2}) - P2({1,2}) #P1({1,2}) = P1({1}) = o,

which violates the symmetric cannibalization property (Definition 5) that all consideration set

models have to satisfy (Theorem 2). O

EC.2. Supplementary Proofs for Section 3
EC.2.1. Proof of Theorem 1

We follow the proof sketch in Section 3.1. For every C' € N; we define boolean functions x¢c : N; = R,
Ve : N; =R, and pc: N; =+ R by

1
XC(X):m7

Yo(X) =1 [!C’UX| =n— 1] . (_1)|C\+|X|fn+17
po(X) =1 |:|CUX| = n] “n- (_1)\C\+\X|—n+1’

where [[A] is an indicator function that is equal to 1, if condition A is satisfied, and 0 otherwise.

Note that for all X € N, we have that

= Z Ac - xe(X), (EC.1)
Ao = Z P;( (X) +pc(X)), (EC.2)

Then, for all Cy,C5 € N; we claim that

1, lf Cl == CQ,
0, otherwise.

Z XCI Tﬁcz( )+9002(X)):{

XEN;

Consequently, it follows from the claim that

Z H|:|CUX| >n— 1:| 'n\CuX|fn+1 . (_1)|C\+|X\fn+1 IP)](X)

XEN;

=3 Py X)+ec(X) =D > Ao, -xey (X) - ($o(X) + (X))
XeN XEN C1€N

=) Ao D xe (X)) (Ye(X) +9c(X)) = Ac, [by the above claim].
C1EN; XeN;

Then, to complete the proof of the theorem, it is sufficient to prove the claim and show the

uniqueness of the solution. In the following proof, we slightly abuse the notation for the calligraphic

n!
m!(n—m)!

C,usingC' = to denote the binomial coefficient. This choice is made to enhance readability,
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as the standard notation (:1) can become cumbersome when multiple parentheses appear in the
same equation. We use either ‘=’ or ‘\’ to denote the set subtraction. We prove the claim by
considering four different cases.

I) First, consider the case C; =Co=C'

In what follows below, we first claim that ), N, Xc(X) - Ye(X) = (‘CHC*‘") and our second claim is
that ZXeNj Xc(X) - pc(X) = 7> and thus, it follows from those two claims that ZXGNJ_ Xe, (X) -

(Ve (X) + e, (X)) =1. We first prove the first claim in the following way:

Z Xe(X) - the(X)

XENj
1
= ]I|:|CUX‘:n—1:| .(_1)|C|+|X\—n+1.7

- Z Z H[’CUXHZH—I]-(—1)|C+IX1|+X2|_n+1'1

X1CN—C X5CC:j [ Xz
1& 2CCjEX

[We write X as a disjoint union of X; and Xs, where X5 = X NC and X; = X — C. Note that j € X5 since j € C and j € X.]

= Z H[\Cuxly:n—l]. Z (_1)\0l+\x1|+\x2\7n+1_i

X,CN—C X5CC:jE€Xo | Xo|
1
= Il CUX|=n—1]|- —1)Xel.
X;-C [‘ ! ] XC; Y ||
1& 2CC:jeXD
1€ (—1)’“-Clcl_1
= (TL — |C|) : Z # [j must be in X,. Also, X; can be any set that consists of all N\C' except one element]
k=1
IC] IC|
-1 (n—1C1) C]!
PR L _ Rl
(n=1C1) ;( N s TN ([e] B O] ;( e —m
IC| o]
(n—1C1) el (n—|C|)< el ) (¢ =n)
= -1)"-C = —F1— -1)"-C -1 =—x—.

Then, we prove the second claim in the following way:

Z Xe(X) - pc(X)

XENJ'
1
= IllcuX|=n!| -n.-(=DCHXl=n+1 __~
3 [\ | n] n-(-1) ey
XGNJ'

= Z Z Hl:’CUX1|:n:| -n~(—1)‘c‘+|X1|+\X2|*n+l' 1

X1CN—C X5CC4j | X5
1€ 2CCjeX

[We write X as the disjoint union of X; and X, where Xo = X NC and X; =X — C. Note that j € X, since j€C and j € X.]

= Z ]I[|CUX1|:n}.n. Z (_1)\C|+\X1|+|x2\_n+1. 1

X1CN-C XoCC:j pe
1& 2CCEX

Xo 1
=) 3yl

[Since X can only be N —C. Thus, | Xi|=n— \C|]
XoCCjEXs | Xa|
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— (Do

= (—TL) . 2 ? [Since j must be in Xg.]
! K Cl-1)! n ! K AlC n
:(_n).;(_u .k.(k&')!(‘g’_k)!:_m;(_n N\ lzm.

II) Second, consider the case Cy # Cy, C1NCy={j}:

In what follows below we first claim that ), N; XCy (X) -1, (X) =0 and our second claim is that
ZXGNj Xy (X) - pc, (X) =0, and thus, it follows from those claims that ZXeNj Xy (X)) (Yo, (X) +
e, (X)) =0. We prove the first claim in the following way:

Y xey(X) ey (X)

XENJ'

1
= HC,UX|=n—1]|-(=1D)C1l+Xl-nt1 =
Z[|1 ’n]() |Con X|
XGNJ'

1
|Co N Xy| 4+ |CyN X5

= Z Z ]I|:|C1UX1|:n_1:| '(—1)|C1‘+|X1‘+|X2|7n+1‘

X1EN—-C1 X2CC1:j€X2
[We write X as disjoint union of X; and X2, where X, = X NC; and X; = X — C;. Note that j € X, since j € C; and j € X}

I ] 1
— I||[CiUX|=n—1]- (71)\01\+|X1|+\X2|—n+1.
X1C2N:Cl - - X2C§;j€x2 |CQQX1|+‘CQQX2|
I ] 1
= > IGUuXy|=n—1| e > (=D)AL G cino, = (5}, X, 04
X1CN-C; b I X%nGf+1 XoCC1:jEX2
I ] 1
= Y 1louX=n-1] Y (DR [Siee =]
X1CN-C; b I 1XnGf+1 X5 CC1:jEX7
- - 1 |C1]—1 o
= Ic,uX,|l=n—-1|  —— - (-1)- _1)k.clol=t .
X, CN-C; b 4 k=0

Then, we prove the second claim in the following way:

> Xy (X) e, (X)

XE€EN;
1
= I||ICiUX]|= n-(=1 |C1]+|X|-n+1  _ +
Z [| 1 | n] n-(—1) Gin
XENj

1
= I X, |=nl| -n-(=1)CrlHXil+Xa|-n+1
Z Z [‘C1U 1| n] n ( ) ’C2QX1‘+|020X2’

X1CN—Cy XoCCq:jEXo

[We write X as the disjoint union of X; =X — C; and X2 = X NC;. Note that X5, includes j.]

1
- H@C'l U Xy Zn} n- (—1)CrlHIXal+ X b1,
Xlgz]vz‘cl ngg;jexg |CoN Xq| 4+ |Cy N Xy
—n
= " —1 |X2| s Cl 02: ‘,Xg Cl
|ICon X, +1 Z (—1) [since C1 N {j}, X2 C O]

XoCC:jeX2
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[C1]-1

—-n —
=Gz CU 2 et =0

k=0

III) Third, consider the case Cy # Cs, |C1NCy| > 1 and Cy € Csy:

In what follows below we first claim that ) N, Xy (X) - ¥c,(X) =0 and our second claim is
that ZXeNj Xc, (X) - pe, (X) =0. It follows from those two claims that ZXGNJ_ Xoy (X) - (e, (X)) +
e, (X)) =0. We prove the first claim in the following way:

Z XCI(X) 'wCQ(X)

XGNJ'
1
= ]I|:|C UX|:n—1:| .(_1)\C1H|X\fn+1‘7
X;Vj 1 |CyN X|

= Z Z H[|01UX1|:n_1].(_1)|Cl|+|X1+|X2|—n+1‘ 1

X1CN—C1 X2CCr:j€Xo [C2N Xy +]C2N X

[We write X as the disjoint union of X; and X5, where Xo = X NC; and X; = X — C;. Note that j € Xz.]

[ ] 1
CouX:l=n-1]- —1)ICulHXa [+ Xp|=n+t1
Gy U X, | > (-1 G XTI

I
(]

X1EN-C1 * - X2CC1:jeXs
[ ] 1
= I|CiUX,|=n—1]- (—1)1X2l.
Xlgz:N—Cl - - X2§;€X2 |CQQX1|+|CQQX2|

[where |C2 N X5| varies from 1 to |Cs mCl|]

] - 1
B R _1)IYI+izl
= > I||CiUXy|=n-1 > > (= |CoN X |+]CNY|

X1CN-C1 *+ - YCCanCy:jeY ZCC1—-Co

[Where Xo =Y UZ such that Y is any subset of Co NC; that includes j and Z is any subset of C; — C’g]

[ ] 1
= Y I|IGUXy|=n-1]- ) (M 3T (-
X;CN-C; - . YQCQHC'l:jeY‘CQHX1|+‘CQQY‘ ZCC1—Co

B T 1 ‘01_02‘
SR IS AN PRSI
X,CN-C; L . chgncl:jey|CQQX1|+|CQHY| k=0

[ ] 1
S (IR om0
X1EN-C1 *+ . YgCgﬂcl:jEY|C2ﬂX1|+|02mY|

Then, we prove the second claim in the following way:

Z Xc'l(X)'QOCQ(X)

XENJ'
1
= HIC.UX|=nl| -n-(=1)CrlIHXl=nt1 =
Z D 1 | n] n-(—1) Gl
XENj

= Z Z H[]Cluxl\_n].n.(_1)|01|+X1+|X2n+1_ 1

X1CN—-C1 XoCC1:jeX2 |CQOX1’+|CQOX2|

[We write X as disjoint union of X; = X — C; and X2 = X NC;. Note that j € XQ,]

- ¥l $ e

X1CN—Cy X2CO1:jEX2 [(C2NXa] +]C2N X
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1
—(_n). —1)IXal.
( n) Z ( ) |CgﬂX1’+|02ﬂX2|

X9CCy:jeXo
[where |C2 N X5| varies from 1 to |Cs ﬁCl|]

1
=(— . |YH-|Z\
( n) Z Z ’CgﬁX1|+|CzﬁY|

YCCanCy:jeY ZCC1—

[where X> =Y UZ such that Y is any subset of C> N C; that includes j and Z is any subset of Cy — Cg}]

1 Y Z
=(m)- D |CmX1|+|CQrWY|(71)| DO

YCConCy:jey ZCC1—Co
|C1—Cof

1 Y k C1-C2
=tn- > Eamaear YT 2 (D i

YCConCy:jey k=0

1
—(—n). —_Y¥l.o=o.
(=n) Z |C2ﬂX1|+|CzﬂY|( ) 0=0

YCCanCp:jey

IV) Fourth, consider the case Cy # Cy, |C1NCy| >1 and C; C Cy:
In what follows below we first simplify summations ), N; XCr (X) e, (X) and ) N; XCy (X)-
pc,(X), and then, show that 3y Xoy (X) - (Yo, (X) + @0, (X)) = 0. First, we have that

Z XCl wcz( )

XEN;

1
= e, uXl=n—1]-(=DC+HXl=n+1 =
> 1fleuxi=n-1- -1 BEE
XENJ'

[ | 1
I ‘01UX1|:7”L—1 .(_1)|Cl\+|X1\+|X2|*n+1.
Xng:N—cl Xagozl;je)@ - - CNX|+|CN X

[We write X as the disjoint union of X; = X — C; and X> = X NC;. Note that j € Xz]

7 1
]I X — _1 . _1 |X2|.
S 1lauxi=n | SRR G

X1EN-C1 XaCCr:jeXs

[ 1 1
> Y I|ICGuXy|=n—1]- (-1 [Since €, N X, =CoNXNC) =X NCy = X]
X1CN—-Cy X2CCr:j€Xy - J |C2mX1|+|X2‘
IC1] ( ) CIC'1| 1
z ZH[|01UX1|:TL—1:| X—C [since | X2| varies from 1 to |C’1\]
X{CN—Cy m=1 m+ | X, N Ca|
[Cq] \cl\ 1 [C1] |C1]—1
(=1)™-Cy (=)™-Cp
= (|Cs| —|Cu)) - TG S A me
D e e e Rl D D rox et

[In the sum over X1, for |Cs| — |C4] times, C; U X; misses an element in Cs, then | X; NCs| = |Ca| —|C1| — 1;

for n —|C>| times, C; U X misses an element in N — C», then | X; NCs| = \C’g\—|C’1|.]

Also, we have that

> Xy (X) e, (X)

XENJ'
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1

= Z H[|Cl U X| :n] -n- (—1)\Cl\+|X|—"+1 . 7|02 Ax]

XENj

Z Z ]I[\Cl UX,| _n] ‘- (=1 XX L 1

X1CN—Cy X2CCr:j€Xs [C2NXa] +]CeN X

[We write X as the disjoint union of X; = X —C; and X5 = X NC;. Note that j € X5 ]

1
— 1o, uX,| = ;. —_1)lC1HI X+ Xa|—nt1
Z |:| 1 1’ n:| n Z ( ) |020X1|+‘020X2|

X1CN—C, XoCCr:jEXo

= (-n) -]I[Xl =N- 01] 'XQC;:J‘EXQ(_ZL)lXQ G N x| Jlr |Co N Xy
=(—n)- ]I[X1 N — Cl] XQCCzl;jGXQ(_l)|X2 : ,CQQXi + | X
=(—n)- XZQ(_l)lxz ) |Co| — ‘Cll‘ + | X,

— (=n)- im [where |X,| varies from 1 to |Cy|].

After simplifying ZXGN]- Xy (X))o, (X) and ZXGNj X, (X) - ¢, (X) as above, we have

Z XC1 Qb(b( )—"_(pCQ(X))

XEN;
=<rcz—rclr>-im(;‘2;‘_cﬂjl_ - (€] |Z| s o
—p- ,,; m+p61 Y _(p+i).;w, [where we denote p = |Cs| —|Ch, i=|Ci] ]

[lettlng the p at the beginning expand as p=(m+p—1) — (m — 1)]
] 7

GGl s DG

m+p—1 m-+p

m=1 m=1

%

:_Z m_’_p_;-anl_i( Cz 11+Z mcir;—ll_ZZ( ) C:nll

m=1 m+p m=1 m+p

[expandlng the last term by breaking the factor (p+ z)]

S (- (m—1)-Ciy S(-D)memeCY & (D)
:72( )™ ( ) +Z( ) N ED G

m=1 m_l_p_l m=1 m+p m=1 m_l_p
:_i - )-Cin_llJri(—1)m~m~0;31_i(—1)m-m-%
m=1 m+p_1 m=1 m+p m=1 m+p
e EDmmeCt S (D me G - (<) me G

B m+p +Z m+p _Z m+p
m=0 m=1 m=1
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= - ( )’”. Cl ' _|_Zl: me{h — Zz: (_1)m.m‘ (CZ ! Cfnl)

m=0 m+p m+p m=1 m+p
i—1 m i— i m i— i m i— i—1 m i—
:Z(_) 'm'cm1+z(—1) ‘m'cm—ll_z(—l) ‘m‘cm_ll_z(—l) -m-Ct
m=0 m+p m=1 m+p m=1 m+p m=1 m+p
—Z (=)™ -m-Ci! Z (=)™ -m-Ci!
_m:0 m-+p — m+p
Y R Y G VL i
_m:O m+p m=0 m+p -

In order to complete the proof, we show the uniqueness of the probability distribution function A in
our setting. First, note that Equation (EC.1) relates probability distribution A over consideration

sets to the choice frequencies P;(X) through the system of linear equations:

=) Aexe(X), VXCNe=y=A4-X (EC.3)

CEN;

where y = (yx)xcn, denotes the [2¥7!| x 1 vector of choice fractions and A = (A¢)cen, denotes the
|2V~ x 1 vector that represents the probability distribution function over consideration sets. A is
the [2V71| x |2V~!| matrix such that A’s entry corresponding to the row X and column C is equal
to xc(X). As a result, the relation between the choice probabilities and the underlying model can
be represented in a compact form as y = A- A. Then the proof of the uniqueness of A reduces to

showing that det(A) # 0. It follows from Equation (EC.2) that
Ao= Y Pi(X) (¥e(X)+¢c(X)), VCEN; <= A=B-y,
XEN;

which provides another relationship between choice frequencies P;(X) and the model parameters A
in a linear form as A = By, where B is the |2V 71| x |2V ~!| matrix such that B’s entry corresponding
to the row C and column X is equal to ¢¢(X) + ¢c(X). Therefore, we have the following set of

equalities:

A=B-y=B-A- ), [by Equation (EC.3)]
= [=B-A= det(I)=det(B)-det(A)
= 1=det(B)-det(A) = det(A)#0.

EC.2.2. Proof of Theorem 2
As in the proof of Theorem 1 in Section EC.2.1, we slightly abuse the notation for the calligraphic C,

n!
m!(n—m)!

using C;, = to denote the binomial coefficient. This choice is made to enhance readability,
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ec9

as the standard notation (:1) can become cumbersome
same equation.

The Auxiliary Lemmas

when multiple parentheses appear in the

We first present two lemmas with proofs which are used below to prove Theorem 2. First, we

establish the following combinatorial identity.

LemMA EC.1. For all n and m such that m <n the combinatorial identity below holds

m—1
IR e T L n _
kZ_O( )G <n—m+k: n—-m+1+Fk

Proor: We prove it by induction on m:

Base case: m=1.

3

n—m

n

—1)k.em 1. -
(=D)"-G (n—m+k

Induction hypothesis: m = p.

ES
Il

0

=(1-1)=
n—m+1+k;> ( )=0

p—1
_ _1)k.crt. n—-p n
0 ;( )G (n—p—i—k n—p+1+k
2] (n p] n
—(p—1)- —1)k. _
(=1t [;( RN P Y k: (n—p+k) ; p—1-k) Kk -(n—p+1+k)
= 1 ”‘1 1
=(p-1!(n— —1)k.
(p=1)t(n p)[;( LA Py 11 A Y ey g k:o —1-K)k-(n—ptrltk)
Thus, it implies
p—1 p—1
O:Z(_ '1' - (=1)* ||1 :
— (p—1=k)l-kl-(n=p+k) (n—p) < (p—1—k)lk-(n—p+1+k)
Induction step: m=p+ 1.
L n—p—1 n
J— k; pn J—
;( DA (n—p—l—H{; n—p—i—k:)
(& -p—1) ? n
P kz_;( TR R —p—15h) k:O( LN oy T A
e kK- (n—p—1+k) n—p = (p— k) K -(n—p+k)
& —p—1+k—k) n n—p+k—k
=pl. —1)*. (n—p - . —1)*.
P _;( TR E i —p—1ik) n—p ;( N Py 5 B ppp—y
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P

- —k) n —k
=pl. —1)* ( . —1)*.
D B S e iy oy R S\l ey R Ry
< k 1 _1 - k P
[smce ;(—1) PESINE E~k:0( 1)k.cP 0]
Sy e
P st (p—k)k-(n—p—1+k) n-p (pfk‘)!-k!-(nfp—f—k)_
& ~1 n -1
=pl. —1)~. — . —1)~.
P kz_;( ) p—k)l(k-=D!'(n—p—14+k) n-—p kz_;( ) p—k)! (k-1 (n—p+k)
=S 1 nooSN 1
—pl. —1)k. — . —1)k.
P kX_(:)( ) p—k-1'K'-(n—p+Ek) n—p ;( ) p—k—11E-(n—p+Ek+1)
=0 [by the induction hypothesis] .
O

Then, we show that if the symmetric cannibalization axiom holds then choice data satisfy the

equality below.

LEmmA EC.2. If for all SC N and i,j € S we have that

P;(5) =P;(S\{i}) =P:(S) = P:(S\ {j})

then for all S C N and j € S we have that

Y] Y Yi-1
¢!

P(5)= 30 o) (T Y] Y (-1 b T Y] 3 (1)

YCS k=0 k=0

CILY|71
\Yy+k+1>'

PRrOOF: We prove it by induction on |S|:

Base case: |S|=1.
P;({7}) =1-Po({j})

Induction hypothesis: the equation holds to compute P;(S\ {i}) for all i € N\ {j}.

|Y] Y| [Y]—1 |Y|—1
P,(S\ {i}) = YC%:\{‘}PO(Y) : (I[[j ZY] -kz;(—l)’“ T ff s eY) kz; (—1)’“|S|(ik|y+,€)-

Induction step: the equation holds to compute P;(S).

P;(S) =Pi(S) +P;(S\ {i}) = P:(S\ {5})
= > PiS)= Y RS+ > PS\{iH- D P(S\{i}H
ieS\{j} i€eS\{s} ieS\{j} i€S\{j}

= D Bi(S)=1-Po(S)~Py(S)+ Y Pi(S\{i})— > P(S\{j})

ieS\{j} ieS\{j} ieS\{j}
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= Pj(S)lﬂ”o(S)PJ(SH( > PJ(S\{Z'})) —(1=Po(S\{j}))
i€S\{j} i€S\{j}
= |S]-P;(5) =Po(S\ {j}) — + D Pi(S\{i})
ZES\{J}
= Y Pi(S\{i}) =P;(S) -S| +Po(S) —Po(S\ {7})-
i€S\{j}
Therefore, it is sufficient to prove that
Y| . CILY|
iesz\{j}]}pj(S\{Z YZCSPO ( Y] ;(—1) SI=[VI+k
. [Y|-1 . CILYI_l '
Y] 3 ) 91 B P\ G
This way we complete the proof:
> Pi(S\{i})
i€S\{j}
. Y] . C]LY| . |Y]—1 . C]LY|—1
- ¥ > (101 DV gy~ e X D g )
[by induction hypothesis]
Y] . C]LY\
=S Rur) (v >V g e 0=V
lY|-1 Y |—1
“I e Y] Y (1 g (181 YD) ) 4 PalS) ~ Pa(S\ 7]

[(1) in the summation Z Z , Y can be any subset of S but S and S\ {j};
i€S\{j} YCS\{i}

(2) in the summation Z Z ,if €Y, then Y is assigned to a specific subset of S for |S| — |Y'| times;
i€S\{s} YCS\{i}

(3) in the summation Z Z ,if j €Y, then Y is assigned to a specific subset of S for |S| —|Y| —1 times. ]
1€S\{s} YCS\{i}

Y] Y|
= SR (1Y) L gy g (081 Y1)

YCs k=0 —1-Y[+k
[Y|-1 C\Y|—1
SISV 3 ) g oy 1) RS~ RS\ ()

[by invoking Lemma EC.1, where m =|Y| and n= |S\]

Y] Y|
— S Ry(Y)- (H[j #Y]S (1)

YCs k=0 —[Y[+k -
lY|-1 C\Y|71
~IjjeY]. ; (—1>’“|S‘_‘;,+k+1-81) +Po(S) = Po(S\ {4})

[by invoking Lemma EC.1, where m=|Y|+1 and n= |S|}
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Y]

= SR (WY1 Y0

k=0

Y- Y |—1
Y] 3 ) 91 B P\ )

O
Proof of Theorem 2

We first prove the “<” direction, i.e., sufficiency. To simplify the exposition, we also let X := N\ X
and Xt := X U{0}. Let (S) denote the power set of S, i.e., (§) =2° and let AW B denote
{aUb:a € A,be B} for any sets A, B. we claim that a choice model that satisfies the symmetric
cannibalization and default regularity is a stochastic set model with a probability distribution

function \ over preselected sets.

P;(S)
Y] C\Y| [Y]—1 C\y|—1
=) Py i Y )k _TJ[jeY]- —1)* k )
;C:SO ( ]kz;( )|S|—|Y\+k jeY] ;( )\S|—|Y|+k+1
{by invoking Lemma EC.Q]
151X clsI-1xal [S]=]X1]-1 clsI=1xal-1
= Po(S\X4)- (15 € Xy]- —1)kZk -1l ¢ X1~ —1’“’“)
PIRICIED (1€, O LR OIS DINC R e
[Where X, = S\Y]
[S]—1X1] C\S| |X1]
_ P S X [X1] . (]IjGX . 1)F+IXal 2k
Xlzcs 0 \ 1 ( ) [ 1] ; ( ) |X1|+k
[S|—=1X1]-1 ClSI=1X1l-1
Ili & X,]- _q)kHX 1 Tk >
IS| C}If\;{\Xﬂ
= ¥ RS\ X0 () (e X Y (e
X1C8 k=|X1|
IS| CISI [X71]-1
+HIGE X Y (=) ’”;')
k:ZIXlH-l
. ] (_1)|C1|
= Z PO(S\Xl)-(—l)“ il (]1[] € X, Z 2
X1CS C1D2X7: ’ 1’
CciCS
) —1)lcl
C12{X1U{j}}: !
C1CS
—1)lcl
SDITGESNEIRND D
X1CS 12X 1
C1CS
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(_1)|01|*\X1|
_Z Z ]C\ 7'PO(S\X1)
X1CS  Cr1e(S\X1)wX;: !
JjE€C]
(_1>|01|*\X1|

=2 >

X1CS C1e(S\X1)¥Xq:

T'Po(S\Xﬂ' Z Z (—1)!C!

XoCN\S Coe({N\S}\Xa2)

jeC1
[since the summation over X> and Cs is equal to 1 if Xo =N\ S and 0, otherwise]
(—1)lCal-1xi]
= Z Z —er Po(S\ X;) - Z (—1)~1%zl Z (—1)lcl
1

X188 C1e(S\X1)¥Xq:
jeC1

=2 2> 2

X1C8 C1e(S\X1)wXy: XoCN\S Coe({N\S}H\X2)wXs
JjEC

—1)lel=1xi
-> > ¥ > e s\

X165 XoCN\S C1e(S\X1)wX1: Coe({N\SH\X2)uXo
jeCy
[where X = X, UX; and C=C, UCs.|

—_1lel=1xi
-y Y X > B R

X1C8 X2CN\S C1e(S\X1)wX1: Coe({N\S}\X2)wXo
JjeC

X2CN\S Coe({N\SH\X2)WX2
(_1)\Cll+\02\—\X1|—\X2|

(&Y

Py(S\ X1)

[since the summation is nonzero only if Xo=N\ S]

= 3 S o BN\ X)

CCN:XCC
jec
= (=D)L Py (N X)
-2 fone 2
jec
= Z Ao-1[je€S]-I[jeC]: |C;S’, where A\¢ = Z (=)= PN\ X),

CCN Xco
which is exactly the equation to compute the probability of purchasing 7 € S under the offer set
S C N under the consideration set model. We note that this model is well-defined since we have

that

Ao =Y (=D)/TNLB(N\X) = Y () By(X) = H(0.0) 20,
Xcc cCcX
where the non-negativeness is provided by the default regularity. Moreover, it follows from Theo-
rem 1 that A is defined uniquely.
Finally, to prove the necessity of the theorem (the “=” direction), it suffices to show that

P;(S\ {k}) —P;(S) is invariant to the exchange of the indexes j and k, which is shown below.

P;(S\ {k}) — B, (S)
_ZICO{S\{k}}I Z|(mS|

CCN: CCN:
jec jec
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) RS t2 RS -2 jon cas
jec jec jeC
keC kgC

:Zwo{S\{k}}r Zm{S\{k}}\ Z\cm Zwmsr

CCN: CCN:
jec jeC geC jEC
keC kgC kec kgC
— Z )\C )\C /\C
= |Cm{5\{l<:}}] CCZN |C'NS]| CCZN: |C'NS| CCZN: |C'NS|
jeEC jEC jecC jel
keC kgC keC kgC
— Z Ac Ac _ Ao
& 10 {5\ {k}}] C%:V: iCNS| C;, cns|—1 C;, |Cmsy
jec jec jEC jEC
keC keC keC keC

EC.3. Supplementary Proofs and Results for Section 4
EC.3.1. Proof of Theorem 3

First, it is worth observing that each product ¢ belongs to exactly one block I, € Z. This follows
directly from the construction of the blocks Iy € Z. Specifically, a product ¢ belongs to a block Iy, if
and only if the following two conditions are satisfied: (a) product ¢ is included in all consideration
sets C; where b; = 1; and (b) product ¢ is not included in any consideration sets C; where b; = 0.
If either of these two conditions is violated for a specific I, € Z, it is clear that product ¢ cannot
belong to that block, as determined by Equation (11). Consequently, each product i uniquely
belongs to the block I, where b; =1[i € C;] for all j € K. It also implies that the non-empty sets
in Z={I, | b € B} form a partition of N. Thus, in what follows below, we can rewrite the revenue

function Reve;, (S) defined in Equation (9). Specifically, when [S N C;|> 1, we have the following:

ZiESﬂCj T 2 bes ZieSmcjmb T Zbel’j’:bjzl iesnn, T
’Sﬂcj‘ ZbeB|SﬂijIb| ZbeB:bj:1|SmIb’ 7

Reve, () = (EC.4)

where the second equality holds because Z = {I}, | b € B} partitions N, and the third equality
follows from the fact that, for any binary vector b € B and any j € K, we have the following
equality:

SN, ifb=1,

Smcjmb:{@ it b, =0
; g — Y.

In what follows next, we fix an arbitrary assortment S C N. We claim that if SN I, is not
revenue-ordered in any block I, € Z, then S is not an optimal assortment. We prove this claim
by construction. To this end, we assume that S N I,; is not revenue-ordered in block I, for a
binary vector b'. Next, we construct a new assortment S’ such that: (a) S’N I, =S NI, for all

b # bf; and (b) S’ N I consists of the most expensive |S N ;| products in I,;. In other words,
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under the partition Z, the two assortments S and S’ coincide except in the block I+. Note that
given SN I, is not revenue-ordered, we know that S N I+ is not the empty set. Furthermore,
it can be seen that >, gy 79 = ;cqqy, 7i for any b# b’ and Ziesmm ri < ZiES’ﬂIbT r;, while
|S N I,|=1|5"NI| for all b € B. Those observations imply that S’ achieves a higher revenue than
S’. To formalize this claim, we consider the revenue function Revg, (S) of each customer type j as
specified in Equation (EC.4). We analyze the following two cases:

o If b;- =0, we have Revc,(S) = Revg,(S’). This is because the products in block I, are not
considered by customer type j at all if b; =0.

o If b} =1, then we have the following expression:

ZieSﬂle i+ Zbetﬁ:b;ﬁbtbjﬂ 2 iesnn, T
EbeB:b]-:1’S N Ib|

ZieS’ﬂIbT r; + ZbeB:b;ébT,bj:I Zies’ﬂlb T
ZbeB:bj:1|S/ ar

Rchj (S) =

=Reve, (5).

As the non-emptiness of SN I+ implies the non-emptiness of I+, we know that there must exist
at least one customer type j* € K such that b;* = 1. Specifically, if b} =0 for all j € K, the non-
emptiness of I,y implies that there would exist a product i € It = Njexn,i (C;) = Njexo(C;) =
Njex C}, violating the assumption of U;cxC; = N at the beginning of Section ZL Due to the existence
of this customer type j*, we have Rev(S) =3_,x A;j-Reve, (5) <32,k A - Reve, (57) = Rev(S').
Thus, S is not optimal. O

EC.3.2. Proof of Proposition 2

We prove the statement by constructing a reduction from the vertex cover problem, which is known
to be an NP-hard problem (Garey and Johnson 1979), to the assortment optimization problem
under the stochastic set model. First, we recall how the latter problem is defined. To start with,
let G denote a graph with a collection of nodes V' ={1,...,n} and edges F, i.e., G = (V,E). Next,
we say that a subset U CV is a vertex cover if for every edge e = (i,j) € E either i € U or j € U.
Then, the vertex cover problem addresses the following question: “Given a graph G = (V, E) and
an integer k, is there a vertex cover of size at most k7”

In what follows, we describe the reduction ® that maps any instance of the vertex cover (VC)
problem, i.e., Iyvc = (G, k), to the instance of the assortment optimization (AO) problem (10), i.e.,
Iro, where ®(Iyc) is defined as follows:

e For each vertex j € V', we introduce a product j with the price of 1 dollar each.

e We introduce an additional product n 4+ 1 to the instance Ino with the price of 3 dollars.

Therefore, instance I,o consists of n+ 1 products in total.
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e For each edge (i,7) € E, there is a corresponding customer type which is characterized by a
preselected set C ) such that C(l 5= ={i,7}. Let us label these customers as “edge customer types”.
We denote the collection of “edge customer types” by C* such that C* = {C[ | (i,j) € E}. We
assign the same weight of 1/(]E|+|V|/3) to every customer in C¥.

e For each vertex j € V, there is a corresponding customer type which is characterized by a
preselected set C} such that C = {j,n + 1}. Let us label these customers as “vertex customer
types”. We denote the collection of “vertex customer types” as CV such that CV = {CY |i € V}. We
assign the weight of 1/(3|E|+|V|) to every customer in CV. As a result, we have |E|+|V| customer
types in total, i.e., the collection C of customer types is C = CF¥ UCV. Note that the resulting
distribution over subsets A¢ constructed above satisfies the property that the sum of all the weights
of customers in C is equal to 1.

Let us first denote L as the normalizing constant, which is equal to 1/(| E|+|V|/3) that we will use
to simplify the exposition. Then, following the aforementioned hardness result of the vertex cover
problem, to establish the hardness of the assortment optimization problem under the consideration
set problem it is sufficient to prove that ® satisfies two properties:

e Claim 1: For a vertex cover of the size at most k in the instance Iyc, there is an optimal
assortment in instance 5o that has expected revenue of at least (|E|+|V|—k/3)- L

e Claim 2: Reciprocally, given the optimal assortment in instance I5o that has expected revenue
of at least (|E|+|V|—k/3) - L, there exists an instance Iyc with a vertex cover of the size at most
k.

Proof of Claim 1: Let us assume that U C V is a vertex cover of the graph G and its cardinality
is less than k, i.e., |[U|< k. Then we state that the assortment Sy = {i|i € U} U{n+ 1} results into
the expected revenue of at least (|E|+|V|—k/3)- L. In what follows below we prove this statement

which concludes the proof of Claim 1.

[Expected revenue under assortment SU] = Z Ac - Reve(Sy)

cec
Z )\c RGVC SU Z )\C Rch(SU)
ceck cecV
= Z Ac-1+ Z Ac - Reve(Sy) [since for every edge (i,j) € E either i or j is covered]
CeckE cecV

[and the price is the same for both products 7 and j and it is equal to 1]

Z )\C+Z)\CV ReV(CV) SU Z )\Cv ReV(CV)(SU)

ceckE JjeU JEV\U
=Y AC+ZACV 1/2-(1+3)+ > Acy -3
CeckE Jjeu JEV\U

=L+ L/3:1/2-(1+3)+ > L/3-3

ceck JEU JEVA\U



e-companion to Akchen and Mitrofanov: Consider or Choose? ecl?7

=L-(1E|+2/3-[U+(VI=[U])) = L- (|E[+|V[=|U|/3) = (|E[+|V|=k/3) - L

Proof of Claim 2: Let S, denote an optimal assortment in instance I5o such that its expected
revenue is greater than or equal to |E|+|V|—k/3. It is easy to see that n+ 1 is part of the optimal
assortment S, because adding product n+1 to any assortment would increase the expected revenue.
Thus, we assume that n+1¢€ S, and S, = SU{n+ 1} without loss of generality.

First of all, it is clear that all customer types in C¥ have a positive contribution to the expected
revenue under the optimal assortment S, because n+ 1€ .S,, i.e., the number of customer types
in CV that have a positive contribution to the revenue is equal to n. Moreover, we state that all
the customer types in C¥ have a positive contribution to the expected revenue under the optimal
assortment S, and we prove that statement at the very end. For now, if we assume that the latter

statement holds, then for every customer type CE | € CF to have a positive contribution to the

(4,5)
revenue it should be the case that either i € S or j € S and thus we have that Ug, such that
Us ={vertex j | j €S}, is a vertex cover. Note that in this case, the number of customer types in
the set CF that have a positive contribution to the revenue under the optimal assortment is equal

to | E|. Next, we can obtain the following set of equations and inequalities.

[Expected revenue under assortment S+] = Z Ao - Reve(Sy)
cec

= Z )\C Revc S+ Z )\C RGVC(S+)

ceck cecV
=|E|-L+ ) Ac-Reve(Sy)
cecV
=|El-L+) Acy -Reviey)(S:)+ Y Aoy -Revio)(Ss)
j€ES JEVA\S
=|E|-L+15|/2-L/3+3|S|/2-L/3+ > Acy -Revior) (S5)

JEV\S
=|E|-L+2|S|-L/3+(|V|-|S])- L
= ([E|+V]=[51/3)- L
> (|E|+|V|—k/3)-L [by the assumption in the Claim 2]
= |Us|=|S|< k.

Then, to conclude the proof of Claim 2 it is sufficient to prove the aforementioned statement
that all the customer types in C¥ have a positive contribution to the expected revenue under the
optimal assortment S,. We prove that statement by contradiction. Suppose that there exists a
customer type C(?"J/) € C¥ which does not contribute to the expected revenue, i.e., i’ ¢ S, and
j' ¢ S.. Then, adding ¢ to S, will have a combination of two effects: (1) it will make customer

type 05,7 i positively contribute to the expected revenue and increase the expected revenue by



ecl8 e-companion to Akchen and Mitrofanov: Consider or Choose?

L; and (2) contribution of the customer of type C}/ to the expected revenue will decrease by
(3—2)-L/3=L/3. As a result, adding item ¢’ to the assortment S, has a net positive effect on
the expected revenue (i.e., it increases the revenue by 2L/3) which contradicts the fact that S, is

an optimal assortment. ]

EC.3.3. Proof of Theorem 4
In what follows, we first describe a reduction ® from any instance Z of the Maximal Independent
Set (Max-IS) to an instance ®(Z) of the assortment problem (10), which consists of n products and
n consideration sets. We then utilize the inapproximability result of Max-IS (Hastad 1999), which
states that the Max-IS problem is NP-hard to approximate within factor O(n'~), to show that
the assortment problem (10) is also NP-hard to approximate. In this proof, we use [n]| to denote
{1,2,...,n}.

Let a Max-IS instance Z be defined on a graph G = (V, E), where V = {vy,...,v,} is a set of
vertices and F is a set of edges. For each vertex v; € V, we use N~ (i) to denote the indices of v;’s

neighbors whose indices are smaller than 1, i.e.,
N=(i)={j€[n]| (vi,v;) € E and j <i}. (EC.5)

Now we describe the mapping ®. For each vertex v; € V, we introduce a product ¢ with price
r; =n*/a, where a =1/(3_"  n~?"). For each vertex v; € V, we also construct a consideration set

C;={i} UN~ (i), which has weight \; = a/n?". Next, we state the following two claims:

Cramm EC.1. For any independent set U CV in the instance I, there exists a corresponding
assortment Sy in the instance ®(Z) such that Rev(Sy) > |U|.

CLam EC.2. Given any assortment S in the instance ®(I) such that Rev(S)=Q(n2+%), there

exists a corresponding independent set Us of size Q(n2) in the instance I.

Before proving those two claims, we make the following two statements. First, the construction
of the mapping ® in our proof follows the one in Aouad et al. (2018), except that we do not need
to specify the preference over products in each C;. Claim 1 also appears in a similar form in the
proof of inapproximability of the assortment optimization problem under the ranking-based model
in Aouad et al. (2018). However, Claim 2 is significantly different from the counterpart in Aouad
et al. (2018), as it requires a very different argument to construct the independent set Ug, leading
to the narrowed O (y/n) gap instead of an O (n) gap.

Second, the two claims jointly lead to the inapproximability of the assortment problem. Our
argument proceeds as follows. Based on the analyses provided by Hastad (1999), we know that

there does not exist a polynomial time algorithm to find an independent set of size at least n? given
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that the n-size vertex graph instance Z has an independent set of size n'~% (Khot 2010). Now, let
us focus on such a Max-IS instance Z. Suppose by contradiction that there exists a polynomial-
time approximation algorithm A which solves the assortment problem within factor O(n%*e). We
can then use this algorithm A4 to obtain an assortment S’ in instance ®(Z) with expected revenue
Q(nzt%), since

R(S*) n'-2

> =(1/c1)-n2tE,
cp-n2”¢

Rev(S’) >

l—E
Ci1 N2
where ¢; > 0 is an absolute constant. Here, the first inequality follows from the definition of A,
and the second inequality follows from Claim 1. In particular, since we assume that Z has an

independent set of size n'/2~¢

, it follows from Claim 1 that there exists an assortment resulting
in revenue that is greater than n'/?27¢. This implies that R(S*) > n!/?=¢. Given that, for S’ such
that Rev(S’) = Q(n2+%), it follows from Claim 2 that we can construct an independent set Ug
that is of the size Q(n?). Therefore, it implies that we are able to use a polynomial-time algorithm
to construct a (n?)-size independent set which leads to a contradiction to the inapproximability
result of the Max-IS problem.

In what follows below we prove the aforementioned two claims which completes the proof of the
theorem.

Proof of Claim 1: Let U be the independent set in the claim and let us define Sy = {i | v; € U}.
Since N~ (i)NU =0 if v; € U, we know that C; NSy = {i}. Therefore,

Rev (Su) = Z)\i‘ReVCi (Sv) > Z Ai-ri =|U|.
i=1

iGSU
Proof of Claim 2: Let S be the assortment in the claim. We define two collections of the

consideration sets,

7 n%

_ } and B:{ie[n] ‘ Reve, (8) < = = "= }

G:{ie[n] ‘ Reve,(8)2 = o =

which we denote as the “Good” and “Bad” collections of consideration sets, respectively. We make
the following three statements about the “Good” collection of consideration sets G.
First, we argue that G C S. Let i, by contradiction, be a product such that i € G but i ¢ S. Then,
we have that
n2G-1) 2 2

n n
Reve, (S) < = <
eve, (5) < « a-n? " a-/n’

(EC.6)

which contradicts the definition of the “Good” collection of consideration sets GG. In the aforemen-
tioned chain of equalities and inequalities (EC.6), the first inequality follows because of the fact

that all other products in C; NS have a price of at most n2(—Y /a.
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Second, we argue that |G|=Q(nz*%). To this end, the assumption imposed on the expected

revenue of .S in Claim 2 leads to the following set of equalities and inequalities:

c 1
e n¥TE <Rev(8) = Ai-Reve, (9) + Y Ai-Reve, (9) <D 14> 7S IG|+vn, (EC.7)

iea i€B i€G  ieB
where ¢y, > 0 is an absolute constant. In the aforementioned chain of equalities and inequalities, the
second inequality follows because Reve, (S) <r; <n*/a and \; = a/n*. Overall, inequality (EC.7)
implies that |G|= Q(n%JF%) In other words, asymptotically, only consideration sets belonging to
the “Good” collection of consideration sets G are contributing to the revenue Rev(S5).

Third, we argue that for each i € G, we have that |C; N S|< 2y/n. We prove this statement by
contradiction. Assume by contradiction that |C; N S|>2y/n+ 1, then we have that
DjecinsTi _ 2ajecinsTi _2:m*/a n¥

C;NS] = 2vn+l 2V avi

which contradicts the fact that ¢ € G. In the aforementioned expression, the second inequality

Revci (S) =

follows because of the following chain of equalities and inequalities:

nQ’L n2i—2 n2i—4 nQi 1 1 n2i
doorm<—+ + +...= -<1+++...)< .2,
X (6% [0 (6 (6%

jeCc;Ns

which is a valid expression as long as n > 1.

Next, taking into account all three statements related to the “Good” collection of the consider-
ation sets GG, we construct the independent set Ug from .S as follows. We begin with an empty set,
i.e., Ug = (). Then, starting from the largest index 7; in G, we add i, to Us and delete the elements
in C;, from G, i.e., G <— G\C};,. We then proceed to the next largest index i, in the updated G, add
ip to Ug, and remove the elements in C;, from G. This process is repeated until G’ becomes empty.
The resulting Ug forms an independent set because the neighbors of each vertex are removed from
G once the vertex is added to Us. We also observe that |Us|=Q(n?), because each time a vertex

is added, we remove at most |C; N G|< |C; N S|< 24/n elements from G. Thus, we at least can add

1, €

|G| Q(nzt2) <
= = Q 2
o/n  2vn (n?)
items to the set Us which shows that |Ug|= 2 (né) O

EC.3.4. Scalability of the Mixed-Integer Linear Program (12)

To numerically test the scalability of the mixed-integer linear program (12) when solving the
assortment problem (10), we first generate random problem instances as follows. We vary the
number of products n and the number of consideration sets k = |C| while fixing a constant s which

is the size of consideration sets. Specifically, for each C' € C, we sample the consideration set C' from
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the set N ={1,2,...,n} restricting its size by s, uniformly at random. We repeat this sampling
for all k& consideration sets in C. We further let A\c = 1/k and set s =5, motivated by the empirical
evidence from the literature (Hauser and Wernerfelt 1990, Hauser 2014) and from Table 1 where we
can see that customers usually consider only a few products. We let n € {250,500, 750,1000} and
k € {n,3n,5n}, where the scale factor between n and k is consistent with our empirical estimation
outcomes in Table 1. We set the time limit to 20 minutes when solving the mixed-integer linear
program (MILP) using Gurobi. If Gurobi fails to find the optimal solution within the time limit,
we report the bound of the optimality gap returned by the solver. Thus, for each pair (n,k), we
randomly generate ten instances and calculate the average runtime (in minutes) and the optimality

gap. The scalability results are reported in Table EC.1.

n k Time (min) Gap (%)

250 250 0.00 0.00
250 750 5.99 0.00
250 1250 17.71 0.68
500 500 0.08 0.00
500 1500 20.03 0.57
500 2500 20.05 1.28
750 750 0.30 0.01
750 2250 20.07 0.87
750 3750 20.13 1.30
1000 1000 0.53 0.01
1000 3000 20.14 1.16
1000 5000 20.23 1.59

Table EC.1 Scalability of the MILP approach when solving the assortment problem.

It follows from this table that within a twenty-minute time limit, even for large instances like
(n,k) = (1000,5000), the MILP achieves a solution with an optimality gap of no more than 2%.
This underscores our claim that MILP (12) is efficient and can be useful for practical applications.
Additionally, the performance of the MILP could be further enhanced by adopting the mixed-

integer conic reformulation suggested by Sen et al. (2018).

EC.4. Model Estimation
EC.4.1. Estimation Methodology

We propose a maximum likelihood estimation (MLE) procedure based on the expectation maxi-
mization (EM) algorithm and the column generation algorithm method. Overall, our estimation
methodology follows van Ryzin and Vulcano (2014, 2017), who estimate the ranking-based model
using the EM algorithm and column generation method. A similar framework has also been adapted

to estimate the decision forest model (Chen and Misié¢ 2022).



ec22 e-companion to Akchen and Mitrofanov: Consider or Choose?

We assume we have the sales transactions denoted by {(S;,4)}+=1,... 7, which consist of purchase
records over T periods. A purchase record at time ¢ is characterized by a tuple (S, ¢;), where S; C N
denotes the subset of products on offer in period ¢ and i; € S; U{0} denotes the product purchased
in period t. In addition, we let S denote the set of unique assortments observed in the data and
let m denote the cardinality of this set, i.e., m =|S|. We term each assortment in S as a historical
assortment, i.e., an assortment that was offered in the past. For each historical assortment S € S
and 1 € ST =SU{0}, we let 7(5,7) denote the number of times the tuple (S,7) appears in the sales

transactions {(Si, i) bi=1,. 7

EC.4.1.1. Maximum Likelihood Estimation (MLE). To estimate the model from data
{(St,it) }ier,. 1, we first write down the following optimization problem with respect to a fixed

collection C of consideration sets:

PMLE(C) maj\xziggize L(v) (EC.8a)
such that > (Ag), cAc=vis VSES, i€ NV, (EC.8D)

ceC
> Ae=1, (EC.8c¢)

ceC

where A¢ is an element of the distribution A € Rl over the sets in C, v; g 1s the aggregate likelihood
that customers would pick the alternative ¢ from the offer set S, and the objective is the log-
likelihood function L(v) =3 gcs D ;cq+ 7(5,1) -log (v; ), which is a concave function. The matrix
Ag is of size (n+1) x |C| and it maps from the model (C,A) to the its choice probability v; s of
item i under historical assortment S. The element (As), ., is equal to 1/[SNC|if i€ SNC and 0,
otherwise.

First, it is worth emphasizing that when C includes all subsets of N (i.e., C is the power set of
N) then optimization problem (EC.8) solves the MLE problem under the consideration set model.
When C does not include all the subsets in N, we refer the problem PMF (C_) specified above as a
restricted optimization problem. Second, we note that the maximization problem (EC.8) is concave
and thus we can use a convex programming solver to find the optimal solution. Alternatively, we
will exploit an expectation-maximization (EM) algorithm to obtain the optimal solution to the
restricted problem PMYE (C). We find that this EM algorithm is more efficient than existing general
convex programming solvers. For now, we assume C is fixed and we will come back to discuss how

to enlarge it during the estimation procedure.

EC.4.1.2. Solving MLE with the EM Algorithm. The EM algorithm is a method for
finding the maximum likelihood estimates of parameters in statistical models where the data are

incomplete or there are unobserved latent variables. The algorithm proceeds in two steps: the
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expectation step (E-step), where the expectation of the complete-data log-likelihood is calculated
given the current parameter estimates, and the maximization step (M-step), where the parameters
are updated to maximize the expected complete-data log-likelihood. In the context of our MLE
problem PMLE (5) specified above, the unobserved latent variable is the probability mass A of each
customer type C € C, since customer types are not directly observed from the sales transaction data.
We start our EM algorithm with arbitrary initial parameter estimate A®*. Then, we repeatedly
apply the “E” and “M” steps, which are described below, until convergence.

E-step: If customer types associated with each transaction are known to us then we would be able
to represent the complete-data log-likelihood function as L™t =3 . 7(C)-log Ac + constant,
where 7(C') is the number of transactions made by customers of the type C'. However, in the context
of our problem, the customer types are not observed in the data and we thus replace 7(C) from the
aforementioned complete-data log-likelihood function by its conditional expectation E [7(C) | A®']
which allows us to obtain E[£mPlete | xest] To obtain the conditional expectation, we first apply

the Bayes’ rule

, P(i|C,5,A%") - P(C | §, A=) P(i|C,5)- A5t
est: b ) — b E .
P18 02X = S~ B0, A) - P(C S~ SoPGICS) e ECY

where P (C'| S,i,A*") is the probability that an item ¢ from the offer set S is purchased by a cus-
tomer of type C' when A®" represents the probability mass of different customer types and P (i | C, .S)
is the probability to choose item ¢ from the offer set S by a customer of type C. Consequently,
the aforementioned Equation (EC.9) allows us to compute 7(C'), which is the expected number
of transactions made by customers of the type C' by 7(C) =E[7(C) [ A®] = ¢ s> icqr T(S,1) -
P(C|S,i,A®"). We thus compute the expectation of the complete-data log-likelihood function as
E [geomplete | xest] =%~ 7(C) - log A&

M-step: By maximizing the expected complete data log-likelihood function E [£™Plet | X*5] e
obtain the optimal solution A, =7(C)/>_,7(C) which is used to update A®*.

Finally, we note that the EM algorithm has been widely used in the operations management
(OM) field to estimate various choice models when customer types are not directly observed in the
data. Examples include the mixed MNL model (Train 2009), the ranking-based model (van Ryzin
and Vulcano 2017), the Markov chain choice model (Simsgek and Topaloglu 2018), the consider-
then-choose (CTC) model (Jagabathula et al. 2024), and DAG-based choice models (Jagabathula
et al. 2022).

EC.4.1.3. Consideration Set Discovery Algorithm. In theory, as mentioned above, to
solve the MLE problem one can exploit the aforementioned EM algorithm and apply it to the

optimization problem PMME (@ when the collection of customer segments is equal to the power set



ec24 e-companion to Akchen and Mitrofanov: Consider or Choose?

of N, i.e., C=2". However, this approach becomes highly intractable as the number of products
n increases. In this case, the number of decision variables would grow exponentially with n.

Therefore, we propose an alternative way to solve the MLE problem which is based on the column
generation (CG) procedure (Bertsimas and Tsitsiklis 1997), a widely used procedure to solve large-
scale optimization problems with linear constraints. In accordance with the CG framework, instead
of solving the full-scale optimization problem PMLE(2V) directly, we will repeatedly execute the
following two steps: (i) find the optimal solution (v, ) to the restricted problem PMLE(C) by the
EM algorithm described in Section EC.4.1.2; (ii) solve a subproblem (which will be described later)
to find a new column and expand the restricted problem PMY¥(C) by concatenating the column.
Notice that each column in the complete problem PMYF(2V) corresponds to a consideration set.
Therefore, when we introduce a new column C* to the restricted problem PM®(C), we equivalently
augment the support of the distribution A from C to C U {C*}. We will repeat these two steps
until we reach optimality or meet a stopping criterion such as a runtime limit. In the following, we
provide the details on how we augment the support of the distribution A by solving a subproblem,
which will complete the description of our MLE framework for calibrating the consideration set
model.

Let (v, A) be the optimal primal solution of the optimization problem PM“¥ (C), which is defined
for a fixed collection C of consideration sets. Let (a,3) denote the dual solution of the optimiza-
tion problem PMF (C), where o= (). corresponds to the first set of constraints, with each
as being a (n + 1)-dimensional vector, and f corresponds to the unit-sum constraint (see Sec-

tion EC.4.2 for further notes). We then solve the following CG subproblem:

—max |3 (s —g Yy s llicd]
_gngaﬁ[{ [SES(aS’O H[CﬂS—@]—l-ies |CﬂS| )"‘ﬁ
(EC.10)

)

max YD asi-(As)o+8

SeSieN+

where (Ag); ¢ is defined in Section EC.4.1.1 and «g; is the element of ag for i € S*. In Prob-
lem (EC.10), we assume “0/0=0" to simply the notation. Let C* be the optimal solution to the
CG subproblem (EC.10). We add C* to the set C, which is the support of the A, if and only if
the optimal objective value of the subproblem is positive. This indicates that adding C* to the
set C improves the objective value of PMLF (C_) Consequently, if the optimal objective value of the
subproblem (EC.10) is not positive, we terminate our algorithm, as it indicates that the current
set C, along with the distribution A, already represents the consideration set model with maximum
likelihood.

Finally, it remains to solve the subproblem (EC.10). We exploit a mixed-integer linear optimiza-

tion (MILP) formulation similar to the assortment problem (12). Here, in addition to the variables
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ug and ¢g; introduced for the linearization, we also introduce binary variable zg to present the
indicator I[C'N S]. Along with binary variable z; that represent I[i € C|, we have the following
MILP that solves the CG subproblem (EC.10)

PCG—sub . 23 . . B .

(o) maximize Z Qs 2s + Z asigs.i| (EC.11a)

ses icS
such that 0<gqs; <z, vSeS,ies, (EC.11b)
0<gs,; <us, VS eS8, ies, (EC.11c¢)
us +x; <gs;+1, vSeS,iels, (EC.11d)
25+ Y qsi=1, vSes, (EC.11e)

icS

z;€{0,1}, 25 €{0,1}, us €[1/n,1], Vie N,S€S. (EC.11f)

Overall, the proposed estimation procedure consists of solving a finite sequence of MILPs. The
size of each MILP scales in O(n +m) in the number of variables and in O(nm) in the number
of constraints, where n is the number of products and m is the number of historical assortments.
Thus, not surprisingly, estimating a consideration set model can be more tractable than estimating
a ranking-based model van Ryzin and Vulcano (2014), as the corresponding CG subproblem of the
latter model scales in O(n* 4+ m) in the number of variables and in O(n® 4+ nm) in the number of
constraints. We relegate additional discussion to Section EC.4.2.

Additionally, we note that the consideration sets we estimate can be any subset of IV, meaning
any set of products. To enhance interpretability and enable potential applications in new product
development and pricing, we also demonstrate how product features (such as price) can be incor-
porated into our model calibration. In Section EC.4.3, we introduce a model estimation framework
that integrates contextual information through conjunctive models, disjunctive models, and com-
pensatory models — well-known heuristic rules for constructing consideration sets. For an overview,

see Section 1.1.

EC.4.2. Additional Discussion
In this section, we discuss the estimation procedure described in Section EC.4.1.

Obtaining the optimal dual variables o and 8. We can obtain the optimal dual solution once we
know the optimal primal solution. Notice that our MLE problem (EC.8) is of the same form as
Problem (7) in van Ryzin and Vulcano (2014), where the difference is only in the entries in the
constraint matrix A. In particular, each column of our constraint matrix A = (Ag)ses encodes
the decision of a consideration set under historical assortments S € S. In contrast, each column of
the constraint matrix A in van Ryzin and Vulcano (2014) encodes the decision of a ranking. Since

our MLE problem takes the same form as van Ryzin and Vulcano (2014), the dual variables v and
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[ satisfy the same KKT conditions except that the constraint matrix has different coefficients. In
the end, given the optimal primal variable, the optimal dual variable can be obtained following
Equations (8) and (9) in van Ryzin and Vulcano (2014).

Optimality of the EM algorithm. Note that given a collection of consideration sets C, we use the
EM algorithm to find the optimal distribution A over sets in C that maximizes the log-likelihood
objective, i.e., to solve PMME(C). Recall that PMYE(C) is a concave maximization problem with a
strictly concave objective. Therefore, any locally optimal solution of PMVE(C) implies the globally
optimal solution of PM*E(C). As the EM algorithm guarantees that each M-step improves the
objective value of PMLE(C) and thus finds the local maximum (McLachlan and Krishnan 2007),
we know that the EM approach of solving the optimization problem (EC.8) guarantees global
optimality.

Only solving a finite number of times of the subproblem/MILP. This is because at each iteration,
we introduce a new variable Ac that corresponds to a consideration set C' to the full program
PMLE(C) for C =2". As there are only a finite number of consideration sets (theoretically at most
2™ even though we have a much smaller set of consideration sets in practice according to numerous
literature in marketing and Table 1), the estimation procedure thus only solves a finite number of

MILPs.

EC.4.3. Feature-based Model Estimation
In Section EC.4.1, we demonstrated how the consideration set model (C,A) can be calibrated from
sales transaction data in its most general form. Specifically, each consideration set C' € C in the
model can be any subset of the product universe N, where each product is characterized by a
unique feature vector. This approach eliminates the need to explicitly incorporate product features
into our estimation framework. It also aligns with existing literature in operations research on
choice modeling estimation. Notably, the estimation of nonparametric choice models, including
ranking-based models (Farias et al. 2013, van Ryzin and Vulcano 2014), the Markov chain model
(Blanchet et al. 2016, Simsek and Topaloglu 2018), the consider-then-choose model (Jagabathula
et al. 2024), and the decision forest model (Chen and Misi¢ 2022), follows a similar convention.
In contrast, as discussed in Section 1.1, customers may form their consideration sets based on
heuristic models that explicitly incorporate product features. In this section, we integrate several
well-documented feature-based heuristic rules from the marketing science literature into our esti-
mation framework. Specifically, we assume that each product i € N is represented by a feature
vector x; € R? in a d-dimensional vector space. We define [a] =1,2,...,a, where a is a positive

integer.
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EC.4.3.1. Conjunctive Rule. The conjunctive rule heuristics assumes that a product is
included in the consideration set if it satisfies a sequence of screening criteria. Each criterion is
defined by a feature p € [d] and a threshold value t,. A product ¢ satisfies the screening criterion for
feature p if and only if x; , <t,. Mathematically, the conjunctive model is parameterized by (E,tg),
where E C [d] is a set of features, and tp = (t.).cr is the vector of threshold values associated with

the features in E. A conjunctive model (F,tg) leads to a consideration set C' in the following way:

C=[){ieN|xic<te}. (EC.12)

c€E
Note that without loss of generality, we only need to consider the screening rules with the smaller-
or-equal-to sign (i.e., <) since one can always introduce an additional feature e’ such that x; . =
—Xi.e for i € N. Conjunctive models are among the most popular non-compensatory models in the
marketing science literature and have been supported by abundant empirical studies (Pras and
Summers 1975, Brisoux and Laroche 1981, Laroche et al. 2003, Gilbride and Allenby 2004, Jedidi
and Kohli 2005).

Let Ceonjunctive be the collection of all consideration sets that can be specified by the conjunctive
models. Since our goal is to calibrate a consideration set model by modeling the consideration set

formation by means of the conjunctive rule, we solve the following MLE problem:
maximize [PMLE (é) |CC Cconjunctive] , (EC.13)

where PMM® is defined as in Problem (EC.8) and C is the collection of customer segments. As
discussed in Section EC.4.1, if one can enumerate all sets in Ceonjunctive; We can simply let C =
Ceonjunctive and apply the EM algorithm to obtain the probability mass of every consideration set
from the set C. However, given that, in theory, the number of customer segments can be exponential
in the number of items in the product universe, we also propose solving Problem (EC.13) by
the column generation approach. To this end, instead of solving the subproblem (EC.10) where a
candidate consideration set can be any subset in IV, we ensure that the candidate consideration

set belongs to the collection Ceonjunctive, i-€., We solve the following optimization problem:

CCN
SeSieNt

max Z Z aS,i : (AS)LC + 6 C € Cconjunctive] . (ECl4)

We introduce a MILP formulation to solve Problem (EC.14). In order to avoid using the Big-
M parameter in the formulation, which usually results in a weaker system of constraints, we use
relative values instead of the exact values of product features. Let L, be the number of unique
values in {x;p}ien, i-€., the number of unique values of the feature p observed in the sales data

(Misi¢ 2020, Akgakus and Misi¢ 2021). Next, we let v, , denote the fth lowest value in L, such that
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Vp1 <Vpo < - <Vpp,—1 <V, Then, we let v,o = —00 and 7,; be the value of £ € {1,...,L,}
such that x;, =v,, i.e., 7,,; indicates the position of product 7 in the ranking of all unique values
of feature p.

After specifying (7,.¢)pefa),ce(L,], in What follows below, we propose an MILP formulation to solve
Problem (EC.14). We further assume that the conjunctive model consists of at most R screening
rules, i.e., |E|< R in Equation (EC.12). The value of R can be either set to be d for the most
general conjunctive model or to be a value smaller than d, as it is widely assumed that consumers
have cognitive and physical limitations and cannot take into account an unlimited set of features
when making purchasing decisions. In the latter case, one can view R as a fixed parameter of the
model and determine its value by cross-validation.

As above, x,z,u, and q are our decision variables that have the same interpretation as in Prob-
lem (EC.11). In addition, we introduce a new binary decision variable A, ,, which is equal to 1 if

the rth screening rule is x;, <wv,, and 0, otherwise. Then, we provide our MILP formulation as

follows:
Pc%fj_jrlll?tive (a): H}(ajiirgllfe Z Q50" Zs + Z ®s,i*gs,i (EC.15a)
ses ies

such that Constraint (EC.11b) - (EC.11f) (EC.15b)

d Lp
DD Ape=1, vr € [R), (EC.15¢)

p=1 ¢=1

d
<Y Aty Vie N,r € [R], (EC.15d)

p=1Ll>Tp

R d
ZZ Z Mpe<ax;+d—1, VieN, (EC.15¢)

r=1 p=1Lul>Tp ;

)\r,p.[ c {0, 1}7 Vr e [R],p < [d],é c Lp, (ECl5f)

where constraint (EC.15b) ensures that variables x,z,u, and q satisfy the same constraints as in
Problem (EC.11). Constraint (EC.15¢) ensures that each screening rule is associated with exactly
one feature and one threshold value. Constraints (EC.15d) and (EC.15e) ensure that the consider-
ation sets are formed by a conjunctive rule. In particular, Constraint (EC.15d) states that product
i is in the consideration set “only if” it satisfies all screening rules. Constraint (EC.15e) completes
the “if” direction of the statement. Notice that we allow the screening rules to be repeated. There-
fore, one can apply up to |R| screening rules for the conjunctive model by solving Problem (EC.15).
While we inevitably have to introduce new binary decision variables A, ,, to characterize the con-
junctive model, we can further decrease the number of binary variables by relaxing the binary

restriction imposed on the consideration set decisions x, since they remain integral after relaxation.
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EC.4.3.2. Disjunctive Rule. Similarly to the conjunctive rule, the disjunctive rule heuristic
is also defined by a set of screening criteria. Differently, the disjunctive rule implies that a prod-
uct belongs to a customer’s consideration set if at least one of the screening criteria is satisfied.
Mathematically, a consideration set C' can be represented by a disjunctive model if there exists a
collection of features F and threshold values such that

C=J{ieN|xi.<t}. (EC.16)
eck
While the disjunctive model is usually benchmarked as an alternative to the conjunctive model, it
receives much less attention in the literature. For more details, we refer the reader to the empirical
studies conducted by Pras and Summers (1975), Gilbride and Allenby (2004), Jedidi and Kohli
(2005). To calibrate the consideration set model under this heuristic, we follow the aforemen-
tioned procedure described in Section EC.4.3.1 with the only difference that we solve the column
generation subproblem in the following way:

max [Z z Qg (As)i,C + ﬁ C € Cdisjunctive] 3

CCN
SESieN+

where Caisjunctive 1 the collection of all consideration sets that can be represented by a disjunctive
rule. One can solve this subproblem by formulating it as the following MILP, which is similar to

Problem (EC.15).

chgﬁﬁtt)ive(a) : H}(afllllglfe Z [as,o “Zs Z Qg QS,i] (EC.17a)
ses i€s
such that Constraint (EC.11b) - (EC.11f) (EC.17Db)
d Lp
DN Ape=1, vr € [R], (EC.17c)
p=1 £=1
R d
<Y YT At Vie N, (EC.17d)
r=1 p=1Lul>7p ;
d
YD A<, Vie N,re|[R], (EC.17¢)
p=1Ll>Tp 5
Arpe €10, 1}, Vre(R]l,peld,leL, (EC.17f)

The difference between Problem (EC.17) and Problem (EC.15) is in how the consideration set deci-
sion x and the screening rule decision A factor in the system of the constraints in the optimization
problem. In the former problem, constraint (EC.17d) states that a product is considered “only if”
there exists a screening criteria which is satisfied, and Constraint (EC.17e) completes the argument
by adding the “if” direction. Similarly to Problem (EC.15), one can relax the binary restriction

imposed on x while solving Problem (EC.17) as x remains integral after this relaxation.
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EC.4.3.3. Compensatory Rule. Both conjunctive and disjunctive rules belong to the class
of non-compensatory decision processes, i.e., they assume that customers do not consider the
trade-off between product features (e.g., not willing to trade higher price for higher quality). On
the other hand, it is common in conjoint analysis (Srinivasan and Shocker 1973, Evgeniou et al.
2005) and in discrete-choice modeling (Ben-Akiva et al. 1985, Feldman et al. 2022) to assume that
product utility is a composite of the contributions from each product feature. In particular, one
can assume that the utility function is linear in product features. In this section, we follow this
common approach and assume that a compensatory model is a part-worth vector w € R4+, A

product is in the consideration set if and only if its part-worth utility is nonnegative, i.e.,
d
C={ieN|m+» my,=>0}.
p=1
To estimate the consideration set model under this compensatory heuristics, we follow the afore-
mentioned procedure described in Section EC.4.3.1 with the only difference that we solve the

column generation subproblem in the following way:

glézir( [Z Z aS,i ’ (AS)'L’,C + ﬁ ’ C € Clinear] 3

SeSieNt
where Ciiear 18 the collection of all consideration sets that can be represented by a linear compen-

satory rule. This subproblem can be formulated as the following MILP:

PI%sb (o) : maximize Z [068,0 - 25+ Z Qg - qs,i] (EC.18a)
TERAT ges ics
such that Constraint (EC.11b) - (EC.11f) (EC.18b)
d

inypﬂp +my <y, Vie N, (EC.18c)

p=1

d
x; — 1+6§2Xi,pﬂp+ﬂ'o, Vie N, (EC.18d)
p=1

where € > 0 is a sufficiently small constant. Constraints (EC.18¢c) and (EC.18d) ensure that a
product is included in the consideration set if and only if the part-worth utility is nonnegative. Note
that the subproblem PS¢ (q) is invariant if one multiplies the vector 7 by a positive number.

linear

Therefore, we do not need to introduce the big-M constant in constraints (EC.18c) and (EC.18d).

EC.5. Additional Results on the Predictive Performance and Model

Calibration
EC.5.1. Prediction Performance Measured by KL Divergence

We formally define the KL—divergence metric as follows:

KL= Z 7,(S Z Di.slog (pz S) (EC.19)
ZSES To(S

Ses icS+




e-companion to Akchen and Mitrofanov: Consider or Choose? ec3l

where parameters 7,(S), p; s, and p; ¢ are defined as in Section 5. Table EC.2 reports the predictive
performance of each choice model introduced in Section 5, measured by the out-of-sample KL
divergence. We observe qualitatively similar results in Table EC.2 as those presented in Table 2.
In both tables, the decision forest model has the best predictive performance while the MNL and
the independent demand models provide the worst performance. Although it is a special case,
the consideration set model demonstrates predictive performance comparable to the ranking-based
and mixed MNL models, with all three achieving similar KL divergence scores of approximately
3.30 x 1072, Furthermore, when combined with rankings, the consideration set model achieves
performance comparable to the Markov chain model, with KL divergence scores of 3.15 x 1072 for

the CSMR (consideration set model with rankings) and 3.16 x 1072 for the Markov chain model.

Category ID MNL MMNL RBM MC DF CSM CSM2 CSMR
Beer 5.61 4.45 3.87 4.03 3.75 298 397 3.86 3.73
Coffee 12.58 9.49 7.68 7.71 7.29 6.54 820 8.25 7.42
Deodorant 1.82 1.00 094 099 094 0.89 0.93 0.97 0.93
Frozen Dinners 3.54 2.94 251 241 2.36 1.89 2.46 2.44 2.40
Frozen Pizza 6.26 3.84 282 263 2.85 1.82 2.84 3.04 2.56
Household Cleaners 3.44 2.67 237 246 2.21 2.23 2.38 2.35 2.26
Hotdogs 8.61 6.51 539 544 5.28 556 5.50 5.89 5.29
Margarine/Butter 3.47 231 1.80 1.82 1.84 1.21 1.80 1.82 1.80
Milk 16.77 8.85 6.19 6.37 6.28 594 6.40 6.52 6.22
Mustard/Ketchup 7.20 3.87 3.27 348 3.11 3.65 3.33 3.31 3.15
Salty Snacks 4.22 2.28 1.56 1.45 1.67 1.37 1.64 1.79 1.55
Shampoo 2.78 1.52 1.27 1.53 1.25 1.09 1.32 1.35 1.28
Soup 5.03 3.70 3.19 3.13 2.99 210 3.04 3.15 2.95
Spaghetti/Sauce 6.98 4.19 3.35 3.25 3.34 154 342 3.51 3.29
Tooth Brush 5.08 2.69 2.29 2.76 2.25 1.73 2.54  2.62 2.42
Average 6.23 4.02 3.25 3.29 3.16 2.77 3.32 3.39 3.15

Table EC.2 Out-of-sample prediction performance results measured by KL-divergence (in unit of 1072).

EC.5.2. Faster Convergence in CSM Model Calibration
In this subsection, we aim to compare the consideration set model with the ranking-based model,
as the two share structural similarities. Both models are nonparametric: the consideration set
model is characterized by a distribution over subsets, while the ranking-based model is defined by a
distribution over rankings. As discussed earlier in Section 5, neither model consistently outperforms
the other in terms of predictive performance, as demonstrated in our case study in Sections 5
and EC.5.1.

Then, it is worth emphasizing that scalability is a common challenge when calibrating non-

parametric choice models. In particular, solving the likelihood maximization problem under the
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ranking-based model using the column generation method can be computationally demanding, as
its subproblem must be solved via an integer program (van Ryzin and Vulcano 2014). However,
compared to the ranking-based model, the consideration set model is significantly more tractable.
As discussed in Section EC.4.1, the column generation subproblem of the consideration set model
can be formulated as an integer program with O(n + m) binary variables and O(n? + nm) con-
straints, where n is the number of products and m = |S| is the number of the historical assortments
in the dataset. This is computationally much simpler than the subproblem for the ranking-based
model, which requires solving an integer program with O(n?+ m) binary variables and O(n® +nm)
constraints.

Table EC.3 provides numerical evidence of the computational tractability of the consideration set
model. The second to fourth columns in the table present the number of products (n), assortments
(m), and transactions (|7]) for each product category following data preprocessing. The fifth and
sixth columns present the estimation runtimes for the consideration set model (Tcgy) and the
ranking-based model (Tgrpwm), respectively. A runtime limit of 30 minutes was imposed, and if the
estimation procedure failed to terminate within this limit, the runtime is recorded as 1800.00 in
Table EC.3.

Across the five product categories where the estimation procedures for both models fully con-
verged to the optimal solution, the consideration set model demonstrated an average estimation
speed that was 380% faster than that of the ranking-based model. In one category (Milk), the con-
sideration set model successfully converged before the time limit, while the ranking-based model
failed to do so. For the remaining categories, the estimation procedures for both models did not
fully converge within the runtime limit due to the large number of assortments (m). However,
we expect the consideration set model would still terminate earlier. In these cases, both models
exhibit the tailing-off effect of the column generation method (Desrosiers and Liibbecke 2005),
where convergence slows significantly as the algorithm approaches a sufficiently small optimality
gap, with each iteration yielding only marginal improvements to the objective value.

We further highlight the computational efficiency advantage of using the consideration set model
in the estimation process. In Figure EC.1, we illustrate the changes in the log-likelihood value while
estimating both the consideration set and ranking-based models for the Salty Snacks category.
Similar qualitative results are observed when considering other product categories. Specifically, we
show how the in-sample log-likelihood for both models improves over time as the estimation algo-
rithms run. From Figure EC.1, we observe that the consideration set model’s estimation algorithm
converges to a nearly optimal solution in a very short time (around 70 seconds), while the ranking-
based model takes approximately four minutes to achieve the same log-likelihood value. However,

as shown in the figure, the estimation algorithm of the ranking-based model eventually reaches a
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Product Category n m |7 Tosm  Trem
Beer 19 721 759,968 1800.0 1800.0
Coffee 17 603 749,867 1800.0 1800.0
Deodorant 13 181 539,761 365.7 1355.4
Frozen Dinners 18 330 1,963,025 1800.0 1800.0
Frozen Pizza 12 138 584,406 111.6 439.7
Household Cleaners 21 883 562,615 1800.0 1800.0
Hotdogs 15 533 202,842 1800.0 1800.0
Margarine/Butter 11 27 282,649 104 205

Milk 18 347 476,899 1231.2 1800.0
Mustard/Ketchup 16 644 266,291 1800.0 1800.0
Salty Snacks 14 152 1,476,847 268.2 1786.4
Shampoo 15 423 574,711 1800.0 1800.0
Soup 17 315 1,816,879 1800.0 1800.0
Spaghetti/Italian Sauce 12 97 552,033  64.9  509.4
Tooth Brush 15 699 392,079 1800.0 1800.0

Table EC.3  Runtime comparison (in seconds) for estimating the consideration set model (CSM) and the
ranking-based model (RBM) across fifteen product categories in the IRl dataset. The runtime is capped at 30

minutes (1,800 seconds).

higher log-likelihood value than that of the consideration set model, although the improvement is
marginal.

Notably, for better illustration, we extend the trajectory of the consideration set model beyond
the termination point as a horizontal line. In contrast, the estimation process for the ranking-based
model fully terminates at Trpy = 1786. seconds. As the improvement in log-likelihood per data
point falls below 0.0005 after T'= 600 seconds for the ranking-based model, this marginal change
is not noticeable at the scale of Figure EC.1. Therefore, for clarity, we plot the trajectory only up
to T'= 600 seconds. This further illustrates the tailing-off effect of the column generation method,
where a substantial portion — approximately two-thirds — of the runtime is spent narrowing the

final 0.1% of the optimality gap.

EC.5.3. Symmetry of the Demand Cannibalization
As discussed in Section 3.3, the symmetric cannibalization property is a key characteristic of the
consideration set model. On one hand, this property differentiates the model from other members
of the RUM class (e.g., the mixed MNL model) and enhances its tractability compared to the
ranking-based model. On the other hand, it may limit the model’s ability to fully capture customers’
purchase behavior.

In this section, we empirically examine whether the symmetric cannibalization property adversely

affects the predictive performance of the consideration set model when compared to the state-of-
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Figure EC.1 Change in the in-sample log-likelihood value over time during the MLE algorithm. The y-axis
represents the log-likelihood, while the x-axis shows the runtime (in seconds) for the consideration set model

(solid line) and the ranking-based model (dashed line) for the Salty Snacks category.

the-art mixed MNL model. First, recall that in Section 3.3, we defined a choice model as consistent

with the symmetric cannibalization property if and only if the following equation holds:
P55\ {a}) = Py(S)] - [P4(S\ {a,}) — Po(S)] =0, (EC.20)

for all assortments S C N such |S|> 2 and pairs of products j,k € S. To quantify the extent to
which the symmetric cannibalization property is violated, we propose a cannibalization asymmetry
index, defined as:

1 1
{S:18]=2}] > (|S|)Z

s:s|>2 \ 2/ j#k

[P;(S\ {ar}) = P;(S)] = [Pe(S\{a;}) = Pi(S5)]
P,(5) T FA(5) - (e

Intuitively, this index measures the degree to which the symmetric cannibalization property, as
expressed in Equation (EC.20), is violated across all assortments S C N such |S|> 2 and all pairs
of products j,k € S. The denominator, IP;(S) + P, (S), is included to ensure the comparability of
violations across assortments of different sizes. For larger assortments, P;(S) and P, (S) tend to
be smaller than the corresponding purchase probabilities in smaller assortments. This adjustment
normalizes the index and mitigates the impact of assortment size on the measurement of violations.
A higher cannibalization asymmetry index indicates a greater degree of violation of the symmetric
cannibalization property in the choice data. Notably, if the choice data are fully consistent with
the consideration set model, the cannibalization asymmetry index will be zero.

We further note that the cannibalization asymmetry index defined in Equation (EC.21) requires

access to choice probabilities for nearly all assortments in the product universe. However, as shown
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Figure EC.2  Scatter plot of the improvement of mixed MNL model over consideration set model in the
prediction task against the cannibalization asymmetry index, for the fifteen product categories. The higher the
improvement of the mixed MNL model over the consideration set model the higher the difference in their MAPE

score.

in Table 1, our sales transaction data contain only a limited number of unique assortments for each
product category, making it impossible to compute the index directly from the data. To address this
limitation, we assume that the choice data generation process follows the mixed MNL model esti-
mated from data (see Section 5). By calibrating the mixed MNL model, we can estimate the choice
probabilities and compute the cannibalization asymmetry index for any collection of assortments.
Note that the mixed MNL model is not constrained by the symmetric cannibalization property.
Second, even when using the mixed MNL model as the ground truth for choice probabilities, cal-
culating the cannibalization asymmetry index remains computationally challenging for product
categories with a large number of items. To overcome this, we employ Monte Carlo simulations to
approximate the index. Specifically, for each instance, we randomly sample an assortment S such
that |S|> 2, then randomly select two indices j and k from S. We perform this process for a total
of 10,000 instances and compute the index as the average over these simulations.

Figure EC.2 presents a scatterplot showing the improvement of the mixed MNL model over the
consideration set model, measured by the difference in MAPE scores, against the cannibalization
asymmetry index across fifteen product categories. The plot reveals significant variation in the pre-
dictive performance improvement of the mixed MINL model over the consideration set model across
different product categories. To better understand this variation, we include a linear regression
trendline, represented by a red dashed line. The trend suggests a correlation between the improve-

ment in the predictive performance of the mixed MNL model and the cannibalization asymmetry
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index. This finding implies that violations of the symmetric cannibalization assumption may con-
tribute to the underperformance of the consideration set model in prediction tasks. However, the
results also highlight exceptions. For example, the consideration set model performs comparably to
the mixed MNL model in categories such as Spaghetti/Italian Sauce and Frozen Pizza, despite their
high asymmetry indices. Moreover, it outperforms the mixed MNL model in categories like Soup
and Deodorant, which have intermediate asymmetry indices. What Figure EC.2 conveys is actually
a positive message: when demand cannibalization is not highly asymmetric, the consideration set

model remains competitive in its predictive power and is practical for real-world use.

EC.6. Empirical Analysis of Revenue Performance

In this section, we evaluate the performance of the consideration set model in a revenue management
task using the IRI Dataset (Bronnenberg et al. 2008). Specifically, we focus on assortment planning
as a classical revenue management application, as discussed in Section 4. Additionally, we explore
the connection between end-to-end performance and the identifiability property established in
Section 3. We demonstrate how the identifiability of a choice model limits the number of maximum-
likelihood estimates that fit the data equally well, resulting in more stable operational decisions.
To this end, we compare the performance of the consideration set model with the ranking-based

model, which is non-identifiable.

EC.6.1. Uncertainty Set and Identifiability

Following the notation from Section EC.4.1.1 and given the data {(S;,i;)}ie7, we assume that
we have the estimated parameters of the consideration set model using the MLE framework (see
Section EC.4.1). We let v ¢ be the choice probability vector over a historical assortment S € S =
{S1,...,Sm} under this consideration set model. Herein, historical assortments are those appearing
in the training dataset. The vector v¢gy g has length n+1, where its i-th component represents the
probability of purchasing product i € N* from assortment S*. If i ¢ S, then the i-th component is
zero. Next, we define v(gy as the vertical concatenation of vigy g, -, and vigy g, Tesulting in

a vector of length m(n+ 1). This vector can also be expressed as follows:
Vigy = argmax {ﬁ(v) | FXcsm >0: 1" Acsm =1, AS™MAggm = v, VS € S} ,

where, with a slight abuse of notation, AS"™ is a (n + 1) x 2" matrix, which is the same as Ag
in Problem (EC.8) for C = 2V. Note that the matrix AS™ maps the distribution Aggy € ]Rin,
representing the consideration set model, to the choice probability vector vg for each historical
assortment S € S. The objective £ in the given expression corresponds to the log-likelihood function
described in Section EC.4. We further define matrix A“S™ as the vertical concatenation of AG5,

AgSM, .y AGOM resulting in A“SM being an m(n + 1) x 2" matrix.
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Similarly, we assume that we have the estimated parameters of the ranking-based model using
the MLE framework (van Ryzin and Vulcano 2014, 2017). To this end, we let vy ¢ denote
the choice probability vector over a historical assortment S € S under this ranking-based model.
Then, the vector vipy g, of length n + 1, has its i-th component indicating the probability of
purchasing product ¢ € N from the assortment S, or zero if i ¢ S. Next, we define vy as the
vertical concatenation of Vigy g5 -+ Vipw.s,,» resulting in a vector of length m(n + 1), which can

be equivalently expressed as follows:
Vipu =argmax {£(v) [ IArm > 0: 1" Agpn =1, AT Appu=vs, VS €S},

where ARBM is a (n+1) x (n+1)! matrix. Note that each column of ARBM corresponds to a ranking-
based purchasing decision under assortment S. Particularly, the matrix element (AG"M), =
I [i = argmin;cg+ o(j)] indicates whether product i € N is the most preferred one under ranking o
in assortment S. Then, ARPM is formed by vertically concatenating ASPM, ..., AGPM. Notably, both
vectors vig, and vipy are uniquely determined due to the strict concavity of the log-likelihood

function £, ensuring well-defined MLE solutions for both models.

Next, we define the uncertainty sets as follows:

Ucsm = {Acsm > 0| AN egn = vigy, 17 Acsu =1},

Urpnm = {Arem = 0| A™PYM Agpy = vigy, 1 Aren=1}.

These sets represent all MLE solutions for their respective models. Importantly, although v{g,, is
unique, A®™ may have a rank lower than 27, resulting in multiple distributions Acgy satisfying
ACMN g = Vg~ Similarly, Urpy can contain multiple solutions due to the lower rank of AREM,

Although the dimensions of Acgy and Agrpym differ, making it difficult to directly compare the
sizes of the two uncertainty sets Ucsy and Urpn, Theorem 1 indicates that Ucgy is effectively
“smaller” due to the identifiability of the consideration set model. As m increases, Ucgn converges
to a single solution. In contrast, the ranking-based model remains non-identifiable for n >4 (Sher
et al. 2011), and Urpn generally contains multiple solutions. This is reflected in the fact that the

rank of the constraint matrix ARPM satisfies rank(ARBM) < (n 4 1)! whenever n > 4, making the

system ARBMAppy = vipy under-determined.

EC.6.2. Experiment Setup

Notably, the multiplicity in the uncertainty set (either Ucsy or Urpm) can introduce significant
variability when the corresponding choice model is used to make assortment decisions. Although
all models within an uncertainty set achieve the same in-sample likelihood value, the optimal

assortments identified by these models can differ substantially. To illustrate this phenomenon, we
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conduct a numerical experiment using the IRI Dataset. Below, we provide a high-level overview of
the experiment, followed by a detailed explanation of each step.
Overview. The experiment consists of the following three steps:

Step 1: Model Sampling: We sample (with replacement) a set of consideration set models,

denoted as )\SS)M,)\EJQS)M, .. .,)\(C&S)M, from the uncertainty set Ucgy. Similarly, we sample ranking-
based models, )\g])gM, A%);M, oo ,)\gl)gM, from the uncertainty set Urp.

Step 2: Optimal Assortment Selection: For each i € [£], we compute the optimal assortment

SS%M under the consideration set model )\g)SM and the optimal assortment S%M under the ranking-
based model )‘g])BM'

Step 3: Revenue Evaluation: We evaluate the expected revenue associated with the assortments
SSonts - -+ Sionr and SiBurs -+ s S

Recall that each consideration set model )\g)SM is guaranteed to maximize the in-sample likelihood

within the class of consideration set models. Consequently, if the MLE is used to fit a consideration
set model to data, then S(C’%M is a potential downstream assortment decision. Similarly, SI({i])BM
represents a potential assortment derived from a ranking-based model estimated using the MLE
approach.

We compare the revenue performance of the assortments {Sdy icg and { Sty bicig. We will
show that assortments derived from ranking-based models exhibit greater variability in expected
revenue, with some assortments achieving substantially lower revenue compared to those derived
from consideration set models.

Before presenting the results, in what follows below, we provide a detailed description of the
three steps outlined above:

Details on Step 1: Note that the uncertainty set Ucsy is a polyhedron, with each vertex repre-
senting a consideration set model. We will sample vertices of Ucgy using the following procedure,

where S denotes the collection of historical assortments in the dataset:

Sample a model from the uncertainty set Ucsn

1. Select an assortment S ¢ S uniformly at random.
2. Sample a simplex vector v € A®I*1 uniformly.

3. Solve the linear program:

maximize 4 > 37 (ASM), Ao [ A€losy - (EC.22)

icS+ CCC

4. Return the optimal solution of the linear program, denoted as Acs-

Notably, the assortment S and its associated choice vector v represent a random perturbation

of the maximum likelihood solutions. When the new assortment S ¢ S and its choice vector v are
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introduced, the returned model S\CSM € Ucsy is the one that best aligns with this new information

(5 , V) while maintaining the in-sample likelihood.

ACSM ARBM

Next, by replacing and Ucgyr in the optimization problem (EC.22) with and Urpw,
respectively, we can similarly sample a ranking-based model Arpy from the uncertainty set Urpwm-

Finally, we note that the optimization problem (EC.22) is actually a large-scale linear program.
When applied to the uncertainty set Ucsy, the problem involves O(2") variables; whereas for Urp,
the number of variables grows at a rate of O(n!). Given this scale, we use the column generation
method to solve the optimization problem (EC.22) efficiently, as directly formulating and solving
the problem using commercial solvers like Gurobi (Gurobi Optimization 2024) is computationally
impractical. In fact, the column generation approach used for this application is analogous to the
method detailed in Section EC.4.1.3, and we omit further details for brevity.

Details on Step 2: Finding the optimal assortments is rather straightforward. For each con-
sideration set model )\(Ci%M, we solve the mixed-integer linear program (12) to obtain its optimal
assortment. Similarly, for each ranking-based model )\ggM, we find the optimal assortment via a
mixed-integer programming approach (Feldman et al. 2019, Bertsimas and Misi¢ 2019).

Details on Step 3: As mentioned in Section EC.5.3, the IRI dataset comprises real-world trans-
action data but obviously does not fully reveal a ground truth choice model. Consequently, we
cannot directly evaluate the revenue performance of S(C%M and Sf{l’gM for each i € [¢]. To address
this limitation, we assume that the mixed MNL model estimated in Section 5.3 is our ground
truth choice model. Then, we let PMM (5| S) denote the predicted probability of choosing product

j from assortment S under the estimated mixed MNL model. Consequently, the expected revenue

under an assortment S is computed as Rev™™ (S) =Y. _or; - PMM

jesTi (71S5), where r; is the revenue

of product j. We obtain r; from the IRI dataset by averaging the selling price of product j across
all transactions. Using this definition, we obtain the revenues Rev™™ (S%,,) and Rev*™ (S\,,) for
assortments Sg%M and 51%)31\/17 respectively. We further denote the expected revenue of the optimal
assortment S, under the ground-truth mixed MNL model as Rev* = Rev™™(S3,,,). As a robust-
ness check, we will later use the estimated decision forest model as the ground truth to evaluate

the expected revenue of each assortment.

EC.6.3. Results: Revenue Performance

To begin with, we first follow the three steps outlined above to generate assortments SS%M and SS%M
along with their corresponding revenues ReVMM(SggM) and ReVMM(SI%M) for i € [¢], where we set
& =100. Then, to reduce the variance when comparing the performance of these assortments, we
use the same random perturbation (5’ ,U) to generate Sg%M and Sl({il)BM for each ¢. This experiment is

repeated across five product categories from the IRI Dataset: Deodorant, Frozen Pizza, Margarine
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Butter, Salty Snacks, and Spaghetti/ Italian Sauce. We chose these five categories because they have
the smallest numbers of products after preprocessing (see Table 1). Note that solving the large-
scale linear program (EC.22) under the ranking-based models via the column generation method
is still computationally intensive, particularly since it is repeated & = 100 times. Therefore, we had
to restrict our analysis to those five categories with smaller numbers of products.

We present the results of the experiment in Table EC.4. Each pair of rows in the table provides
the descriptive statistics of the collections of revenues, Resy = {Rev™™ (S, i € [¢]} and Rppy =
{Rev™™ (85 ) | i € [¢]}, under a specific product category. The statistics include the minimum
(third column), maximum (fourth column), average (fifth column), and standard deviation (last
column) for each revenue set. For example, the second row shows that for the Deodorant category,
the minimum revenue of the £ assortments generated by the ranking-based model (i.e., the minimum
of Rrpum) is 3.058, the maximum is 3.126, the average is 3.085, and the standard deviation is 0.006.

Several key observations arise across these five product categories. First, the ranking-based model
produces assortments with significantly higher variability in revenue compared to the consideration
set model. For all categories, the minimum revenue of Rgrpy is lower than that of Rcgy, and
the maximum of Rgrpy is higher. This is further evidenced by the standard deviation of Rgrpum,
which is consistently much larger than that of Resy. This increased variability is expected, as
the ranking-based model subsumes the consideration set model, making it more flexible. However,
this flexibility can have mixed consequences. For instance, in the Spaghetti/Italian Sauce category,
the ranking-based model achieves a similar minimum revenue as the consideration set model but
attains a higher maximum, resulting in better overall performance. In contrast, for categories
such as Frozen Pizza, Margarine Butter, and Salty Snacks, this flexibility proves detrimental. In
these cases, the minimum revenue of Rgpwm is substantially lower than that of Rcgy, leading to a
noticeably lower average revenue. For example, in the Frozen Pizza category, the minimum revenue
of Rrpw is less than one-third of the minimum of Rcgym, causing its average revenue to be 25%
lower than that of Rcgym. Overall, in four out of the five categories, the consideration set model
outperforms the ranking-based model in average revenue, leading to more profitable assortments.
On average, across all five categories, the mean of Rcgy is 9.1% higher than that of Rrpu.

Finally, we note that except for the Deodorant category, the optimal assortments obtained by
the consideration set model or the ranking-based model exhibit a noticeable gap when compared
to the maximum revenue Rev”. It is important to clarify that this gap should not be interpreted
as the standard optimality gap in the mathematical optimization literature, as each assortment is
solved optimally with respect to its corresponding choice model. Rather, this gap highlights the
inherent challenges of data-driven assortment optimization in an end-to-end (i.e., data-to-decision)

setting. Since the number m of historical assortments is typically much smaller than 2", the total
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Category Assortments Min Max Avg. Std.
Deodorant (rev = s.157) SG., 3117 3.117 3.117 0.000
S 3.058 3.126 3.085 0.006
Frozen Pizza (rev —3.714) SW . 3555 3.555 3.555 0.000
S 1187 3.676 2.842 0.526
Margarine Butter (ev* - z2.007) SW. 2308 2.375 2.354 0.031
SO 1.689 2.669 2.102 0.099
Salty Snacks (rev* = 2.600) SW, 2109 2162 2.114 0.014

SO . 1.036 2.208 1.871 0.400

Spaghetti/ Italian Sauce ev: =200 Sl 2.139 2.242 2.152 0.035
SO 2131 2,691 2.272 0.170

Table EC.4  Descriptive statistics (minimum, maximum, average, standard deviation) of the revenues for

assortments {S((fs)M |i€ €]} and {S,(QM | i€ [¢]}, across five product categories in the IRI dataset, evaluated using

the estimated mixed MNL model.

number of possible assortments, the available data are often underspecified, which exacerbates
the under-determined nature of non-parametric choice models like the ranking-based model. For
instance, in the Salty Snacks category, a ranking-based model that maximizes the likelihood of the
data produces an assortment S&%M with revenue of 1.036 — only 40% of Rev".

In summary, the consideration set model, as an identifiable and therefore more constrained class
of choice models compared to the non-identifiable ranking-based model, exhibits lower variance in
revenue performance. When adopting an estimate-then-optimize approach — estimating a choice
model using maximum likelihood estimation and then solving the assortment optimization problem
— the average performance of assortments generated by the consideration set model is 9% higher
than those from the ranking-based model, as measured using the mixed MNL model ground truth.
These findings highlight that in data-to-decision strategies, increased model flexibility may come
at the cost of greater variation in decision quality, underscoring the trade-offs inherent in using
more flexible and potentially non-identifiable models. In fact, to mitigate the risks of an overly
flexible ranking-based model, one approach is to adopt a robust assortment optimization method

(Sturt 2021), though this comes with significant computational challenges.

EC.6.4. Robustness Check

As a robustness check, we also evaluate the performance of assortments Sg%M and SS%M (1€
[€]) using the decision forest model estimated in Section 5.3 as the ground truth choice model.
Specifically, we let PP¥(j | S) be the predicted probability of choosing product j from the assort-
ment S under the estimated decision forest model. Consequently, the revenue function is defined

as Rev”"(9) = > jesTi PPT(j | S). Table EC.5 presents the descriptive statistics for Rigy =
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Category Assortments Min Max Avg. Std.
Deodorant (rev = s.125) SU 2939 2.939 2.939 0.000
SO 2180 3.106 2.946 0.266
Frozen Pizza (rev: = 3.649) SO 2.902 2.902 2.902 0.000
SO 0.294 2,930 1.621 0.569
Margarine Butter (rev —2.173) SO 1.660 1.730 1.682 0.032
SO 0194 2139 1.751 0.468
Salty Snacks (rev* - 2.230) SU, 1.882 2.069 2.043 0.065

SO 0115 2.094 1.455 0.773

Spaghetti/ Italian Sauce (rev: —2.150) S, 1.324 1.970 1.886 0.218
S . 0.098 2.023 1.244 0.663

Table EC.5  Descriptive statistics (minimum, maximum, average, standard deviation) of the revenues for

assortments {S((fs)M |i€ €]} and {S,(QM | i€ [¢]}, across five product categories in the IRI dataset, evaluated using

the estimated decision forest model.

{RevPT (SUL) | € [€]} and Ripy = {RevP¥ (SUy) | i € [¢]}, which are the collections of rev-
enues for assortments obtained under the consideration set model and the ranking-based model,
respectively, for each product category. Similarly to the previous section, we further denote the
expected revenue of the optimal assortment S} under the ground-truth decision forest model as
Rev* =Rev”" (S5).

As expected, the results in Table EC.5, using the decision forest model as the ground truth,
align closely with those in Table EC.4, which use the mixed MNL model as the ground truth.
Consistent with our previous findings, the ranking-based model continues to generate assortments
with significantly greater revenue variability compared to the consideration set model. In fact,
across all categories, the minimum revenue of Ry ), is lower than that of R{.qy, while its maximum
is higher. Notably, the minimum of R%g,, is substantially lower than the minimum of Rgrpy from
Table EC.4. As a result, when averaged across all five categories, the mean of Riqy is 33.4% higher

than that of Ry, representing a significant increase from the 9.1% reported in Table EC 4.
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