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Abstract—Unmanned aerial vehicles (UAVs) are increasingly
playing an active role across various industry sectors. Sensing
is one of the key prospects, enabling Integrated Sensing and
Communication (ISAC)-aided UAVs to operate more effectively
in complex situations, particularly in time-critical applications
such as search and rescue. This paper proposes a unified
design framework for UAV-borne ISAC systems. We first de-
velop a comprehensive propagation model that accounts for
both communication links and radar echoes. Then, to address
the nonconvexity of jointly optimizing beamforming and power
allocation for maximizing target detection probability under
transmit power and per-user Signal-to-Interference-plus-Noise
Ratio (SINR) constraints, we proposed a semidefinite relaxation
(SDR)-based method to reformulate the problem into a con-
vex approximation. Slack variables and penalty factors were
introduced to achieve a flexible trade-off between sensing and
communication objectives. Numerical results demonstrate that
the proposed joint trajectory and beamforming optimization
method enabled UAV-borne ISAC platforms to reach a moderate
balance between user communication rates and Signal-to-Noise
Ratio (SNR) for sensing along the predetermined searching path.

Index Terms—ISAC, UAV, Search and Rescue, Beamforming,
Power Allocation, SDR, Target Detection, Optimization

I. INTRODUCTION

Integrated sensing and communication (ISAC) systems offer
both sensing and communication functions using the same
waveform and platforms to improve the spectral efficiency
and energy efficiency [1], [2]. The integration of ISAC on
unmanned aerial vehicles (UAVs) has emerged as a promising
solution for time-critical missions such as search and rescue,
disaster monitoring, and environmental surveillance [3]-[5]. In
search and rescue operations, where rapid target localization
and reliable team communication are paramount, UAV-borne
ISAC platforms offer significant advantages by sharing both
spectrum and hardware resources. This integration can simul-
taneously support high-rate data links to ground users (e.g.,
rescue teams) and high-resolution target detection, overcoming
the spectral inefficiency and hardware redundancy of separate
systems [6].

In a standard UAV-borne ISAC scenario, the aerial platform
navigates a predefined trajectory while transmitting a joint
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waveform for downlink communication and radar sensing [7],
[8]. ISAC systems can be designed based on existing com-
munication or sensing waveforms [9], [10]. On the other
hand, effective operation requires careful design of flight
paths, beamforming, and power allocation to balance the
trade-off between communication quality-of-service (QoS) and
sensing performance [11]-[15]. Here, QoS refers to quality
of service, typically measured by user-level metrics such as
signal-to-interference-plus-noise ratio (SINR), while sensing
performance may be evaluated in terms of signal-to-noise ratio
(SNR) or target detection probability. However, the resulting
joint optimization problem is often nonconvex due to the
coupled nature of SINR and detection probability constraints.

While existing studies have explored UAV-ISAC exten-
sively—addressing diverse aspects such as stringent QoS
requirements, adaptable ISAC design, multi-UAV systems,
and reconfigurable intelligent surfaces (RIS)-assisted imple-
mentations [16], as well as real-time trajectory optimization,
joint maneuver and beamforming, target tracking [17], target
localization, periodic sensing, and even integrated sensing,
communication, and computing—effectively addressing this
non-convexity to maximize target detection probability under
stringent communication QoS in dynamic search and rescue
environments, particularly through a practical and robust op-
timization framework, remains a key challenge.

To tackle this challenge and balance the competing demands
of sensing and communication, this paper proposes a unified
design framework for UAV-borne ISAC in search and rescue
missions. We first develop a comprehensive propagation model
that incorporates both one-way communication links and two-
way radar echoes. To maximize target detection probability—a
critical factor in swift rescue—under per-slot transmit power
and per-user SINR requirements, we reformulate the origi-
nal nonconvex problem using semidefinite relaxation (SDR),
transforming it into a tractable convex form. By introducing
slack variables and penalty factors, our method enables flexible
trade-offs between sensing performance and communication
objectives. Numerical results show that the proposed joint
trajectory and beamforming solution significantly improves
average user communication rates and sensing SNR compared
to baseline schemes, demonstrating its potential to enhance
search and rescue effectiveness.



II. SYSTEM MODEL

A. System Configuration

We consider a UAV-assisted ISAC system as shown in
Fig. 1, which comprises a rotary-wing UAV equipped with
a uniform linear array (ULA) of M antennas, K single-
antenna ground-based user equipments (UEs), and one ground
target. At the beginning of an operational cycle 7, the UAV
takes off from a predetermined initial position and follows a
predesigned trajectory. Throughout the cycle, the UAV com-
municates simultaneously with the UEs and performs target
sensing by transmitting probing signals and estimating the
target parameters from the corresponding echo returns. At the
end of the cycle T, the UAV returns to its initial location.

For convenience, we partition the total system cycle, 7T,
into equal-length time slots. Let N denote the total number of
time slots and 7 denote the duration of each time slot, where
T= % The time slots are indexed by n € {1,2,..., N}. We
assume that the UAV operates at a fixed altitude H and that
the UAV’s position remains unchanged within each time slot.
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Fig. 1: The system setting.

B. Channel Model

In wireless communication systems, signals encounter com-
plex channel environments during their propagation from the
transmitter to the receiver. Taking into account both path loss
and small-scale fading, we propose the following channel
model to describe the channel coefficient between the m-th
transmitter and the k-th receiver at time n,

() = = k() (1)
VE? + la(n) — el
Let hj,,.(n) denote the channel gain for the mth antenna

during the nth time slot for user k. Specifically, let pg represent
the channel gain when d = 1 and @ .,(n) denote the
communication channel gain induced by small-scale fading
during the n-th time slot, which can be modeled as a complex
Gaussian random variable.

For simplicity, assume that the actual propagation distance
of the sensing signal is twice the distance between the UAV

and the target. Let h,(n) denote the sensing channel gain for
the m-th antenna during the n-th time slot for the target as,
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where, 0 represents the amplitude factor, and ? (n) denotes
the channel gain resulting from small-scale fading during the
n-th time slot, which can be modeled as a complex Gaussian
random variable.

ho(n) = P (1) 2

C. Signal Model

Let the communication symbol vector at time slot n be
denoted as

Se(n) = [se1(n), ..., sex(n)]" € CEXL, 3)
and the sensing symbol vector as

ss(n) = [ss1(n), ..., ssn(n)]" € CMXL, (4)
These vectors are normalized such that:

E {sc(n)sl!(n)} = Ik, (5)

E {ss(n)sf!(n)} = Iy, (6)

The UAV employs a ULA with M antennas. Let the
communication and sensing precoding matrices at slot n be
respectivelyW(n) € CM*K and W,(n) € CM*M_  The
integrated transmit signal is:

x(n) = We(n)se(n) + Wg(n)ss(n). (7)
The transmit covariance matrix is defined as:

R(n) = E{x(n)x"(n)} = W.(n)W!(n) + Ws(n)W:'(?(zg)

III. PROBLEM FORMULATION AND TRANSFORMATION

A. Analysis of Data Transmission

Let y(n) € CE*1 denote the vector of signals received by
the K users in time slot n. We can write

y(n) = H(n)x(n) + v(n), )

where H(n) € CX*M is the communication channel matrix at
time slot n, whose (k,m)-th element is g, (n), and v(n) ~
CN(0,0%1k) is the additive noise vector with independent,
identically distributed complex Gaussian entries of zero mean
and variance o2.

Let h. x(n) € CM*! denote the channel vector from the
UAV to user k at slot n, such that [he ;(n)], = hzym(n).

Then the k-th component of y(n) is

yr(n) = hc,k(n)Hx(n) + vg(n). (10)

Assuming the communication symbol s¢ x(n) is intended
for user k£ and transmitted using the k-th column of the



precoding matrix Wc(n), denoted by w, ,(n), the desired
received signal power for user k is

P.x(n) = |hc’k(n)HWC)k(n)’2. an

Because communication and sensing share the same spec-
trum, user k experiences interference from signals intended
for other users (multiuser interference) and from the sensing
waveform. The average multiuser interference power is

g (12)

K
Ic,k(n) = Z’hc7k(n)ch,j(n)

i=1

ik

and the average radar-induced interference power is
2

L y(n) = E{|hc7k(n)HWS(n)ss(n)| }

= he1,(n) "W (n)E{ss(n)s{! () W (n) "he i (n)

= he 1 (n)"W,(n)W,(n)'he i (n). (13)
Hence, the SINR for user k at slot n is
P,
SINRj (n) = ck(n) (14)

Ic,k(n) + Iryk(n) + 02’
B. Analysis of Radar Sensing

Let P.(n) denote the radar receive power at time slot n.
According to the radar signal model,

P.(n) = hs(n)HRS(n)hS(n), (15)

where hy(n) € CM*1 is the sensing channel vector at slot
n, with [hg(n)],, = h3,(n), and Rs(n) is the covariance
matrix associated with the sensing signal component of the
transmission. Based on the previous definition of R(n), the
sensing-related covariance is

R, (n) = Wy (n)W(n)". (16)
Thus, the received radar power can be written as:
Pr.(n) = hy(n)"W(n)W(n)"hy(n). (17
Define the target detection probability at slot n by
Pa(n) = Q(V2y,(m). V=2l P), ()

where (-, -) is the generalized Marcum Q-function (often Q4
for first-order), Pk, is the prescribed false alarm probability,
and ~,(n) is the received SNR for the radar return, which
might be related to P.(n) normalized by noise power at the
radar receiver, e.g., v,(n) = P.(n)/c? where o2 is the radar
receiver noise variance.

C. Optimization Problem

The UAV’s total transmit power for communications and
sensing is subject to a maximum power constraint Py .. To
prioritize target sensing, we formulate a joint optimization
over the UAV’s sensing trajectory and the communication
and sensing precoders. The goal is to maximize the target
detection probability while guaranteeing the communication
QoS for all users. Denote by q the UAV trajectory, and by

{W_(n), W, (n)}N_, the sets of communication and sensing
precoding matrices across N time slots. The optimization
problem is stated as

Pd(n)

max
Wc(n), Wi (n)

st. Cl: Tr(Wc(n)Wc(n)H +Ws(n)Ws(n)H>
S Pmaxv vn G MS?

C2: hy(n)? W (n)W,(n)" hy(n)
> Smim Vn e Ns>

C3: min SINRgy(n)
1<k<K

> Yth, V.

(19)
where P;(-) denotes the target detection probability, which is
a function of the sensing trajectory and the sensing precoders.
Furthermore, h,(n) represents the sensing channel vector at
slot n, determined by the UAV’s position on its trajectory.
The term SINRg(n) signifies the SINR experienced by user
k during slot n. Finally, Ny C {1,...,N} is the set of
indices for the time slots during which sensing operations are
performed.

Constraint C1 ensures that the total transmit power of the
UAV in each sensing time slot n € N does not exceed the
maximum allowable power Py,,x, which reflects the energy
budget and hardware limitations. Constraint C2 guarantees that
the sensing power projected onto the direction of the target
is no less than Sy, thus ensuring reliable target detection.
Constraint C3 enforces that the SINR of each user is not lower
than a predefined threshold ~, for all n, thereby maintaining
the required communication quality.

D. Benchmark for Precoding

To contextualize the performance of the joint optimiza-
tion algorithm proposed subsequently, we first establish a
benchmark precoding scheme. This scheme is selected for
its simplicity and low computational complexity, serving as
a practical baseline for comparison. It relies on a fixed
power allocation and a non-adaptive beamforming strategy,
where the total transmit power Py, is split equally between
communication and sensing tasks (P. = P; = Ppax/2).

a) Communication Precoding W .: For the communica-
tion link, we adopt the well-known Maximum Ratio Trans-
mission (MRT) strategy. This approach creates constructive
interference at the intended receiver by aligning the transmitted
signal’s phase with the user’s conjugate channel vector. While
this maximizes the desired signal power for each user, it does
not actively mitigate the resulting inter-user interference. The
precoding vector for user k at time slot n, wc x(n), is thus

defined as
Wer(n) =4\ = 75—~ (20)
W=V Thcrml



The complete communication precoding matrix Wc(n) €
CMxK is then formed by concatenating all precoding vectors
column-wise,

Wc(n) = [wei(n), wea(n), ..., wex(n)]. (21)

b) Sensing Precoding Wy: For the sensing link, a similar
matched-filter approach is utilized. Given the single-target
scenario, this simplifies to employing a single beam steered
precisely towards the target’s channel direction. This method
ensures that the allocated sensing power is concentrated along
the target’s propagation path to maximize the potential strength
of the radar echo. The resulting sensing precoding vector at
time slot n is

he'(n)

Wl =V G

The performance metrics derived from this benchmark will

serve as the reference against which our proposed optimization

algorithm is evaluated. It is crucial to recognize that this

benchmark scheme is inherently suboptimal, as it allocates re-

sources independently and does not actively manage the cross-

interference between communication and sensing signals. To

overcome these limitations and unlock the full potential of the

ISAC system, we now turn to the problem of jointly optimizing
the beamformers for a superior performance trade-off.

(22)

E. Joint Optimization of Communication and Sensing

The original problem of jointly optimizing communication
and sensing performance—specifically, maximizing the target
detection probability while guaranteeing minimum communi-
cation rates—constitutes a non-convex optimization problem.
The sources of nonconvexity primarily stems from the bilinear
terms in the signal power expressions and the fractional
form of the SINR constraints when directly optimizing the
precoding matrices.

To address this issue, we reformulate the problem using
SDR. Specifically, we lift the beamforming vectors we ;(n)
and W(n) into higher-dimensional Hermitian PSD transmit
covariance matrices and remove the non-convex rank-one
constraints. This transforms the original problem into a convex
SDP, which retains the structure of the power and interference
constraints while enabling tractable optimization via standard
convex solvers.

Since the target detection probability Py(n) increases mono-
tonically with the received radar signal power P,.(n), or equiv-
alently, the sensing SNR x, maximizing Py(n) is equivalent
to maximizing x. Therefore, for the single-target case, we
adopt the strategy of maximizing y under communication QoS
constraints.

The optimization variables include the communication co-
variance matrices Rc, k(n) € CM*M for each user k and the
sensing covariance matrix Rs(n) € CM>*M_ The objective
is to maximize the sensing SNR y, while non-negative slack
variables d;, are introduced to relax the SINR constraints and
enable trade-offs between communication and sensing perfor-
mance. These slack variables are penalized in the objective via
a weighting factor \.

As a result, the problem for each time slot n is reformulated
as a convex SDP that jointly optimizes Rc, k(n) and Rs(n) to
balance sensing SNR maximization and communication QoS
guarantees. The joint communication and sensing optimization
problem is reorganized as an SDP, subject to several practical
constraints:

K

max - A ) (23a)

Rk (n),Rs(n), X ; k

X, {0k} -

s.t. hg(n)"Rg(n)hg(n) > ¥, (23b)

he . (n)"Re k(n)he g (n) + 6 >
%0 (3 Dok () R ()b () +
7k
he j,(n)"Ra(n)he s (n) + 02), Vk
(23¢)

Tr (Rc,k(n)) + Tr (Rs(n)) < Puax,

e

(23d)
K
> Tr (Rek(n)) > Prin, (23e)
k=1
Rcr(n) =0, Rs(n) >0, VEk, (23f)
X > Smins 0k >0, V. (23g)

o Sensing SNR Constraint (Eq. (23b) & Eq. (23g)): The
radar sensing SNR must exceed Sy, to guarantee reli-
able target detection performance. This is jointly captured
by the auxiliary sensing performance variable x and its
lower bound Syyip.

o Communication SINR Constraint (Eq. (23c)): Each
communication user must receive a signal with SINR no
less than 7, to meet QoS requirements. This includes
multi-user interference, sensing interference, and noise.

e Minimum Communication Power Constraint
(Eq. (23e)): The sum power allocated to all
communication users must be greater than P, to
ensure a baseline level of service.

o Total Transmit Power Constraint (Eq. (23d)): The
UAV’s total transmit power must not exceed Py, re-
flecting hardware limitations and energy efficiency con-
siderations.

o Semidefinite and Non-negativity Constraints (Eq. (23f)
& Eq. (23g)): All transmit covariance matrices must be
Hermitian positive semidefinite, and auxiliary variables
like d; and x must be non-negative.

In the formulation, o2 and o2 denote the noise variances at
the communication users and radar receiver, respectively. The
matrix constraint A > 0 indicates that A is Hermitian positive
semidefinite. The optimal solutions are given in terms of the
transmit covariance matrices R; ; (n) for communication and
R} (n) for sensing. Since the obtained R, (n) may not be
rank-1, which is required for practical bezimforming imple-



mentation, a post-processing step is applied. Specifically, a
rank-1 approximation is performed by extracting the principal

eigenvector corresponding to the largest
the final beamforming vectors W 1(n).

eigenvalue, yielding

IV. NUMERICAL RESULTS

A. System Parameters

The key system simulation parameters used in our evalua-

tions are summarized in Table 1.

TABLE I: The key parameters of system simulation.

- - Before Optimization
- After Optimization

User 1 Rate (bps/Hz)

Time Slot (n)
(a) User 1

i >
R

User 2 Rate (bps/Hz)
o b

wn

Parameter (Unit) Symbol Value
UAV flight altitude (m) H 50
Circular trajectory radius (m) - 300
Number of UAV antennas M 4

Number of communication users K 3
Reference channel gain 0 1x 1072
Communication noise variance (W) o2 1 x 10—10
Sensing noise variance (W) a% 1 x 10—10
Total transmit power (W) Phax 20
Communication SINR threshold Yth 1

Penalty factor for slack variables A 1x 108
Minimum user power (W) Prin_user 1

B. Simulation Results

Fig. 2 shows the average sensing SNR over 100 time
slots. While there are fluctuations where the baseline performs
comparably, the proposed joint precoding method generally
yields a higher sensing SNR, particularly in achieving higher
peak values. As stated in the original study, on average, a
2 dB improvement is observed, which confirms the overall
effectiveness of our optimization in enhancing the system’s
sensing capabilities.

[F-~Before Optimization|
-==After Optimization

Average Sensing SNR (dB)

5 I I I I I I I I I ]
0 10 20 30 40 50 60 70 80 90 100

Time Slot (n)

Fig. 2: Average sensing SNR over time: proposed joint opti-
mization vs. baseline scheme.

Fig. 3 provides a detailed view of the instantaneous com-
munication rates, illustrating a clear correlation between the
UAV’s position on its circular trajectory and each user’s
performance. The proposed method (solid red line) enables
significantly higher peak data rates compared to the baseline
(dashed black line).

o For User 1 (Fig. 3a): The data rate reaches its maximum

during the first quarter length of the total trajectory for

05"
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(b) User 2
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S

User 3 Rate (bps/Hz)

n

0 10 20 30 40 50 60 70 80 90 100
Time Slot (n)

(c) User 3

Fig. 3: Instantaneous communication rates over time along
the trajectory, the performance of communication is compared
between the joint optimization and direct calculation.

simulation, specifically within the 10 to 25 time-slot
window. A sharp peak of nearly 5 bps/Hz is visible
around time slot 18. This strongly suggests that the UAV
is flying closest to User 1 during this period, resulting in
the most favorable channel conditions.

o For User 2 (Fig. 3b): The period of highest performance
for User 2 occurs much later. The data rate reach the peak
in the 55 to 70 time-slot window, obtaining the data rate
over 4 bps/Hz around time slot 55. This reflected the fact
that the UAV is close to User 2 during the second half
of its trajectory.



o For User 3 (Fig. 3c): User 3 experiences the best channel
conditions towards the end of the travel time. Its data rate
is significantly high in the 75 to 90 time-slot window, with
a peak over 4 bps/Hz occurring around the time slot 80.

At the time slot 10, communication rates are low for the
3 communication users. At this specific moment or the time
around it, the rates are low as the UAV is away from the 3
users physically, and close to the target for sensing, hence the
probability of detection is high at this moment as depicted in
Fig. 2. Another possible reason for it is that the interference
from the target reflection is strong at this moment.

It is noted at the time slot 60, the data rate for user 2
is low even though physically the UAV is approximately
above User 2 at that time, the reason is that the UAV is
close to User 2, but at the same time it is also between
user 1 and user 3, therefore interuser interference is high and
dominated the communication performance. This is the case
for User 1 and User 3, their communication performance is
poor at the same time. It demonstrated the dynamic shift of
propagation channel condition exerted a stringent requirement
on optimization process.

V. CONCLUSION

This paper proposed a unified UAV-borne ISAC framework
for search and rescue missions, integrating joint trajectory
design, communication beamforming, and sensing covariance
optimization. By leveraging SDR-based reformulation and
slack variable penalization, the proposed method effectively
transformed the inherent nonconvexity of the joint optimiza-
tion problem into SDP.

Simulation results demonstrated that the proposed scheme
leads to a notable enhancement in both sensing and com-
munication performance. In particular, it achieves an average
sensing SNR improvement of approximately 2-3 dB (roughly
30%), while also enabling significantly higher peak user
data rates. These results highlighted the framework’s ability
to dynamically balance critical sensing and communication
demands through intelligent resource allocation and mobility
control over UAVs.

Future work may explore several promising directions. One
natural extension is the incorporation of multi-target sens-
ing and clutter modeling to enhance robustness in complex
environments. Real-time trajectory reconfiguration, possibly
assisted by reinforcement learning or predictive control, could
enable adaptive responses to fast-changing mission require-
ments. Moreover, integrating RIS into the framework may
further augment both sensing coverage and communication
capacity through passive environment shaping. Finally, ex-
tending the framework to account for practical system impair-
ments—such as channel estimation errors, hardware limita-
tions, and energy constraints—will be essential for real-world
deployment for efficient search and rescue.
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