RIVERS OF

*) CONVERSATIONS

RELATING SYSTEMS THINKING & DESIGN
RSD13 | OCTOBER 2024

Some Desigh Considerations for Concept-Forming and Concept-
Sharing in Discursive Agents

Thomas Manning

In the last decade, there has been a growing interest in advancements made in
artificial intelligence via modern natural language processing techniques
utilising artificial neural networks in the form of large language models. This has
led to the emergence of conversational technologies like ChatGPT, which mimic
aspects of the conversational processes that occur between humans. However,
it is contended that the model of conversation proposed above is inadequate as
a model of human-like conversation. Already, far simpler models are found in
the context of autonomous agents and multiagent systems theory (AAMAS),
whilst more primitive are better representations of the types of primordial
interactions found before the development of conversation proper. But whilst
these developments are on the right track regarding replicating the emergence
of actual conversational systems, there already exists a preexisting
methodology so far not utilised in the context of AAMAS that could be used
which better replicate the kind of conversations we humans have with each
other. Thus, conversation theory (CT)—which is a cybernetic theory of concept-
forming and concept-sharing via conversation—is suggested in this paper as a
systems-oriented and cybernetic design methodology that could be used to
design and model conversational interactions in AAMAS. Unlike contemporary
approaches to the design of conversational and conceptual systems,
conversation theory is specifically concerned with the following: How the
formation of coherent structures of self-reproducing topics—i.e., the concept—
via conversation permits the convergence of shared understandings through

positing and testing for analogy relations holding between one participant’s



concept with another’s concept. One key benefit of utilising this approach for
conversational design in the context of researchers working in AAMAS is that its
insights are built upon (currently underutilised) literature from educational
psychology and early childhood studies. Because of this, it is held in this text
that conversation theory has untapped potential as a methodology for
designing and analysing conversational interactions that involve mutual

conceptualisation between discursive agents.
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Introduction

The contents of this paper propose a cybernetic and systems-oriented design
framework for concept-forming and concept-sharing agents for those working in
the context of autonomous agents and multiagent systems theory (AAMAS) in the
form of conversation theory (CT). This framework acts as an approach that can be
used for the contemporary design and modelling of conversational systems, one
which incorporates a model of co-evolution and joint-knowledge construction
within a given interaction when performing some shared task, goal, or activity.
Through this process, we can design to modulate the complexity of future
interactions and the contents of a conversation, creating autonomous systems

that reach an agreement regarding the design of some artefact.

The design considerations discussed here are derived from conversation theory, a
cybernetic theory of discursive practice that was mainly applied to the
sociotechnical development of human-computer educational technologies in the
1960s and 1970s. The theory was also incorporated into Nicholas Negroponte's
book Soft Architecture Machines as a potential systemic design paradigm for
generating a machine which could become a co-participant in an architectural
design process (Negroponte & Pask, 1976). An implication of such a vision is that

we could potentially use CT to create interactions which correspond to the good
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designer ideal of Sevaldson (2013), whereby such systems use different ways of
thinking when conversing to reach a “resolution” for some problem during a
creative process, whilst also keeping the general problem open to be revised (p.
1769).

Conversation theory has influenced conversational approaches to thinking about
the essence of a design process (Glanville, 2008; Dubberly & Pangaro, 2009;
Sweeting, 2019). Such views see conversation as permitting a systemic design
paradigm, which could modulate learning, mutual understanding, and conceptual
evolution between different participants, who shift between observing, acting,
and modelling the complexity of the world around them during a design process.
While CT has already been applied to the domains of search engine, curriculum,
and educational technology design (See. Tilak et al., 2023a, 2023b), the paper will
focus on how it can be deployed as a cybernetic design methodology for
researchers in AAMAS seeking to develop conversational technologies. This is
done in the belief that developing innovative conversational techniques in AAMAS
will have later repercussions for the field of sociotechnical design when the
required conversational technologies have matured to the point where we might
be able to develop sociotechnical and collaborative co-designing technologies that
were originally envisioned in Negroponte’s Architecture Machine Group
(Negroponte & Pask, 1976).

In any case, an opportunity arises here for such a cybernetic and systems-
oriented design approach, as there has been a growing interest in the study and
application of conceptual, social, or discursive practices in the context of machine
learning (Lake et al., 2015; Lazaridou et al., 2016; Mao et al., 2019; Lazaridou &
Baroni, 2020; Ding et al., 2023; Du, Li, Torralba, Tenenbaum, & Mordatch, 2023;
Duenez-Guzman et al., 2023; Tenenbaum et al., 2023; Hsu et al., 2024). This belief
of CT's potential utility as a design methodology is based on two observations

regarding recent trajectories of research in the context of machine learning.

The first trajectory relates to research on the emergence of natural language in the
context of multiagent systems (Lazaridou et al., 2016; Lazaridou & Baroni, 2020;
Du et al., 2023). For example, the referential game proposed by Lazaridou

provides a model of natural language emergence: It involves two networks
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containing a sender network and a receiver network. The sender network selects
an image from a shared sample of images and emits a symbol corresponding to
that image. The receiver network then maps the symbol onto one of two
randomised images derived from a shared sample during a given interaction. If it
selects the correct one, both networks are rewarded (Lazaridou et al., 2016;
Lazaridou & Baroni, 2020). This process has been suggested by Lazaridou and
associates to be one pathway through which we may model the emergence of
natural language. Another approach that has been taken more recently regarding
studying behaviours related to the emergence of natural language involves the
use of large language models in the context of multiagent debates to yield a

consensus among participants (Du et al., 2023).

The second trajectory has involved emulating conceptualisation processes more
generally in the context of machine learning. In this context, the term concept has
loosely come to be understood by some as the meaning of a word or sentence
(Bergen & Feldman, 2008; Ding et al., 2023). We could likewise conceive a concept
in general as the meaning we give a denoted thing. The meaning of such-and-such
is taken to be simulated or imagined by humans, who respond based on what
they assume the correct course of action is (Bergen & Feldman, 2008). Despite the
simplicity of this definition, there is an ongoing debate about whether deep
learning models are appropriate to mimic human-like intelligence when we can
learn a concept in only a small number of iterations rather than through a vast
data set (Lake et al., 2015).

Now, contemporary neural symbolic approaches to interpreting the semantic
contents of questions, visual concepts, and words have displayed some notable
similarities to the way we humans reason. Mao et al. (2019) for example, have
suggested such conceptual learning via neural symbolic approaches produces
incremental learning in a way that is similar to humans. Recently, meanwhile, Ding
et al. (2023) have designed robot agents that utilise visual concepts to create
semantic maps and execute actions based on such considerations. They argue to
have modelled their robotic agent's behaviour on what they purport to be
behaviours found in infant learning and development. This is amicable to the

iterative learning proposed by Mao et al. (2019), as well as aspects of established
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literature in educational psychology and early childhood studies, which provides
weight to their assertion (Vygotsky, 1934/1962; Bruner, 1983). However, there are
questions about the extent it is appropriate to use neuro-symbolic approaches to
mimic human learning when many of the capacities found in pre-verbal infants
seem innate rather than learned in short iterations (See. Spelke, 2023). However,
the general sentiment on modelling such systems more closely on human

development is a welcome one.

Ding et al. (2023) suggest that modelling robotic agents on such considerations
would reduce labour-intensive training on large data sets. This sentiment is
growing in AAMAS and related fields, as well as the need to take design
considerations derived from human development models in the context of
machine learning seriously (Tenenbaum et al., 2023). If such data-intensive
processing were to occur, we would need to design agents to engage in the kind
of cognitive offloading we humans place onto our environments that we do in our
everyday discursive practices, e.g., signs, writing systems, numeracy systems, etc.
(Vygotsky, 1934/1962, 1978). This would provide a better guide to the kind of
social generation of human-like intelligence that has been discussed recently

(Duenez-Guzman et al., 2023).

While it is believed here that these developments in machine learning are
important, these two trajectories of research—dealing with the emergence of
natural language, and emulating processes related to conceptualization —
currently show little overlap with each other. There are, however, growing
undercurrents of interest as exemplified by a recent Santa Fe Institute workshop
(Spelke, 2023; Tenenbaum et al., 2023).

To this end, the aim here is to provide cybernetic and systems-oriented design
considerations for the kind of concept-sharing and concept-forming we humans
engage in when we converse with each other for those working in the field of
autonomous agents and multiagent systems. Any system satisfying the condition
of being able to concept-share and concept-form during conversation shall be
called a discursive agent for this paper. This is done to distinguish it from other
conversational agents—such as chatbots—with lack this capacity. It is claimed that

without the ability to converse in the sense of understanding and clarifying what
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we mean by a given topic of discourse, any development in discursive approaches
to developing autonomous agents and multiagent systems will be limited
regarding emulating human-like intellect. Conversation theory will now be
introduced as a—potential—theoretical tool for researchers and designers who

wish to emulate the joint-conceptualization processes found in human activity.
Methodology

Conversation theory (CT) is utilised here to articulate cybernetic and systems-
orientated design considerations for discursive agents. The reason CT has been
chosen for this task is that it is primarily a theory of how discursive agents engage
in concept-forming and concept-sharing through means of conversation to
achieve some goal (Manning, 2023a, 2023b). Pask (1976; Scott, 2021) credits
Vygotsky, Piaget, and others for influencing his approach to designing educational
technologies. Specifically, the paired experiments of the Soviet School of
Psychology, where participants would construct explanations or responses based
on “how” and “why” considerations (Pask, 1976, pp. 19-20). Such experiments
were used to examine concept-forming and concept-sharing in conversational

participants.

The theory has seen a resurgence of interest, but | believe it is of considerable use
in offering design specifications for researchers working with autonomous agents
and multiagent systems (AAMAS). However, certain terminology, such as the word
“concept”, have slightly different connotations to those being used in
contemporary machine learning, so readers are warned not to view the
vocabulary used as necessarily synonymous to those of other researchers (See.
(Lake et al., 2015; Mao et al., 2019).

Now, conversation theory is a cybernetic theory of conversation that focuses on
how given a potential topic of discussion, asynchronous conversational agents
can synchronise their understandings of that topic to form a common
understanding as to its significance. More specifically, it is a theory concerned
with the roles conversational participants take to better understand one another’s
perspectives and test them to see if there is an agreement as to what each other
understands of a given topic (Pask, 1975a, 1975b, 1976; Scott, 2021). Given the
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emphasis on asynchronous participants interacting in such a way to synchronise
with each other, the theory may be effectively utilised by those in AAMAS who
have already started dealing with these concerns in the past decade (Lazaridou et
al., 2016; Lazaridou & Baroni, 2020; Du et al., 2023).

One notable benefit this theory has to those working in this area is that it provides
a formalised account of conceptualisation, which necessitates discursive agents to
give commands, questions, and explanations to each other to perform some
activity or to explain what has been done to satisfy this activity. In conversing,
each participant is forced to continuously reconceptualise what they purport each
other’s understandings of a given topic to be. As this process unfolds, and more
clarifications are given regarding the nature of a goal or subgoal that is to be
achieved, agreements are formed as to the significance of an idea or action within
a given interaction. This represents a synchronisation of previous asynchronous
autonomous interacting agents, as well as such participants within the
conversation co-designing a shared understanding with each other when engaged
in some goal or task. While there has been work regarding such processes using
language models in multiagent debates, issues related to computational expense
and amnesia have been noted as potential limitations to these ends (Du et al.,
2023). The paper will now extract design considerations from CT for those

working in the AAMAS community.
Analysis

This section has compiled core systems-oriented design considerations from CT for
those working in the AAMAS community. These considerations are not exhaustive, and
the literature detailing conversation theory and its sister theories is vast and profound.
However, as a concise introduction for those working in AAMAS, this account should

suffice.
Conversation

At its heart, conversation theory is about how discursive agents Z design and calibrate
their understandings and activities through conversation and learning. This calibration

involves attempting to purport an agreement as to the significance of a given topic and
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to iteratively test to see if the agreement still holds (Pask, 1975b; Manning, 2023a). The
conversational language L is the language through which conversation in conversation
theory is said to occur (Pask, 1975b, 1976). It is a language that prioritises the semantic
aspects of language above its syntax and permits discursive agents to issue commands
and questions to each other. The conversational language L is demarcated into
discourse involving how one might achieve some goal Lo and discourse involving why it
works or is coherent with some initial aim or framework of assessment L. Thus, L =
(Lo,L1). It is important in conversation theory not only for a conversational participant to
utilise discourse regarding how to direct an activity or the steps it took to derive some
goal but also why what it did is consistent with pre-existing parameters of assessments

such that it means some activity or solution does not contradict previous parameters.

The conversational language L also demarcates discursive content stores m, and
descriptions or utterances D along these lines, such that m = (ro,m1) and D = (Do, D1) hold.
Finally, the conversational language presumes there is a modeling facility MF whereby
two participants may design and edit models of their joint workings through the means

of conversation.

Utterances D in conversation theory exist as three modalities of speech acts:
Commands, questions, and explanations (Pask, 1975b; Manning, 2023a). Rescher’s work
on the logic of commands is incorporated into this conception of discursive practice,
whereby the speaker obliges the addressee Z to do such-and-such under the condition

| of so-and-so (Rescher, 1966; Pask, 1975a). This takes the form:

<ZIX|Y>

In this sense, A command places a prescription upon some discursive agent Z! to
execute some action, given some precondition; a question places a prescription upon
some discursive agent to explain, given some precondition; an explanation is a
procedure that yields a topic, and finally, an execution is a process that builds some
model M;in some MF. These are specified formally as:

COMM i = (ZVEXECi | PRECON)
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EQUESTi = (ZVEXPLi | PRECON)
EXPL i = PROC(R)
EXECi = PROC(M))

A basic conversational form that permits the giving and asking of reasons and
prescribing actions is argued—under considerations from early childhood studies—to
correspond to these types under the condition of inducing the desired behaviours from
the recipient Z (Pask, 1975b; Bruner, 1983; Brandom, 1994; Manning, 2023a, 2023b).

Contemporary literature using question-answer models primarily treats a conceptual
agent as a recipient of a request with no intentionality of their own (Gordon et al., 2018;
Wijmans et al., 2019; Chen et al., 2023; Hong et al., 2023). The biggest limitation of this
approach regarding emulating human behaviour in artificial constructs is that no
clarifications are asked by the discursive agent as to what is meant: They simply choose
the most appropriate response. For a discursive agent to be said to teach or learn, it
may, at times, need to switch roles from learner to teacher and teacher to learner (Pask,
1972). It must not only be able to provide answers when interrogated but interrogate
the meaning of the interrogatee. This involves clarifying the interrogatee’s concept of
their concept to get clarification on what the interrogatee means, which was a feature
designed into the paired experiments of the Soviet School, where a respondent could
appeal for help and the experimenter provide a demonstration in turn until an

agreement was formed around a given topic (Pask, 1976, p. 20).
Concepts

Concepts conceived of in conversation theory are a special type of organisation that is
not necessarily synonymous with how it is conceived of in contemporary machine
learning. It consists of a finite set of topic relations R;that can be discussed in
conversation. Given an initial hypothesis where Ryis the head topic that forms that
hypothesis, the concept does two things: Firstly, it enacts procedures to satisfy that
hypothesis, and secondly, tests to see if the set of procedures coheres with a given set
of parameters of Ry (Pask, 1975b). Thus, it can be said to involve the reactivation of

some subset of configurations (neural or mechanical) to derive itself (Bergen &
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Feldman, 2008, p. 321). These steps loosely correspond to Lo, L1 forms of discourse,
where we are concerned with how to do something and why it works. In this sense, a

concept can be conceptualised as a problem solver (Pask, 1975b, p. 244).

In attempting to satisfy a given topic, a concept can be conceived as follows:

CON(RH) = R/-/

Such that a concept of a topic relation forming the hypothesis is substitutable with the
satisfaction of said hypothesis, the concept itself is defined by definition—i.e., #—asa
process that is considered to consist of the ordered pair of a program and its
interpretation. The latter exists in the form of the executable compilation of that

program in some processor:

CON 2 PROC = (PROG,INTER)

Where the program or code of some input x is specified as m(x), and the interpretation
of some input is specified as A(x). The input of the interpretation is treated here as a
program (or perhaps a series of programs) that may be executed in some processor

once compiled (Pask, 1981, p. 273). This entails the following identities:

INTER 2 A(x)

PROG £ 11(x)

Since a concept is defined as a process that is reducible to a topic relation, it entails the

organisational closure of a given topic relation:

EX(PROC(RH)) = EXIM(TT(RH)) = Ru
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This is what some have described as the looping-throughness of a concept, whereby the

concept continuously reconstitutes itself as a concept (Pangaro, 2003, pp. 13-19).

One important caveat to this, is that this process of deriving a hypothesis in the form of
a topic relation must be a coherent process. The sense of coherence used is derived
from the philosophy of Nicholas Rescher (1973) and refers to the mutual reciprocity of
topics towards each other. This necessitates in conversation theory that any topic
relation Rymust necessarily be inferred and be inferred by other topic relations R;within
a given concept. Thus, Ri+ R;and R; - Riwithin a given concept (Pask, 1975b; Manning,
2023a).
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Figure 1: A depiction of a coherent structure of mutually reciprocal topics. Modified by Thomas Manning

from a diagram sourced from Nick Green (2006), licensed under the

For example, let there exist topic relations that exist within some finite index i such that
(Riy = (T, P, Q) holds. Now suppose P, Q € I such that the two topics belong € to a set of
premises I'. Suppose that I can derive—as represented by the symbol —the topic T.

We could write the following derivation:

r=T7

This forms a derivation in the context of CT whose premises are defeasible and open to
be revised through subsequent interactions of conceptual reproduction. Such a
derivation by itself, however, is not enough to satisfy the criteria of being a concept in
conversation theory: It lacks a formal coherent structure, as depicted in Figure 1. For
this derivation to be considered a concept, then the following coherence conditionals—

as articulated by Rescher (1973)—must hold.
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MF Tl = (P,Q)
kP | M2=(T,Q)

MEQ | MB=(PT)

In a way, then, a concept may be considered a coherent cluster of derivations whereby
the topic relations that form these inferences are mutually reciprocal with each other in
the form of mutually satisfying derivations (as exemplified in Figure 1). This permits the
kind of organisational closure understood in conversation theory's conception of a
concept, by which topics loop through each other in the process of the productions and
reproductions of those said concepts (Pangaro, 2003). In doing so, each topic may be

informed by the others that aid in contextualising it.

An example of this might be the following:

(infinite_monkeys, typewriters) + the_works_of shakespeare

Which may be read approximately as: “The works of Shakespeare could be recreated
through infinite monkeys on typewriters”. But this would infer that “Typewriters are used
by infinite monkeys to recreate the works of Shakespeare” and “Infinite monkeys on
typewriters recreate the works of Shakespeare”. While the above example is descriptive,
this is not to say we could not have prescriptive examples of this as well. We could also
have sense distinctions, represented through different concepts of a topic: For example,
“cool” in the sense of aesthetics and in the sense of temperature. If this were the case,
then the concepts would only intersect at the point of the topic of “cool” but would

otherwise be semantically incompatible with each other.

In CT, the meaning of a topic is determined by the contexts in which they are used, and
it is the job of discursive agents to test to see how such topics are being used through
testing to see if they form a coherent bundle of derivations. This may eventually
disclose more topics that blend the discursive agents' concept of another’s concept,

which comes about in CT through the forming of agreements (Pask, 1976).
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Agreements

The notion of analogy is fundamental in conversation theory for establishing common
understandings between discursive agents (Pask, 1976). Not only must my concept of
my concept be analogous to your concept of your concept, but my concept of my
concept must be analogous to your concept of my concept and vice versa (Laing et al.,
1964; Manning, 2023a). Discursive agents might purport agreements and, likewise,
disagreements to hold when there are none regarding some topic of discussion. They
converse to clarify what they mean through means of conversational language, which
permits the asking of counter-questioning for clarification and teaching back what each
other understands of each other’s concepts (Pask, 1975b; Brandom, 1994, 2000). Let Z =

(A, By in this instance, be used to distinguish two discursive agents. Assuming:

CON4(T) © CONs(T)

Then, for all topics in A and B's concepts of the topic relation 7, an analogy relation
must hold across A and B's topics that constitute the topic relation T. This requires
discursive agents to have the capacity to engage in interpersonal perception, through
which participants may keep score of each other’s beliefs and the beliefs others think
we hold, and challenge them when applicable (Laing et al., 1964; Brandom, 1994, 2000).
In conversation theory, we can have A(T), for example, which stands for A’s view of a
topic. We can also have A(B(T)), which stands for A's view on B's view of a topic. Finally,
we can have A(B(A(T))), which stands for A’s view on B's view on A’s view of a topic. All
three are necessary to map discursive agents' actual and purported mental models, to
have some criteria to clarify their understanding in relation to others and update

accordingly.

Discursive agents must not only keep track of how they constitute their own concept of
a topic but also how they view this topic and how others view them to conceive this
topic (Laing et al., 1964). In keeping score of each other's conceptions, A may request B
to clarify what they mean through issuing commands or questions within the confines
of a conversational language L. Once B has given an explanation, A attempts to clarify

their understanding by repeating what they believe B has said as a form of teachback
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(Pask, 1975b). The discursive agent B then tests to see if what has been taught back
coheres with their understanding. If it does not, B may modify their explanation until
they purport A's explanation of their concept to be analogous to their concept of their
concept (and A agrees with this; Pask, 1975b, 1976).

In doing this, two discursive agents who have asynchronous understandings as to what
each other means by a given topic can test the coherence of each other's conceptions
by examining context appropriateness and reconstitute their conceptions until they
form a generalised analogy between each other. While concepts normally take the form
of a general analogy rather than a strict isomorphism, when A's concept of a topic
approaches convergence with B's concept of a topic, it is argued in conversation theory
that this is where common understandings as to the significance of a given topic T begin

to emerge and hold across all conceptions.
Discussion

The paper has attempted to articulate the view that the cybernetic and systems-
oriented design framework of conversation theory can be used by researchers working
in the context of AAMAS to design conversational multiagent systems, which could more
closely mimic what we humans do when we converse than other alternative approaches
currently being utilised in AAMAS and related fields. CT provides a potential social
avenue for the development of human-like intelligence, which focuses on the
interaction, design, and co-evolution of joint knowledge by discursive agents in relation
to one another rather than on the analysis of datasets (Duenez-Guzman et al., 2023).
While there has been contemporary research dealing with the emergence of natural
language through multiagent synchronisation (See. Du et al., 2023), the current model
specifically focuses on the dynamic modelling of different perspectives through a series
of conversational moves rather than relying on large data sets. It also implies the
intentionality of agents by virtue of asking for clarification and not as merely responding
to a question posed at it (Gordon et al., 2018; Wijmans et al., 2019; Chen et al., 2023;
Hong et al., 2023).

While it is possible to emulate some aspects of conversation theory based on the
literature discussed here, there is a requirement that discursive agents become co-

participants in knowledge construction—a /a Negroponte's Architectural Machine—
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rather than merely respondents to input, which would mean significant reconfiguration
of contemporary models to account for this (See. Negroponte & Pask, 1976). If, for
example, chatbot models were designed under such considerations, then a greater
focus would be had on clarifying why you have asked or commanded it to do something
and specifying how you want it to do it such that it would become a co-participant in
knowledge production rather than a mere responder to some input. The potential to
create systems which co-design with themselves and us through conversation becomes

a foreseeable possibility in future if such an approach is adopted.

Because CT focuses on the coherence of conceptual contents, it also becomes easier for
discursive agents to backtrack on any judgments they make if contradictory, such that
they are required not only to iteratively solve a problem but also to design an
explanation as to how they got to it. This requires them to make explicit their
commitments through the means of teach-back, where they attempt to cohere what
they have done in solving some problem with what they already know and keep score
on each other based on such considerations (Pask, 1975b; Brandom, 1994). This is not
something—as far as contemporary literature suggests—yet utilised in other models of
conceptual activity (Lake et al., 2015; Mao et al., 2019; Ding et al., 2023), and could
potentially provide for such researchers a bountiful line of inquiry for both emulating
conceptual activity found in humans and modelling the emergence of natural language
in AAMAS research.

Conclusion

This paper has been an attempt to introduce considerations when designing
conceptual or discursive agents for AAMAS researchers using conversation theory
as a cybernetic and systems-oriented design framework. | have focused on the
importance of conceptual coherence, different modes of conversational moves,
teaching back what one has been taught, and also the role of analogy in
generating a common understanding between two or more participants. The
literature on CT and its sister theories is vast and profound, so | have only given a
snapshot of some aspects of it. However, what has been produced in this paper is

more than sufficient to explicate some of its core considerations and show how it
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could be a useful design framework for those working in AAMAS to deploy in their

own research.
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