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A B S T R A C T

Background: Computational fluid dynamics (CFD) simulations have shown promise in assessing type B aortic 
dissection (TBAD) to predict disease progression, and inlet velocity profiles (IVPs) are essential for such simu
lations. To truly capture patient-specific hemodynamic features, 3D IVPs extracted from 4D-flow magnetic 
resonance imaging (4D MRI) should be used, but 4D MRI is not commonly available.
Method: A new workflow was devised to generate personalized synthetic 3D IVPs that can replace 4D MRI- 
derived IVPs in CFD simulations. Based on 3D IVPs extracted from 4D MRI of 33 TBAD patients, statistical 
shape modelling and principal component analysis were performed to generate 270 synthetic 3D IVPs accounting 
for specific flow features. The synthetic 3D IVPs were then scaled and fine-tuned to match patient-specific stroke 
volume and systole-to-diastole ratio. The performance of personalized synthetic IVPs in CFD simulations was 
evaluated against patient-specific IVPs and compared with parabolic and flat IVPs.
Results: Our results showed that the synthetic 3D IVP was sufficient for faithful reproduction of hemodynamics 
throughout the aorta. In the ascending aorta (AAo), where non-patient-specific IVPs failed to replicate in vivo 
flow features in previous studies, the personalized synthetic IVP was able to match not only the flow pattern but 
also time-averaged wall shear stress (TAWSS), with a mean TAWSS difference of 5.9 %, which was up to 36.5 % 
by idealized IVPs. Additionally, the predicted retrograde flow index in both the AAo (8.36 %) and descending 
aorta (8.17 %) matched closely the results obtained with the 4D MRI-derived IVP (7.36 % and 6.55 %). The 
maximum false lumen pressure difference was reduced to 11.6 % from 68.8 % by the parabolic IVP and 72.6 % 
by the flat IVP.
Conclusion: This study demonstrates the superiority of personalized synthetic 3D IVPs over commonly adopted 
parabolic or flat IVPs and offers a viable alternative to 4D MRI-derived IVP for CFD simulations of TBAD.

1. Introduction

Type B aortic dissection (TBAD) is a life-threatening disease of the 
aorta in which the inner wall of the descending aorta (DAo) is torn, 
resulting in the separation of the wall layers through which blood 
persistently flows. This leads to the formation of a false lumen (FL), 
which may further expand and even rupture [1]. Assessment of FL 
progression plays an important role in risk stratification and treatment 
planning. Computational fluid dynamics (CFD) simulations have been 
adopted extensively to predict aortic hemodynamics such as wall shear 
stress (WSS) distribution and flow patterns in patient-specific 

geometries. Abnormal hemodynamics have been found to correlate with 
disease progressions. In this context, regions characterized by low WSS 
and high flow stagnancy were indicated as a sign of FL thrombosis [2–5], 
whilst more retrograde flows through the primary entry tear (PET) were 
observed in expanding FLs than stable FLs (43.8 % vs. 10.3 %, as 
quantified by retrograde flow fraction) through 4-dimensional flow 
magnetic resonance imaging (4D MRI) [6]. Detailed hemodynamic as
sessments have allowed for predictions of FL development, such as 
shear-driven thrombosis models [7–10] which can predict the location 
and extent of FL thrombosis in TBAD.

In patient-specific CFD simulations of aortic flow, physiologically 
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realistic boundary conditions are essential for faithful reproduction of 
flow features and WSS. The importance of appropriate inlet BCs has been 
demonstrated in several studies. For example, 3-dimensional inlet ve
locity profiles (3D IVPs) derived from 4D MRI (as opposed to idealized 
flat profiles) are desired to accurately capture the spatial variations of 
velocity especially in aneurysmal or dissected aortas [11–20], and a lack 
of 3D spatial distribution can lead to significant differences in WSS 
distributions [16,19,21]. Bozzi et al. [22] also demonstrated that un
certainties in MRI-derived IVP can lead to non-negligible impacts on 
both flow patterns and WSS distributions. Armour et al. [16] found that 
a flat IVP resulted in 35 % and 27 % differences in WSS in the PET region 
and the descending aorta (DAo), respectively. More significant differ
ences were observed in the ascending aorta (AAo) [15]. Similarly, the 
study of Pirola et al. [17] highlighted the importance of 3D IVPs in 
simulating flow in the aorta with a diseased aortic valve where signifi
cant secondary flows occur. Furthermore, Youssefi et al. [20] investi
gated the plausibility of flat and parabolic IVPs in replicating flow 
patterns in the healthy and dilated AAo against the through-plane IVP. 
Both idealized IVPs resulted in significant alterations in flow patterns in 
the DAo, especially in replicating highly asymmetric flow distributions.

The shape of inlet flow waveform, characterised by its amplitude and 
the systole to diastole ratio (SDR), dictates the stroke volume (SV) which 
also has a strong influence on CFD simulation results. Several sensitivity 
studies have been carried out, demonstrating significant variability in 
results due to the shape of inlet flow waveform [23,24]. In addition, it 
was shown that increasing SV by 25 % resulted in a 11 % increase in WSS 
in the DAo [19], and this difference could be up to 35 % when reducing 
SV by 25 % [15]. Furthermore, a recent study by Wang et al. [25] 
demonstrated that SDR-matched inlet flow waveforms could signifi
cantly improve the simulation results even with a flat IVP. Specifically, 
the difference in time-averaged WSS (TAWSS) was reduced from 54.1 % 
(with a generic waveform tuned to match SV only) to 5.7 % (with 
matching SV and SDR) at the PET, and more accurate retrograde flows 
were captured through the PET. However, there were still considerable 
discrepancies in the AAo due to the lack of 3D IVPs, since flow jet and 
secondary flows are prominent features there.

While patient-specific 3D IVPs are only obtainable through 4D MRI, 
the application of statistical shape models (SSMs) and principal 
component analysis (PCA) allows for the analysis of flow characteristics 
and the generation of synthetic profiles that can represent a variety of 
flow features. This has been demonstrated by Saitta et al. [26] who 
proposed a workflow to analyze inlet flow features in ascending aortic 
aneurysms and generated over 300 synthetic 3D IVPs based on a clinical 
dataset of 33 patients. However, the use of such synthetic IVPs to replace 
patient-specific IVPs in CFD simulations has not been evaluated. 
Inspired by their work, the present study aims to develop a workflow to 
personalize synthetic 3D IVPs based on limited available patient data for 
faithful reproduction of flow and wall shear stress in both the AAo and 
DAo. First, SSM and PCA are applied to analyze flow features from 4D 
MRI of 33 TBAD patients and then to generate a large set of synthetic 3D 
IVPs. Next, a new workflow is proposed to personalize these synthetic 
3D IVPs based on patient-specific SV and SDR which are more easily 
accessible than 4D MRI. Finally, CFD simulations are performed using 
patient-specific 3D, synthetic 3D, parabolic, and flat IVPs, for detailed 
comparisons to evaluate the performance of the proposed method.

2. Method

2.1. Data collection and generation of synthetic inlet velocity profiles

Thirty-three TBAD patients from St Mary’s Hospital, London, United 
Kingdom, with 4D MRI scans acquired between 2021 and 2022 were 
included for PCA and SSM analysis. One patient was selected for CFD 
simulations to evaluate the performance of the proposed method. The 
study was approved by the East of England - Cambridgeshire and 
Hertfordshire Research Ethics Committee (21/EE/0086, IRAS 294766).

Based on the workflow developed by Saitta et al. [26], 300 synthetic 
3D IVPs were generated by adding shape variations to the mean velocity 
profile. Details of SSM and PCA can be found in the Supplementary 
Materials, and the workflow is summarized in Fig. S1. In addition, five 
flow descriptors, peak positive velocity (PPV), flow dispersion index 
(FDI), flow jet angle (FJA), secondary flow degree (SFD), and retrograde 
flow index (RFI), were adopted to quantify the statistical difference 
between the 4D MRI and synthetic dataset. FDI is computed as the area 
ratio of the region presenting the top 15 % of peak velocity and the inlet 
area (Equation (1)). FJA is used to quantify the skewness of the inlet flow 
towards the aortic wall, represented by the angle between the mean 
velocity direction and the unit vector orthogonal to the inlet surface n 
(Equation (2)). SFD is defined as the ratio of the mean radial velocity 
magnitude v‖ to the mean axial velocity magnitude v⊥ (Equation (3)). 
RFI is calculated as the fraction of retrograde flow rate Qr relative to the 
total flow rate (Equation (4)). 

FDI =
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*100% (1) 
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where Qa refers to antegrade flow rate. Acceptance criteria were adop
ted to avoid unrealistic synthetic IVPs before they were applied to CFD 
simulations as: 

Id =
[
μd − 2

̅̅̅̅̅
λd

√ ]
∪
[
μd + 2

̅̅̅̅̅
λd

√ ]
(5) 

where the interval of acceptance, Id, is defined based on statistical dis
tributions of the flow descriptors, 

̅̅̅̅̅
λd

√
is the standard deviation, and μd is 

the mean value of the considered flow descriptors d defined as: 

μd =
1
J
∑

j

1
T
∑

t
dj

t (6) 

If any flow descriptor extracted from the synthetic IVPs fell outside 
the acceptance intervals, the corresponding IVPs would be filtered out 
from the next step.

2.2. Personalization of synthetic IVPs

A new workflow was designed to personalize the synthetic 3D IVPs 
using data available for an individual patient, as illustrated in Fig. 1. 
First, a generic flow waveform was tuned to match a patient’s cardiac 
period (T), SVpatient-spacific, and SDR using the same workflow described 
in our previous work [25]. One set of synthetic 3D IVP was randomly 
selected from the synthetic dataset. Then, the flow waveform at the inlet 
plane was obtained by integrating the normal velocity over the surface 
area of each inlet element, and the SVsynthetic was measured. Temporal 
alignment was performed to match the timepoint of peak systole to that 
of the personalized flow waveform generated in the first step. SDR was 
matched by either extending or truncating the diastole period. Finally, 
synthetic IVPs were rescaled to match SVpatient-spacific by multiplying 
each nodal velocity by the SVpatient-spacific/SVsynthetic ratio. All IVPs were 
temporally interpolated to match the patient-specific cardiac period and 
exported for implementation in ANSYS CFX (Ansys Inc, 2022 R2).

2.3. Computational fluid dynamics simulations

A patient-specific geometry was reconstructed from MRI using semi- 
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automatic segmentation tools available in Mimics (Materialise HQ, 
Leuven); these include region growing, mask splitting, and smoothing. 
Fig. 2 presents the final smoothed geometry that was built for CFD 
simulations. This geometry was imported into ICEM (Ansys Inc, 2022 
R2) and discretized into an unstructured mesh with hexahedral core 
elements and 10 prism boundary layers. Refinement was applied in re
gions of tear and small branches. A mesh sensitivity test was conducted 
to ensure mesh-independent results. Three meshes (coarse, medium, and 
fine) were generated, with the number of elements approximately 
doubling for each two neighbouring meshes. Max and mean TAWSS and 
velocity were compared at four cross-sectional planes throughout the 
geometry. A final mesh of 4 million elements (medium) was adopted for 
computational efficiency and accuracy, which showed differences of less 
than 4 % for all variables at the selected planes compared to the finer 
mesh. Further quantitative details of the mesh sensitivity analysis can be 

found in the Supplementary Material.

Fig. 1. A workflow for personalizing synthetic 3D IVPs. Step 1: Personalizing inlet flow waveforms based on T, SV, and SDR. Step 2: Tuning synthetic and parabolic 
3D IVPs by aligning the peak systole timepoint, extending or truncating the diastole phase, and scaling SV. IVP: inlet velocity profile. T: the cardiac period. SV: stroke 
volume. SDR: the systole and diastole ratio.

Fig. 2. Reconstructed patient-specific geometry, and boundary conditions used for CFD simulations.

Table 1 
Details of boundary conditions used in 4DMRI, Synthetic 3D, Parabolic and Flat 
simulations.

Simulation Inlet boundary condition Outlet boundary condition

4DMRI Patient-specific 3D IVPs 
extracted from 4D-flow MRI

3EWM: tuned based on patient- 
specific flow and pressure

Synthetic 
3D

Personalized synthetic 3D IVP 3EWM: Simplified tuning based 
on outlet area

Parabolic Personalized parabolic IVP 3EWM: Simplified tuning based 
on outlet area

Flat Flat IVP with personalized flow 
waveform

3EWM: Simplified tuning based 
on outlet area
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CFD simulations were carried out with 4 different sets of BCs, and 
details of each set are summarized in Table 1 and Fig. 2. At the inlet, the 
‘4DMRI’ simulation implemented the patient-specific 3D IVP extracted 
from 4D MRI data. For ‘Synthetic 3D’, a personalized synthetic 3D IVP 
following the proposed workflow was applied. For ‘Parabolic’, an 
idealized parabolic IVP was generated using a circular plane according 
to Equation (7), where umean is the mean velocity at the inlet, r is the 
radial distance, and Rinlet is the radius of the inlet plane. The idealized 
parabolic IVP was personalized using the same workflow shown in 
Fig. 1. For ‘Flat’, a flat IVP with personalized inlet flow waveform was 
applied at the inlet. 

u(r) = 2umean

(

1 −
r2

R2
inlet

)

(7) 

At all outlets, a well-tuned 3-element Windkessel model (3EWM) was 
applied in the ‘4DMRI’ case, following the tuning procedure presented in 
the work of Pirola et al [14]. Patient-specific flow split into each branch 
was measured from 4D MRI, and an aortic pressure of 125/85 mmHg 
was assumed as a patient-specific pressure measurement was not 
available [27]. For ‘Synthetic 3D’, ‘Parabolic’, and ‘Flat’, 3EWMs were 
applied with parameters calculated from a simplified procedure [25] 
designed to tune parameters when patient-specific MRI is not available 
(as is assumed in the case of these three simulations). Further details on 
tuning the 3EWM parameters for each inlet velocity profile can be found 
in the Supplementary Material.

The flow was assumed to be laminar as the peak Reynolds number of 
3706 was below the critical Reynolds number for transition to turbu
lence according to the study of Kousera et al. [28]. All simulations were 
run in Ansys CFX (Ansys Inc, 2022 R2) which employs a coupled solver 
that solves the pressure and velocity equations simultaneously [29,30]. 
For spatial discretization, a high-resolution advection scheme (com
bined 1st-order Upwind and 2nd-order central difference) was adopted. 
A second-order backward Euler scheme was adopted for temporal dis
cretization. The aortic wall was assumed to be rigid with a non-slip 
condition. Blood was modelled as a non-Newtonian fluid, and the 
Bird-Carreau model was adopted to account for its shear-thinning 
behaviour and defined as: 

μ = μ∞ + (μ0 − μ∞)
[
1 + (λγ̇)2]

n− 1
2 (8) 

where μ∞ = 0.0035 Pa s is the high-shear viscosity, μ0 = 0.056 Pa s is the 
low-shear viscosity, λ = 3.313 s is the time constant, and n = 0.3568 is 
the power law index [31]. Each simulation was run for a total of 5 
cardiac cycles with a timestep of 0.001 s. Periodic results were achieved 
after three cycles, and the last cycle was used for final analysis. Results 
from 4DMRI were treated as the gold standard for comparison and 
validation. Qualitative and quantitative assessments were conducted on 
TAWSS, flow patterns, and pressure in the AAo and DAo. RFI was 
measured at the AAo and PET. Relative pressure differences between the 
aortic root and the distal FL were also calculated and normalized by 
aortic length for comparison.

2.4. Statistical analysis

As the focus of this study was to examine the performance of syn
thetic 3D IVPs in the AAo, the mean difference in TAWSS compared to 
the 4DMRI simulation results was calculated for each inlet boundary 
condition setting. The standard deviation and 95 % limits of agreement 
were computed to describe the difference. Bland-Altman analysis was 
performed to assess similarity [32], and Pearson correlation coefficient 
was also calculated.

3. Results

3.1. Patient-specific and synthetic 3D IVPs

A total of 300 synthetic 3D IVPs were generated, of which 270 passed 
the acceptance criteria. Fig. 3 shows 15 out of the 270 synthetic 3D IVPs 
at peak systole, and Fig. 4 presents patient-specific 3D IVPs for 20 out of 
the 33 patients. For PPV, 4DMRI and synthetic IVPs had a mean value of 
0.40 m/s and 0.33 m/s, respectively. For FDI, both 4DMRI and synthetic 
IVPs exhibited a similar distribution with a mean value of 11.66 % and 
13.14 %, respectively. For FJA, 4DMRI and synthetic IVPs had a mean 
value of 78.15 ◦ and 76.83 ◦, respectively. The mean SFDs were 2.50 for 
4D MRI IVPs and 2.02 for synthetic IVPs, and the mean RFIs were 7.77 % 
and 7.81 %, respectively.

Table 2 summarizes the corresponding values of each flow descriptor 
at peak systole for each boundary condition set. All IVPs showed a 
similar peak flow rate ranging from 20.38 L/min by the 4DMRI IVP to 
22.86 L/min by the parabolic IVP. For flow dispersion index, the 4DMRI 
IVP presented a value of 16.38 %, and the synthetic and parabolic IVPs 
had a value of 24.96 % and 24.95 %, respectively. Both the 4DMRI and 
synthetic IVPs presented a low secondary flow degree with a value of 
0.02 and 0.12, respectively.

3.2. Flow patterns

Fig. 5 shows flow distributions on the inlet plane, plane 1 (in the 
AAo), and plane 2 (at PET) during cardiac systole. On the inlet plane, the 
synthetic IVP presented a very similar flow distribution to the 4DMRI 
IVP, which presents high velocities at the centre resembling the shape of 
the aortic valve during its opening phase, while all other simulations 
failed to reproduce such flow features. On plane 1, the synthetic IVP 
captured the location of high velocity flows over the entire systolic 
phase. The parabolic and flat simulations successfully predicted the 
location of high velocity flows at peak systole, while they under
estimated the flow distributions at other timepoints. On plane 2, all 
simulations captured a similar flow distribution over cardiac systole, 
except for the parabolic IVP which underestimated the flow at T1.

Flow patterns were further quantified using RFI. As shown in Fig. 6A, 
on plane 1, the 4DMRI IVP had a value of 7.36 %, and the synthetic, 
parabolic, and flat IVPs predicted values of 8.36 %, 3.47 %, and 3.37 %, 
respectively. On plane 2, the 4DMRI IVP showed a value of 6.55 %, with 
the synthetic, parabolic, and flat profiles predicting values of 8.17 %, 
4.06 %, and 3.76 %, respectively.

3.3. Time-averaged wall shear stress

Fig. 7a shows TAWSS distributions over the entire aorta and localised 
views of the AAo obtained with the 4DMRI, synthetic 3D, parabolic, and 
flat IVPs, while Fig. 7b presents the absolute difference of TAWSS 
compared to the 4DMRI simulation. It can be seen that the 4DMRI IVPs 
produced spatially varying TAWSS distribution in the AAo, with a high 
TAWSS hotspot on the outer curvature of AAo and an isolated region of 
relatively low TAWSS close to the aortic root. The synthetic IVP repro
duced this pattern very well, but the parabolic IVP failed to capture the 
high TAWSS hotspot, whilst the flat IVP underestimated the TAWSS 
throughout the AAo. In the DAo, all simulations predicted comparable 
results.

Further analysis was made by examining absolute TAWSS differences 
compared to the 4DMRI IVP results. As shown in Fig. 7b, notable dif
ferences were observed in the AAo, with the synthetic IVP showing the 
least difference and the flat showing the most. The average TAWSS for 
the AAo, PET, and DAo were measured and are shown in Fig. 6b. Among 
all simulations, the synthetic 3D IVP produced TAWSS values that were 
closest to results of the 4DMRI IVP. In the AAo, the synthetic 3D IVP 
predicted an average value of 0.90 Pa compared to 0.85 Pa by the 
4DMRI IVP. Similarly, in the PET and DAo, the synthetic 3D IVP values 
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were 0.40 Pa and 0.43 Pa, compared to 0.39 Pa and 0.40 Pa from the 
4DMRI IVP, respectively.

Fig. 8 shows Bland-Altman and Pearson correlation plots of mean 
TAWSS in the AAo by the synthetic IVP, parabolic IVP, and flat IVP 
against the 4DMRI IVP. As shown in Fig. 8a, over 90 % of points was 
within the outliers by all IVPs. The synthetic IVP had the least mean 

difference (red line) of − 0.05 Pa with upper and lower limits of 0.24 Pa 
and − 0.34 Pa (green lines), respectively. In Fig. 8b, the strongest posi
tive linear correlation was observed by the synthetic IVP, with a Pearson 
correlation coefficient of 0.83, while the parabolic IVP showed a weaker 
linear correlation. No linear correlation was observed by the flat IVP.

3.4. Pressure

Fig. 9a shows aortic pressure difference per unit length ΔP over the 
cardiac cycle for the simulations with 4DMRI, synthetic, parabolic and 
flat IVPs. All simulations produced similar variations over the cardiac 
cycle, with the maximum pressure drop occurring within the first 0.2 s. 
The 4DMRI and synthetic IVPs showed similar ΔP fluctuations in dias
tole, which were not captured by the parabolic and flat IVPs. The 
maximum pressure difference, ΔPmax, was measured for each simulation 
and compared in Fig. 9b. The synthetic 3D IVP produced a maximum 
pressure difference of 7.53 mmHg/m that was closest to 6.75 mmHg/m 
by the 4DMRI IVP.

Fig. 3. a. Mean synthetic IVP at peak systole and the corresponding inlet flow waveform. b. Orientations of the plane and profile. c. Distributions of 15 synthetic 3D 
IVPs at peak systole. IVP: inlet velocity profile.

Fig. 4. Patient-specific 3D IVPs for 20 patients. IVP: inlet velocity profile.

Table 2 
Peak flow rate, flow jet angle, flow dispersion index, secondary flow degree, and 
retrograde flow fraction on the inlet plane for 4DMRI, synthetic 3D, parabolic, 
and flat IVPs.

Peak 
flow 
rate (L/ 
min)

Flow 
jet 
angle 
(◦)

Flow 
dispersion 
index (%)

Secondary 
flow degree 
(− )

Retrograde 
flow index 
(%)

4DMRI 20.38 1.02 16.38 0.02 7.28
Synthetic 

3D
20.84 6.83 24.96 0.12 8.24

Parabolic 22.86 0 24.95 0 3.31
Flat 21.86 0 – 0 3.64
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4. Discussion

CFD simulations have shown great potential in providing detailed 
hemodynamic assessments of the aorta which could assist in the diag
nosis of cardiovascular diseases and prediction of disease progression. In 
TBAD, hemodynamics plays an important role in true lumen and FL 
remodelling. Recent studies have shown that substantial retrograde flow 
entering the FL through the PET could indicate rapid aortic growth [33,
34]. A higher pressure within the FL compared to the aortic root has 
been identified as an independent risk predictor of FL enlargement [34]. 
In addition, hemodynamic-based models have been used to predict the 

location and extent of FL thrombosis as demonstrated in our previous 
studies [8–10]. Long residence time, low TAWSS, and WSS on the 
formed thrombus are critical in initiating and regulating the formation, 
growth and breakdown of thrombus. As a result, both physiologically 
realistic and personalized boundary conditions should be applied to 
ensure the reliability of simulation-based assessments.

This study presents, for the first time, a novel workflow to generate 
and then personalize synthetic 3D IVPs for patient-specific CFD simu
lations of TBAD. Advancing on the work of Saitta et al. [26], the 
generated synthetic 3D IVPs were further tuned to match 
patient-specific cardiac cycle characteristics and stroke volume, which 

Fig. 5. Flow distributions on the inlet plane, plane 1 and plane 2 at systolic acceleration (T1), peak systole (T2), systolic deceleration (T3), and the end of sys
tole (T4).

Fig. 6. a. Retrograde flow index on plane 1 and 2 over a cardiac cycle. b. Mean TAWSS in the AAo, PET and DAo. TAWSS: time-averaged wall shear stress. AAo: the 
ascending aorta. PET: the primary entry tear. DAo: the descending aorta.

Fig. 7. a. Time-averaged wall shear stress (TAWSS) distributions obtained with the 4DMRI, synthetic, parabolic and flat IVPs. b. Absolute difference of TAWSS 
compared to the 4DMRI simulation results.
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have been shown to reduce errors in predicted hemodynamics in the 
DAo [25]. Simulations were carried out on a representative TBAD pa
tient using 4DMRI, synthetic, parabolic and flat IVPs, and hemodynamic 
parameters, such as retrograde flow index, WSS and pressure, were 
compared and validated against the patient-specific 4DMRI simulation.

A total of 270 synthetic 3D IVPs suitable for CFD simulations of 
TBAD were generated. These synthetic IVPs differed from those for 
ascending aortic aneurysms [26] in that they had a smaller FJA with a 
mean angle of 4.15 ◦ and a lager mean FDI of 13 % at peak systole. This 
suggests that synthetic 3D IVPs generated for a specific patient cohort (e. 
g. ascending aortic aneurysm) may not be suitable for CFD simulations 
of different aortic diseases.

The synthetic 3D IVPs successfully reproduced flow characteristics in 
the 4DMRI IVPs, including secondary flows and high velocity jets which 
have been found to significantly affect WSS-related metrics in the AAo 
[17], whereas both the parabolic and flat IVPs failed to capture such 
features. Consequently, when measured against simulation results ob
tained with the 4DMRI IVP, the synthetic IVP produced a 5.9 % differ
ence in TAWSS in the AAo, which was much smaller than 24.8 % by the 

parabolic IVP and 36.5 % by the flat IVP. On the other hand, hemody
namic metrics in the PET and DAo were less sensitive to the shape of IVP, 
with maximum differences ranging from 2.6 % to 15.4 % among all 
simulations. This is consistent with previous studies which demon
strated that the choice of IVPs has less impact in the DAo [15,19]. In 
addition, comparisons of RFI and maximum relative FL pressure dif
ference also showed that the synthetic 3D IVP delivered the most ac
curate predictions among all simulations. As the aforementioned 
hemodynamic parameters are crucial in predicting aortic growth in 
TBAD, any improvement in the confidence and fidelity of computational 
assessments would further enhance their value in clinical applications.

Due to the symmetrical nature of IVPs in most cases, except in pa
tients with aortic valve diseases, the parabolic IVP has been recom
mended as an efficient alternative [20,35–37]. Rather than only 
focusing on the DAo [35], our study quantitively validated TAWSS and 
flow distributions across the whole aorta against the 4DMRI IVP. In the 
representative TBAD case, the parabolic IVP showed the most significant 
differences in the AAo, failing to replicate flows and high TAWSS regions 
in the AAo (Figs. 5 and 7). Furthermore, Bland-Altman analysis 

Fig. 8. a. Bland-Altman plots of time-averaged wall shear stress (TAWSS) measurements in the ascending aorta (AAo) by the synthetic 3D inlet velocity profile (IVP), 
the parabolic IVP, and the flat IVP against the 4DMRI IVP. b. Pearson correlation of TAWSS between the 4DMRI IVP and the synthetic 3D IVP, the parabolic IVP, and 
the flat IVP. The best-fit line is shown in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of 
this article.)

Fig. 9. a. Variations of false lumen relative pressure difference over a cardiac cycle by the 4DMRI, synthetic, parabolic and flat IVP simulations. b. Maximum 
pressure difference, ΔPmax, measured for each simulation.
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confirmed that the synthetic 3D IVP achieved the best agreement in 
TAWSS distributions in the AAo, and Pearson correlation analysis also 
indicated a more positive linear correlation by the synthetic IVP than by 
the parabolic IVP. Although only one case was evaluated in this study, 
the synthetic IVP had a Pearson correlation efficient of 0.83. Therefore, 
unless patients present with a diseased or prosthetic valve, the synthetic 
3D IVP and proposed personalizing workflow should be recommended 
as the inlet boundary condition for CFD simulations of TBAD.

A personalized synthetic 3D IVP allowed patient-specific flow fea
tures in the AAo to be preserved in CFD simulations of TBAD, which was 
not possible with commonly used flat or parabolic inlet velocity profiles. 
From Table 2, while the parabolic IVP had a FDI similar to the synthetic 
3D IVP, a lack of jet and secondary flows likely accounted for inaccur
acies in the AAo. There were notable differences in FJA and SFD be
tween the 4DMRI and synthetic IVPs, and sensitivity tests on FJA and 
SFD will be conducted in the future. In addition, although the synthetic 
3D IVP was selected following no specific criteria in this study, it would 
be valuable to investigate different synthetic 3D IVPs. A set of criteria 
may be necessary for selecting the most appropriate synthetic IVP for a 
given patient geometry.

A major assumption made in this study was to treat the aortic wall 
and intimal flap as rigid. It has been shown that their deformation can 
affect the distribution and magnitude of low WSS [38,39]. The mobility 
of the intimal flap also impacts the flow distribution into the TL and FL 
[40] and pressure difference between the TL and FL [40–42]. However, 
for the purpose of evaluating the new synthetic 3D IVPs in comparison 
with other IVPs, the rigid wall assumption would not affect the con
clusions drawn. In addition, only one case was included in the valida
tion. Future validations will be conducted on a larger cohort to enhance 
the reliability of the proposed workflow.

5. Conclusion

This study presented, for the first time, an efficient workflow for 
setting up physiologically accurate boundary conditions for CFD simu
lations of TBAD, utilizing basic patient-specific information that can be 
acquired relatively easily. This workflow effectively addressed an 
important limitation in patient-specific computational studies when 3D 
IVPs are unavailable, as 4D MRI is not commonly performed due to its 
high costs and long scanning time. By validating against the 4DMRI IVP, 
we demonstrated that the personalized synthetic 3D IVP not only 
reproduced key hemodynamic features in the AAo, but also performed 
better in the PET and DAo than the parabolic and flat IVP. Our results 
show clearly that idealized parabolic and flat profiles are insufficient for 
CFD simulations of the AAo, and that a synthetic 3D IVP preserves the 
original flow features in the entire aorta. It is recommended that our 
synthetic 3D IVPs, personalized based on stroke volume and systole to 
diastole ratio (which can be readily extracted from electrocardiogram), 
are used in future CFD studies of TBAD. This work greatly enhances the 
fidelity of computational assessments of TBAD and allows the applica
tion of computational modelling to large patient cohorts when patient- 
specific 4D MRI data are not available.
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