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Abstract—This paper studies the integrated sensing and com-
munication (ISAC) performance of a full-duplex network assisted
by fluid antenna systems (FAS). The base station (BS) operates in
full-duplex mode and employs planar FASs for both transmission
and reception. It simultaneously communicates with a downlink
user, an uplink user, and performs target sensing. Our objective
is to maximize the overall communication rate while ensuring
the sensing requirements. Due to the non-convex and intractable
nature of the optimization problem, we first reformulate it
using the fractional programming (FP) framework. Subsequently,
we iteratively optimize the antenna positions of both transmit
and receive FASs, the beamforming vectors, and the uplink
transmit power. The antenna position optimization subproblems
are converted into convex quadratically constrained quadratic
programs (QCQPs) and solved via the successive convex approx-
imation (SCA) method. Simulation results demonstrate that the
FAS significantly outperforms traditional fixed-position antenna
systems by achieving higher communication rates.

Index Terms—TFluid antenna system, ISAC, full-duplex, frac-
tional programming, successive convex approximation (SCA).

I. INTRODUCTION

HE next generation of wireless technology, envisioned for

the 2030s, is poised to transform communication systems
by harnessing advanced artificial intelligence (AI), enhanced
environmental sensing, and the convergence of diverse emerg-
ing technologies [1], [2]. Key targets for sixth generation (6G)
include ultra-high connectivity with data rates reaching up to
1 terabit per second, spectral efficiency of up to 1000 bps/Hz,
and ultra-low latency as low as 1 microsecond (us) [3]. These
breakthroughs will empower 6G networks to handle massive
data volumes and support an unprecedented number of con-
nected devices, paving the way for transformative applications
such as immersive extended reality (IXR), hyper-intelligent
cities, and remote healthcare services [4].

To enhance wireless communication, Wong et al. introduced
the concept of the fluid antenna system (FAS) in [5]. Broadly,
FAS refers to any antenna system that is flexible in both shape
and position [6], [7]. Practical implementations of FAS include
liquid-based antennas [8], pixel-reconfigurable antennas [9],
and mechanically movable antennas [10]. By leveraging spatial
degrees of freedom (DoF), FAS enables improved spatial

diversity using only a single radio frequency (RF) chain,
thereby reducing the need for multiple antennas and RF chains
[11], [12], [13]. In addition, FAS reduces the dependence on
channel state information (CSI) at the transmitter for multiuser
communication by exploiting the natural fading behavior of
both desired and interfering signals, a principle that underpins
fluid antenna multiple access (FAMA) [14], [15], [16].

Recent research on FAS has highlighted their potential to
significantly enhance communication system performance. In
[17], the diversity performance of FAS is analyzed under
equally correlated Nakagami-m fading channels. Exact and
asymptotic expressions for the outage probability in FAS-aided
wireless powered communication systems are derived in [18].
Additionally, [19] explores the capability of FAS to address
common challenges in the terahertz (THz) band. In the context
of near-field communication, [20] investigates energy effi-
ciency maximization by jointly optimizing the beamforming
vector and antenna positions. Furthermore, [21] demonstrates
how FAS can improve communication rates in simultaneous
wireless information and power transfer (SWIPT) systems.

Integrated sensing and communication (ISAC) is an emerg-
ing technology that unifies the traditionally separate functions
of sensing and communication within a single system [22],
[23]. A key challenge in ISAC lies in balancing communica-
tion and sensing performance while sharing the same time-
frequency resource unit and hardware resources. The FAS,
with its ability to dynamically alter propagation channels,
introduces a new DoF that can enhance ISAC performance [0],
[24]. In [25], deep reinforcement learning (DRL) is employed
to optimize the downlink sum rate under sensing constraints
in a FAS-assisted multiuser multiple-input multiple-output
(MIMO) system. Furthermore, [26] derives closed-form ex-
pressions for the outage probability and ergodic sensing rate
(ESR) in a two-user NOMA-ISAC system, where both users
are equipped with two-dimensional (2D) FASs.

In this paper, we investigate an ISAC system comprising a
downlink user, an uplink user, and a sensing target. The pri-
mary motivation is to assess whether the FAS can provide the
base station (BS) with sufficient self-interference (SI) cancel-
lation capability to support full-duplex communication while



simultaneously performing ISAC operations. Our goal is to
maximize the system’s communication rate while guaranteeing
satisfactory sensing performance. Given that SI in full-duplex
systems can limit ISAC effectiveness, we jointly optimize the
transmit and receive antenna positions, beamforming vectors,
and the uplink user’s transmit power to tackle this issue.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. Signal Model

Here, we study a full-duplex ISAC system assisted by FAS,
in which a BS simultaneously serves a downlink user, an
uplink user, and performs single target sensing. The transmitter
and the receiver of the BS are an M-antenna planar FAS
and an N-antenna planar FAS, respectively. The size of each
FAS is given as § = [0,W] x [0,W]. The positions of
the m-th transmit antenna and the n-th receive antenna are
vm = [zt 4] and u, = [2%, 9" ], respectively. The users
are equipped with fixed-position antennas (FPAs).

The signal received by the downlink user is written as

ya = ha(V)wsq + ng, (D

where hy(V) € C'*M denotes the channel from the BS to

the downlink user, V' = [vy,...,vy] € RPXM qp, € CMX!

is the precoding vector at the BS, sq4 ~ CN(0,1) is the

transmitted symbol, and nq ~ CN(0,03) is the additive noise.
The received signal of the BS is given by

Y = hy(U)/pusu + (H(V,U) + Hs;(V,U)) wisg + ny,

2)
where p, and s, ~ CN(0,1) are the transmit power and the
symbol of the uplink user, respectively, h,(U) € CV*1 is the
uplink channel, U = [uy,...,uy] € R2*N, H, € CN*M
and Hg; € CV*M are the sensing and SI channels, respec-
tively, and n, ~ CN(0,021) is the additive noise.

B. Channel Model

Denote the angle-of-departures (AoDs) and angle-of-arrivals
(AoAs) of the channel by (¢}, 6;) and (¢}, 6;), respectively.
The receive and transmit steering vectors of the channel are

rl(U) = [e—j%ﬂﬂ‘z(u1)7 o e—j%"/)r,z(uw)}T c (CNXl,
tl(V> = |:e_j2TWP[L(’U1)’ o e—j%rp‘l(vM)}T € Chfxl’ (3)

where pf(u,,) £ 25,67 + ¢, £ with 67 = sin 6} cos ¢} and & =
cos0f, and pl(v,,) £ 2%,6! + yL,& with 6! = sin 6! cos ¢! and
& = cosf]. Let L denote the number of propagation paths of
the channel. Then, the general channel can be written as

H(V,U)=RU)I'TH (V) e CVN*M, 4)
where I' = diag{~',...,v*} € CE*L denotes the channel
coefficient matrix, R(U) = [r(U),...,r(U)] € CN*E,
and T(V) = [t1(V),...,t (V)] € CM*E,

Since both the transmitter and the receiver of the SI channel

are FASs, the SI channel follows the definition in (4), which
s written as

Hg(V,U) = Rg(U) I T (V) € CV*M, &)

Considering FPAs at the users, the downlink and the uplink
channels can be written as

ho(V) =18 (V) e XM, (6)
hy(U) = R, (U)I,1 € CNX1, (7)

where 1 is an all-ones column vector.
For the sensing task, we consider a mono-static radar where
the AoA and AoD of the sensing channel are equal. Since the

number of sensing paths is one, the sensing channel can thus
be written as

H(V,U) = oR,(U)TH (V) e CVN*M (8)

where « is the reflection coefficient including the path loss
and the radar cross section (RCS).

C. Optimization Problem

In this paper, our target is to maximize the commmunication
sum rate under sensing constraint by optimizing the antenna
positions, beamforming design, and the uplink transmit power.
Denote the linear beamformer adopted by the BS for detecting
54 by w, € CVN*1. The problem can be written as

max fo(®) =log (1 +na(V,w)) + log (1 + n.(®P)) (9a)

s.t. n(P) >, (9b)
[w* < P, (9¢)
0<pu <PH,, (9d)
Uy Uy € S, Uy # Uy, Ym,m' € M, m # m/,

(%)
Up, Uy € S, Uy # Uy, Y,n' €N 0 #1/, 90
where 173(V') = ”"'(Z#‘F is the downlink SINR, n,(V,U) =

po|w by (U)|?
IerH(VyU)wlI;‘;{Jlr;_fr"’(I‘Ifwi“]’)l\2
w, s 5 Wy . .
Tt (¥ i e 18 he sensing SINR,
V,U)=H,V,U)+ Hg(V,U), n is the sensing SINR
threshold, P and P, are the maximum transmit power of the
BS and the uplink user, # = {V,U,w, w,,p,} contains
all the optimizing variables, and M = {1,...,M} and
N = {1,...,N} denote the index sets of the transmit and
receive antennas, respectively.

is the uplink SINR, n,(V,U) =

| 2

ITI. PROBLEM SOLUTION

Since (9) is non-convex, we first remove the optimization
variables from the log operation in (9a) by introducing auxil-
iary variables A = {Ay, A,} and transform f(P) to

(1-|-Ad)\hd(V)wt|2L

f1(@, A=log(l+ Ay — Ag+ Flog(l4+ A,
1(®, A)=log(1+Ay haV)w > + o7 A+4y)
1+ Ay)p |lwih, 2
—Aut ( . )b | (U)L . (10)
polw/hO)] "+ |w HV, U)w | +0f ||w!||?

For fixed &, by setting ggld and gQ to zero, the optimal f;

can be obtained at
2
_ |hd(V)wl|2 AF = Pu |er—IhU(U)|
of Y wHH(V,U)w]’ + o2|lwl |2
(1

Aq



which satisfies f1(P, A*) =
equivalently written as

fo(®). Problem (9) can thus be

f1(¢a A)

max
5 A
S.t. fﬂ(ﬁp) >0
(9¢), (9), (9¢), (91),
where f(®) = |w/H,(V,U) wt’ —n(pu’th U)‘ +

|erHsI(V,U wt| + o2|lwf||?). Also, fi(®,A) can be
further simplified by introducing auxiliary variables w =
{wd,wy} as

fg(@, A,w) = 10g(1+Ad)—Ad
+ (14 Ag) [QRe{wfhd(V)wt} — |wal? (|hd(V)wt\2+a§) }

Hlog(1+Ay) — Ay + pa(1 + Ay) [2Re{wfwffhu(v)}

12)

— [eol? (po ! Bu(U) [+ [0/ H(V, Uy + 02w/ |)]

(13)
which has the optimal values at
. ha(V)w
wd - 5 2,
|ha(V)wi|™+03

pa|wH by (U) [ wl H(V, U)w |+ 02| wH |2

Since fo(P, A, w*)
mulated as

= f1(P, A), problem (12) can be refor-
QI?Aa?EJ f2 (@, A7 w)

st.  f5(V,U) >0,
(9¢), (9), (9¢), (9).

Since problem (15) is still non-convex, we iteratively update
each variable in the following.

5)

A. Updating Transmit Antenna Positions
With fixed {U, wy, w, py, A, w}, (15) becomes
max ag <2Re{wleFdeH(V)wt} — |wal? ‘ 1H1"deH(V)wt|2)
2 2
—au(’aserarTsH(V)wt’ + ’erRSIFSITSII{(V)wt‘

+2Re{(asw! a. T (V)w)(w R T T (V)w,) H])

2 2
s.t. n’erRSIFSITSII{(V)'wl‘—’aserarTSH(V)wJ <B4,
(9¢), (16)
where ag = 1+ Ay, ay = pu(l+ Ay)|wel? and B =

n(pu |erhu|2 + UrQH’erH2). Since the problem is still non-
convex and intractable, we solve it using successive con-
vex approximation (SCA). For convenience, denote v =
vector{V'} = [z},... ST = o, T

UQM] .
Theorem 1. For arbitrary vectors a = lai,...,ar]" and
b = [b,...,bn]7, vTAv + év + d and —’UTA’U + ev +
d are concave and convex quadratic surrogate functions for

t t
7xM7y13"

|aT"TH (V)b|? respectively, where x1 € {d,SI, s}, and Aisa
negative semi-definite (NSD) matrix.

Proof: |a”TX (V)b|? can first be transformed into cos
functions. Its upper and lower bounds can then be obtained
using the second order Taylor expansion, written in the matrix
form as vT Av + év + d and —vT Av + év + d. The details
are omitted in this paper due to space limitations. [ ]

Lemma 1. A concave quadratic surrogate function for
Re{aTTH( )b} is given by vTAv + év + d, where x, €
{d,SI,s}, and A is an NSD matrix.

Proof: Similar to the proof of Theorem 1. |

Lemma 2. For any vectors a = |ai,...,ar]t, b =
[b1,...,b:m]T, and @ = |a1,...,a;)T, a convex quadratic
surrogate function for Re{(a TTH(V)b)( TTH (V)b )H} can
be expressed as v Av+év+d, where x, X € {d SLs}, X # %
A is a positive semi-definite (PSD) matrix.

Proof: Similar to the proof of Theorem 1. |
According to Theorem 1, a concave quadratic surrogate
function of |w!? a, T (V)'wt|2 can be written as v7 Aqv +
é,v + dy. In addition, we can obtain the convex quadratic sur-
rogate functions of |1H1"dTH(V)'wt ? oswH a,TH (V)w,|?
and |’UJHRSIFSITSI ( wt| as —’UTAd’U + cqv + dd,
—vTAw + & + ds, and —vT Agiv + égv + ds;. Based
on Lemma 1, a concave quadratic surrogate function of
Re{w,! lHI’dTH( )w,} can be obtained as v Agv + Ev +
dg. Using Lemma 2, a convex quadratic surrogate func-
tion for Re{(asw/ arTH(V) O)(w HRSIFSITSII{(V) )H}
can be written as v AsSva + Ess1v + dsSI
Problem (16) can then be transformed to

i

max vl Ajv + ejv +dy, (17a)
v

st. vTAw+eov+ds < —01, (17b)

0<v, <W,m=1,...,2M, (17¢)

[vmvvar]\I] 7& [Um/7vm’+M]7 vaml € Mvm 7& ml7

(17d)

where A; = ad(QAd + |wd|2f\d) + Ctu([\ + ASI — 2A§Sl),
c1 = aq(2€4 — |wa|*Cq) — (s + Es1+265s1), d1 = aq(2dg —
|wd|2dd) — ay(ds + ds1 + 2ds51) Ay = —nhg — A, 3 =
nési — ¢, and do = nds; — ds.

By omitting (17d), (17) becomes convex and can be effi-
ciently solved using CVX. The quadratic surrogate functions
in Theorem I, Lemma 1, and Lemma 2 are constructed using
Taylor series expansions around the given antenna positions
Vi. Based on this, we employ the SCA method to address (16).
Specifically, the SCA algorithm is initialized with a feasible
v that satisfies (17d), and at each iteration, v is updated only
if the updated solution satisfies (17d).

B. Updating Receive Antenna Positions

The positions of the receive FAS can be optimized using the
method in the above section of optimizing transmit antenna
positions. The details are omitted here due to the space limit.



C. Updating Transmit and Receive Beamforming Vectors

With fixed {V,U,w;,p,, Q,w}, (15) becomes a convex
quadratic problem except for a constraint in the difference of
convex (DC) form. Using Taylor series expansion, a convex
lower-bound of the DC constraint can be obtained. The trans-
mit beamforming vector w; can then be iteratively optimized
using CVX. Considering fixed {V,U, wy, p,, A,w}, the re-
ceive beamforming vector w; can be optimized similar to wj.

D. Updating Uplink Transmit Power

With fixed {V,U, w, w;, A, w}, the optimal value of p,
can be obtained at

Py = min {max{az,()},min{ag,])u}}, (18)
20[1

2Re{wlwlh,} —
|2

where a1 = |w|?|wHh|?, oy =
2
|wu|2(|erHwt| + ar2||er||2), and a3 = ‘erstl

n( [w! Hsww*+02[w! |2)|/ (n[w! ha[).

E. Updating Auxiliary Variables

The optimal values of A and w are derived from equations
(11) and (14), respectively.

IV. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
algorithms using Monte-Carlo simulations. The transmit fre-
quency is 30 GHz. The azimuth and elevation AoAs and AoDs
follow uniform distribution over [0, 7]. For convenience, we
assume that the number of propagation paths is equal, i.e.,
Ly = L, = Lg; = L. Considering unit noise power, the
maximum transmit signal-to-noise ratios (SNRs) of the BS
and the uplink user are SNR; = 10lgP, dB and SNR, =
101g P, dB. Unless otherwise specified, we set W = 5,
M =N-=L=2,a;, =10, n = 1, SNR; = 10 dB, and
SNR, = 7 dB in the simulations. We compare the proposed
algorithm with the following benchmarks:

o FPA: To evaluate the performance, the communication
rate achieved by the traditional FPA scheme, with the
antenna spacing of A/2, is given as a benchmark.

o Transmit FAS (FAS-Tx): The BS transmits signals using
FAS while receiving signals using FPA. The positions of
the transmit FAS V' are optimized while the positions of
FPA are spaced by A\/2.

o Receive FAS (FAS-Rx): The BS transmits signals using
FPA while receiving signals using FAS. The positions of
the receive FAS U are optimized while the positions of
FPA are spaced by A/2.

To distinguish from the benchmarks, we use “FAS-Tx+Rx” to
indicate the considered case where both the transmitter and
the receiver of the BS are equipped with FAS.

Fig. 1 depicts the communication rate as a function of
the number of transmit antennas at the base station. The
performance gap between the FAS and the FPA increases with
larger M. Specifically, when M = 10, optimizing the positions
of the transmit FAS antennas results in a 3.4 bps/Hz gain over
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Fig. 1. Communication rate versus the number of transmit BS antennas, M.
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Fig. 2. Communication rate versus the number of receive BS antennas, N.

the FPA, corresponding to approximately a 68% improvement.
While optimizing the transmit FAS alone substantially boosts
the communication rate, jointly optimizing both transmit and
receive FAS positions yields even greater performance gains.

Fig. 2 studies the impact of the number of receive antennas
at the BS on the communication rate. Optimizing the positions
of the receive antennas increases the communication rate by
1.5 bps/Hz and 2 bps/Hz compared to the FPA scheme for
L =2 and L = 5, respectively. Moreover, jointly optimizing
both transmit and receive FAS positions provides an additional
gain of 0.5 bps/Hz beyond optimizing the receive FAS alone.

Fig. 3 illustrates the relationship between the communica-
tion rate and the number of propagation paths. The results
indicate that optimizing the transmit FAS outperforms op-
timizing the receive FAS alone. This advantage arises be-
cause both uplink and downlink rates depend on the BS’s
transmitter, whereas the receiver only affects the uplink rate.
Furthermore, jointly optimizing both transmit and receive FAS
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positions achieves the highest communication rate, providing
a 1.5 bps/Hz gain over the FPA scheme.

V. CONCLUSION

In this paper, we addressed the problem of maximizing
the communication rate while satisfying sensing performance
constraints. We first employed the fractional programming
(FP) framework to reformulate the problem, enabling iterative
optimization of each variable. Next, we developed an SCA-
based approach to optimize the antenna positions by convert-
ing the relevant subproblems into convex forms. Simulation
results demonstrate that, with the proposed algorithm, FAS
significantly outperform FPA in achieving higher communica-
tion rates within full-duplex ISAC systems.
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