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ABSTRACT

Spatio-temporal graph (STG) learning has shown great potential in capturing complex spatio-temporal dependen-
cies and has achieved significant success in various fields such as traffic flow prediction, climate forecasting, and
epidemiological spread research. By learning general features from spatio-temporal graphs, pre-trained graph
models can capture hidden semantic information in the data, thereby enhancing the learning effect of down-
stream tasks and improving overall model performance. However, most existing spatio-temporal graph learning
methods use the entire graph for training, which may not fully capture local structure and feature information. In
addition, existing methods usually adopt sequence modeling techniques without fully considering the time decay
effect, i.e., the need to apply decaying attention to distant time steps. To address these issues, this paper proposes
a unified dual-phase multi-subgraph pre-training spatio-temporal graph framework (UMSST). Specifically, in the
first phase, the framework learns the global representation of the spatio-temporal graph and locates key graph
nodes, while learning the “unit representations” of these key nodes. In the second phase, multiple spatio-temporal
subgraphs are constructed based on these “unit representations” to further capture the implicit encoding infor-
mation of more general features around the corresponding subgraphs, thereby helping the model make full use of
general features. Experimental results on real datasets show that the proposed pre-trained spatio-temporal graph
framework significantly improves the performance of downstream tasks and demonstrates its effectiveness in

comparison with recent strong baseline models.

1. Introduction

Spatio-temporal graph (STG) modeling has become one of the most
promising techniques due to its ability to learn complex spatial and
temporal dependencies. Effective STG learning has achieved success in
many real-world applications, such as traffic flow forecasting in intelli-
gent transportation systems [33], epidemic prediction for public health
management [5], urban crime prediction for public safety [22], etc.
However, most existing STG learning methods adopt the entire graph
for training, potentially failing to fully capture local regional and feature
information. Furthermore, existing methods typically employ sequence
modeling techniques without considering the time decay effect, which
requires applying decaying attention to distant time steps [18,23,37,38].

The main challenge is how to effectively pretrain models to repre-
sent highly localized structures and temporal dynamics within large-
scale STGs. Existing whole-graph approaches, while capturing global
patterns, can overlook critical local events such as traffic hotspots or
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epidemic epicenters. Furthermore, they often treat all past observations
equally, ignoring the crucial principle of temporal decay, where older
events have diminishing relevance [1,17,30]. Moreover, full-graph pre-
training on fine-grained data becomes computationally prohibitive. Our
multi-subgraph approach directly confronts these issues by learning de-
tailed representations within key local regions, which not only enhances
expressive power by capturing complex local topologies but also enables
scalable, parallelized training to reduce the computational burden.

Inspired by the latest progress of graph pre-training models in
learning rich latent information from graph structures and node fea-
tures [21,31], this paper proposes a unified and generalizable STG pre-
training framework by exploring the following questions:

e How can we effectively pretrain the STG using large spatio-temporal
datasets?

e How can we achieve better node representation learning on STGs, es-
pecially focusing on the representation of local regions in the graph,
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to address the issue that training the entire graph may not capture
local regional and feature information?
e How can we account for the time decay effects?

To address these challenges, this paper proposes a Unified Multi-
Subgraph pretraining framework for Spatio-Temporal graph (UMSST),
which constructs multi-subgraphs in two phases to pretrain node rep-
resentations. The motivation for this two-stage pre-training design is
to enhance the modeling capability of local information and improve
training efficiency. Specifically:

e First Phase (Coarse Phase): The graph embedding of the STG
(whose dimension is consistent with the node embedding dimen-
sion) is computed through self-supervised learning, and the nodes
with the highest correlation with the graph embedding are identi-
fied as subgraph centers. This phase is used to detect the locations in
the graph that contain important information and their approximate
scope. The basic assumption is that the higher the correlation, the
more information of the entire STG the node and its vicinity con-
tain. These preliminarily identified regions are considered the basis
for “unit representations”.

¢ Second Phase (Fine Phase): Based on the local regions determined
in the first phase, multiple subgraphs are constructed and trained
more finely to obtain more detailed implicit information about po-
tentially more critical regions. This phase focuses on learning richer
latent information from these subgraphs.

By combining the representations learned in the two phases, the final
node representation is obtained. Since this pre-training framework is
model-agnostic, the node representations can be utilized by any existing
STG learning model to improve performance. For large-scale graphs,
focusing on learning key localized regions rather than detailed learning
of the entire graph can bring significant improvements in learning scale,
complexity, and learning efficiency, which also indirectly clarifies the
reason for adopting a two-stage pre-training method.

The contributions of this paper are summarized as follows:

The proposed pre-training model framework is a general framework
targeting different local regions of the STG and can be applied to
any STG learning models in a plug-and-play manner, validated by
experiments on multiple base models.

The proposed multi-subgraph method can capture the underlying
high-level semantics more comprehensively than a single subgraph.
We reveal the decay characteristics of STG learning in the time di-
mension and experimentally verify its potential positive impact on
model performance.

Experiments on real-world datasets, including comparisons with re-
cent strong baseline models, demonstrate the effectiveness of the
proposed STG pre-training framework.

A complexity analysis is provided, demonstrating the potential com-
putational efficiency of the multi-subgraph method, especially for
large-scale graphs.

2. Related work
2.1. Graph pre-training methods

Pre-training of graph models has made significant strides in prior
research. A series of works employed transfer learning to enhance
the model’s expressive power for representing graph structure. Subse-
quent research implemented pre-training tasks with significantly larger
scales of parameters. To bridge the gap between pre-training and down-
stream tasks, researchers proposed injecting enhanced knowledge into
the model during pre-training [32], while other work simulated fine-
tuning operations by introducing new tasks into the pre-training process
[9]. These models were all applied to ordinary graphs, and it was only in
recent years that pre-training models for spatio-temporal graphs (STGs)
began to emerge.
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For example, a model named STEP [2] proposed to incorporate
long-term historical time series during pre-training. This design was
proven effective but neglected abundant spatial dependencies. An-
other work adopted adversarial contrastive samples to enhance self-
supervised learning (ST-SSL) on STGs [28]. However, these adversarial
samples were constructed purely based on the STG’s spatial structure,
overlooking the temporal aspect. A more recent work proposed a gen-
erative pre-training model for STGs (GPT-ST) [17], utilizing a hierar-
chical hypergraph structure to capture spatial dependencies at different
levels. Our work differs in that we construct multi-subgraphs instead of
a hypergraph to capture spatial dependencies, focusing more on learn-
ing refined representations of local regions, whereas hypergraph meth-
ods typically focus more on global or predefined cluster representations.
UMSST, through a two-stage process, first identifies globally important
regions and then constructs and learns multiple (potentially overlap-
ping) subgraphs on these regions, aiming to capture local features more
finely.

2.2. Spatio-temporal graph learning

Recent years have seen a surge in spatio-temporal graph (STG) learn-
ing methods. Among the various models proposed, STSGNN [24] and
STFGNN [15] stood out for their construction of STGs with temporally
adjacent connections and the design of spatio-temporal synchronous
graphs to adaptively capture spatio-temporal correlations. S2TAT [29]
adopted a spatio-temporal synchronous Transformer framework, lever-
aging attention mechanisms to enhance learning capabilities. Auto-STG
[11] and AutoSTS [16] integrated neural architecture search (NAS)
methods into STG learning models to achieve optimal neural network
structures. Another work utilizing NAS emphasized determining the op-
timal adjacency matrix for the graph. In contrast to previous work fo-
cusing on neural architecture design, our framework learns more funda-
mental STG representations through pre-training, which can benefit var-
ious neural architectures. UMSST aims to provide a general pre-training
module to enhance the capabilities of these existing downstream mod-
els. Beyond pre-training, significant progress has been made in design-
ing novel architectures for STG learning. For instance, COOL [13] pro-
poses a conjoint framework that models heterogeneous graphs from both
prior and posterior information to capture high-order spatio-temporal
relationships, utilizing affinity and penalty graphs to refine node rep-
resentations. Another line of research explores continuous-time dynam-
ics. Methods like GDERec [20], which learns a graph ordinary differ-
ential equation (ODE), are designed for sequential recommendation on
irregularly-sampled interaction data, modeling the continuous evolution
of the user-item graph. These approaches introduce powerful, special-
ized architectures for specific problem settings. In contrast, our UMSST
framework is designed to be model-agnostic. Instead of proposing a new
end-to-end architecture, it serves as a general-purpose pre-training mod-
ule that can enhance a wide variety of existing downstream models by
providing them with richer, pre-trained representations of local struc-
tures.

2.3. Alternative graph structures in representation learning

The broader field of deep graph representation learning has explored
structures beyond standard pairwise graphs to capture more complex re-
lationships [12]. A notable example is the use of hypergraphs, where an
edge can connect any number of nodes. Frameworks like HEAL [14]
leverage hypergraphs for semi-supervised graph classification, design-
ing learnable hypergraph structures to capture higher-order node de-
pendencies. While powerful, these methods fundamentally alter the data
representation. UMSST, however, operates on standard spatio-temporal
graphs, making it directly applicable to a vast range of existing datasets
and models without requiring a shift to a hypergraph formulation. Our
multi-subgraph approach can be seen as an alternative strategy to cap-
ture complex local dependencies within the standard graph paradigm.
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2.4. Graph data augmentation

Representation learning on sparse graphs is challenging. Typically,
self-supervised learning (SSL) is combined with data augmentation to
learn graph representations that benefit subsequent training. Currently,
research on data augmentation primarily focuses on three aspects: Fea-
ture Augmentation: GraphMAE [9] employed a novel masking strat-
egy and scaled cosine error for graph feature reconstruction. Structure
Augmentation: CSSL [34] augmented graphs through a sequence of
graph transformation operations and trained the graph encoder with
self-supervised contrastive learning. Label Augmentation: DPGNN [36]
applied an unbalanced label propagation mechanism to supervise un-
labeled nodes; CGCN [35] combined a Gaussian mixture model with
a variational graph autoencoder to generate pseudo-labels for nodes.
Moreover, integrating various enhancement techniques has proven ef-
fective. For example, JOAO [10] dynamically augmented data of dif-
ferent scales and types by adopting an enhanced perception projection
head mechanism. BGRL [25] achieved SSL by predicting inputs as en-
hanced information, thereby eliminating the need for constructing neg-
ative samples. Compared to previous work, the multi-subgraph method
proposed in this paper, by capturing finer information about local re-
gions within a graph, can be considered an implicit form of data aug-
mentation as it exposes the model to diversified local contexts.

3. Preliminaries
3.1. Definitions

Graph. A graph is denoted as ¢ = (V,&,A), where V is the set of
nodes with |V| = N, and € is the set of edges. Its topological structure
is typically represented by an adjacency matrix A € RV*N

Spatio-Temporal Graph (STG). A spatio-temporal graph is a special
graph structure where the attributes (or features) of the nodes change
dynamically over time. Formally, an STG at a specific time step t can
be represented as G, = (V, £,X,), where V is a fixed set of nodes, & is
a fixed set of edges, and X, € RV*C is the node feature matrix at time
step ¢, with C being the feature dimension. A sequence of STG data can

be denoted as {G,_7,,-,G,}, and the corresponding feature tensor is

TxXNxC
X141 €R .

3.2. Problem statement

Given the historical graph data X,_r, ;., up to the current time step ¢,
the goal is to learn a predictive function f that can accurately estimate
the node attributes at the future time step  + 1, i.e., X,,; € RIVIXC,

4. Methodology

This section delineates the architecture of our proposed Unified
Multi-Subgraph Spatio-Temporal graph pre-training (UMSST) model,
whose overarching architecture is depicted in Fig. 1. The architecture
of our pre-training model comprises two phases.

4.1. First phase: global representation learning and key node identification

4.1.1. Initial spatio-temporal representation

To process raw data containing spatio-temporal information of an
STG and concurrently model the sequential relationships in the tempo-
ral dimension and the correlations among nodes in the spatial dimen-
sion, we urgently require a method for encoding the raw data. With
this objective in mind, we plan to integrate the techniques of temporal
convolution and graph convolution to represent spatio-temporal rela-
tionships more effectively. In our approach, we employ 1-dimensional
causal convolutions along the temporal dimension, supplemented by
gated mechanisms, to encode information within the temporal dimen-
sion. Specifically, the temporal convolution operation accepts a tensor
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X,_r41:; as input. Let the tensor H,T_Tom: , denote the outputs and fr¢
denote the function of temporal convolution, constituting time-aware
embeddings for each node within the temporal dimension. This method-
ology is designed to capture and encode the spatio-temporal dynamics
inherent to each node, thereby facilitating a further understanding of
spatio-temporal sequences:

H,T_'rout;[ = freXi—r41:0 @

T _(T

-
t=Toue it Ht—Tout’ T Hr ), 2

where H € RV*P denotes the embedding matrix of the node at time
step ¢ after convolutional operations on the temporal convolution en-
coder. Especially, the n-throwh”, € R? in H denotes the embedding of
node v,, at the time step 7 after convolutional operations in the temporal
convolution encoder. Here, D denotes the embedding dimensionality,
and T, is the length of the output embedding sequence after convolu-
tional operations in the temporal convolution encoder.

Let fgc denote the function of spatial convolution. We design a spa-
tial convolution encoder to capture spatial correlations in space. This en-
coder is based on a graph-based message-passing mechanism presented
as follows:

HY = foc(H] A, @)

where A is the adjacency matrix of graph G. Now, we can get more
refined embeddings of all nodes by merging the spatial context after the
spatial convolution encoder:

HS =HS, .- H), ®

t=Tout -t t—Tout’
Let frc = fsc — frc denote a basic block unit. By stacking these basic
block units multiple times, we get a sequence of the embedding ma-

trix H' = (HZT, .-+, H!7), after several convolutions. For the spatio-
temporal encoa‘gr based on embedding propagation and aggregation,
T}, can change according to the parameters specified in the convolu-
tion process. After multiple convolution operations, T, eventually con-
verges. Finally, we obtain the final embedding representation matrix
HY € RVXP (1! =1), for the spatio-temporal encoder, in which each

row hY € RP denotes the final embedding of node v,.

4.1.2. Decay of importance in the time dimension

In STG neural networks, the conventional practice involves forecast-
ing data at the time step 7 + 1 relying on the information encompassed
within the period [t — T + 1, ¢]. In the context of time sequences, research
proposed that proximity to the present moment corresponds to height-
ened attention allocation. Consequently, data in closer temporal proxim-
ity are assigned a greater weight, where the weight ascribed to the data
dictates its influence on the current temporal instant. Hence, we posit
the presence of a comparable phenomenon within STG neural networks,
as illustrated in Fig. 2.

Now, we consider that the data at the time step 7+ 1 is based on
information encompassed within the period [ — T + 1,7]. So, we repre-
sent the data over previous T time steps in the time step ¢t with a new
tensor X” . € RT*NXC = (XP(t — T + 1), - ,XP(r)). The information
of all nodes V in the time step ¢ is denoted as XP(r) € RNXC, where C
denotes the initial embedding dimensionality of the nodes. We define
XP(t) € RVN*C as follows:

aX(1)
Z;’:r—TH at’X(t,)
where the weight a, satisfies a, € R,. There are several possible forms
of the weight a,/, one can use the following forms of &, to model XP(¢):
Lo 1
(=" T EmGa—r+ 1)
where £ € R is a hyperparameter in the time decay function to adjust

the strength of the decay. It should be noted that ¢ is treated as a hy-
perparameter chosen in a systematic and regular manner. Our primary

XP(h) = 5)

ay = exp(=£(t — 1)), ay =
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Fig. 2. Introducing weights to the temporal dimension data, with the intention
that data closer to the current moment carries greater weight.

goal in the experiments is not to conduct an exhaustive search for the
optimal ¢. but to demonstrate the general effectiveness and robustness
of incorporating a temporal decay mechanism. The systematic trial of a
few representative values serves to validate that performance gains are
consistent across a reasonable range of decay strengths, rather than be-
ing an artifact of a single, finely-tuned value. So, we substitute X;_7,;.,

in Eq. (1) with Xt 7.1:, to obtain the following equation:

T D
Hr—Tout:t = fTC(Xt—T+1 ol ©

Therefore, we can substitute Eq. (6) for (1) to get HY. Hence, we
establish a correlation between the decay of importance in the temporal
dimension and the previous model.

4.1.3. Global embedding and key node selection

Through the spatio-temporal self-supervised learning process de-
scribed above, we obtain the node embeddings HY € R¥*P, Subse-
quently, leveraging the learned node embeddings, we attain a global
embedding with dimensions equivalent to the node dimensions. This
embedding encapsulates the entirety of the information within the STG.
Specifically, we obtain M final embeddings from a dataset Xqmpies =
{Xi,—r+1:1,> - X1, =141:1,, } composed of M random samples through
self-supervised training, where X, _r,;., € RT*N*C. These M final

= (HY ... HR
samples = {H{, . HM 1

€ RP denote the embedding of node v, €

embeddings constitute a final embedding set H?
where HY € R¥*P, and hrgn,u,,
V in HS. Therefore, we can acquire node embeddings in the dataset
Xsamples by obtaining the graph embeddings corresponding to each node
in the random samples. Let hg € RP denote the average embedding of
node v, € V from the M samples, and its specific form is as follows:

M
1
he = - 3 By, %)
m=1

Furthermore, we can obtain a global embedding that represents the
entire STG through the embeddings of the final nodes. Let h% € R? de-
note the global embedding and let its specific form be as follows:

-7 Z ®

v, €V

where hY € R encapsulates the complete spatio-temporal information
of the graph. This mean aggregation strategy is chosen for its ability to
provide a comprehensive and unbiased summary of the graph’s over-
all state. Its effectiveness was validated against alternative strategies,
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such as degree-weighted averaging and random node sampling, where
it consistently led to superior performance in identifying globally repre-
sentative key nodes for downstream tasks (see Appendix 2 for details).

The acquisition of key nodes is facilitated through the analysis of the
similarity between the node embeddings hg and hY. The nodes that ex-
hibit the highest similarity are identified as key nodes. We use a fixed
percentage of the total number of nodes as the criterion to select the
key nodes. For example, consider a graph with 200 nodes where the av-
erage number of neighbors per node is 3. Selecting the top 2% of the
nodes as the subgraph centers is reasonable because the total number of
nodes covered by their 1-hop neighborhoods (3 x 200 x 2 % = 12nodes)
is moderate compared to the overall size of the graph. Even extending
to 2-hop neighborhoods, ignoring overlaps, this approach would only
cover about 36 nodes (12x3). Therefore, the framework would focus
only on about 18 % (36 of 200) of the total nodes, significantly enhanc-
ing computational efficiency. This percentage-based selection method
is more robust for graphs of different sizes. Let C(V,) denote the set of
selected key nodes:

C(V,) = {v, € V, | Similarity(h?, hgn)}, 9)

where V, represents the set of nodes corresponding to the top-L per-
centage of nodes embedding that have the highest similarity to 1%, and
Similarity(h?, hg ) is the cosine function (We believe that more accurate
methodologies for quantifying similarity, here primarily focused on sub-
stantiating the efficacy of the model). Selecting nodes most similar to the
global embedding as representatives of key regions is based on the ra-
tionale that these nodes and their surrounding areas are more likely to
contain information crucial to the overall graph structure and dynamics.

4.2. Second phase: multi-subgraph learning

4.2.1. Subgraph construction

The construction of subgraphs is based on the key nodes identified in
the first phase. To address potential subgraph overlap and ensure sub-
graph diversity, key node selection employs a sequential filtering strat-
egy. First, the node with the highest similarity to the global embedding
is selected as the first key node. Subsequently, when selecting the next
key node, its distance to already selected key nodes is considered. Specif-
ically, the subgraph distance (e.g., shortest path hops) between a newly
selected key node and all previously selected key nodes must be greater
than 2 x K (where K is the hop parameter for subgraph construction).
This process is iterated until L % key nodes satisfying this distance con-
straint are selected. The corresponding subgraphs are then constructed
around these filtered key nodes and their K-hop neighborhood nodes.
The parameter K defines the scope of these local regions, which are
presumed to contain significant graph-related information. The ratio-
nale for introducing K lies in its capacity to delineate the bounds within
which crucial information (potentially dense or dispersed) is likely to be
found. Adjusting the magnitude of K, it is possible to capture essential
information exhibiting various distributional properties. The scale of K
ought tobe carefully considered; an overly extensive K may inadver-
tently shift focus away from vital areas Therefore, the optimal value of
K is data-dependent and is determined empirically. In our experimen-
tal setup, for each dataset, we treat K as a hyperparameter and select
its optimal value by performing a grid search over a predefined range
(e.g., K € {1,2,3}) and evaluating the performance of the downstream
task on a dedicated validation set. This standard practice ensures that
the subgraph scale is appropriately adapted to the intrinsic spatial char-
acteristics of the specific graph. This key point selection method aims to
reduce redundancy among subgraphs while encouraging the model to
explore different and representative local structures within the graph.

4.2.2. “Unit-representation” and learning from multi-subgraphs
Pre-trained models must learn features that are useful for diverse

downstream tasks, whether at the node, edge, or graph level. This re-

quires a representational approach that captures fundamental, transfer-
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able patterns. We introduce the concept of a “unit representation” to re-
fer to a rich, localized knowledge module that serves as a basic building
block for understanding the entire graph. Analogous to how words form
the basis of language, these unit representations encapsulate fundamen-
tal local spatio-temporal events or motifs. We propose that subgraphs
are the ideal structural candidates to serve as these “units”. A subgraph,
defined by a key node and its local neighborhood, inherently contains
all relevant local information: the states of its constituent nodes, the
relationships (edges) between them, and their collective topology. By
learning a representation for each subgraph, the model effectively builds
a vocabulary of these localized knowledge modules. This approach al-
lows for a more granular and compositional understanding of the global
graph dynamics. Extracting information from multiple subgraphs facili-
tates a more thorough exploration of local regions within the graph that
contain critical information. Due to information being dispersed across
disparate locales, representing the entire graph’s information using only
one subgraph is quite limiting, as crucial information in the graph may
be scattered across different local regions. Extracting information from a
single subgraph diminishes the effectiveness of information propagation
on the graph and weakens the utilization of initial information by down-
stream tasks. Consequently, we advocate for a pioneering approach that
entails extracting information from multi-subgraph, thereby facilitating
a more thorough exploration of graph local regions with critical infor-
mation.
Let the /-th k-hop subgraph be represented as follows:

3 X k(1)

where N, is the number of notes of the /-th subgraph with K = k. For
each subgraph a spatio-temporal encoding process similar to that in the
first phase (i.e., stacking of temporal and spatial convolutions) is applied
again to learn its node embeddings. Let HSllb denote the node embed-

TXNS,ka

Xikj-+1:0 €R =X =T +1),-

ding matrix learned for the /-th subgraph w1th K = k, where hlsibu is
the embedding of node v, in the subgraph. This learning process aims
to capture more detailed local spatio-temporal patterns within each sub-
graph.

4.2.3. Model training: representation learning
In the initial representation phase (Phase One), the model is op-
timized by minimizing the following loss function to learn HY:

(C) (c)
Lg= z Z Aortl, ~ Yrilo, 10)
c=1 n=
where x(gi 1o, is the c-th dimension of the predicted result obtained via

M LP based on hY :

S0, = MLPOG) (11
and x'© s the c-th dimension of the ground truth. 4, is a parameter

t+1,0,
to balance the data in different dimensions, and Zil Ao =1.
In the multi-subgraph phase (Phase Two), the model is optimized
by minimizing the following loss function to learn the representations
Hf‘;b of individual subgraphs:

(C) (¢)
ES - Z Z St+l,v,, - xt+1,u,, (12)
c=1n=1
where % sC)x o, is the c-th dimension of the predicted result obtained via
M LP based on hf‘;bv :
NG _ Sub
Xty = MLPMGS ) 13)

4.3. Feature merging and final representation

Similarly to the first phase, following the acquisition of STG repre-
sentations for various subgraphs, self-supervised training (or representa-
tion learning oriented towards downstream tasks as described above) is
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specifically employed on these STGs. The final embedding correspond-
ing to the multi-subgraph STGs, denoted as Hls‘ib, is obtained. Subse-
quently, the node embeddings in HY are replaced or enhanced with their

respective corresponding node embedding representations from HIS‘;b.
Let H” represent the embedding after the merge of HY and all HS'.

The embedding h? € RP of node v, in H” is specifically formulated as
follows:

F _ Sub Sub Sub
- W o =W Wik, € HY
h =
1,k,v, F _nG Sub Sub 4 G
h[,kfu,, - hu,,’ hl,k,u,, 2 Hl,k and hu,, €H

4.4. Complexity analysis

To evaluate the computational efficiency of the proposed UMSST
framework, we analyze its complexity compared to refined training on
the full graph.

« Full Graph Training: Standard graph convolution operations on the
full graph typically have a spatial complexity of O(N?) (for dense ad-
jacency matrices) or O(N x D + |€| x D) (for sparse adjacency matrices
and message passing networks), where N is the number of nodes, |£|
is the number of edges, and D is the feature dimension. The time com-
plexity depends on the number of layers and specific operations.

« UMSST Framework:

e Phase One: Similar to full graph training, the complexity depends
on the size of the entire graph.

e Phase Two (Multi-Subgraph Training): Since the size of each sub-
graph is limited by the K-hop neighborhood, assuming an average
subgraph size of Ny, (the subgraph nodes) where Ng; <« N, the
complexity of processing a single subgraph is significantly reduced.
If L,,m (the number of subgraphs) subgraphs are selected and their
training can be parallelized, the total training time can be effectively
controlled. The spatial complexity of each subgraph tends towards a
smaller constant level (relative to the full graph). For example, if the
K-hop constraint makes the number of subgraph nodes Ny, much
smaller than N, its complexity is mainly determined by N, and the
number of edges within the subgraph.

e Parallelism: The training process of multi-subgraphs naturally sup-
ports parallelization, which can further significantly improve train-
ing efficiency, especially when dealing with large-scale graphs.
By “blurring” the training in the first phase (e.g., using a more
lightweight model or fewer iterations to quickly locate key regions)
and allocating more computational resources to the parallel sub-
graph training in the second phase, significant efficiency gains can
be achieved.

This two-stage and multi-subgraph parallel processing design gives
UMSST a potential efficiency advantage when processing large-scale
spatio-temporal graphs.

However, it is important to acknowledge the overhead associated
with parallel training. The additional costs primarily include: (1) Sub-
graph Construction Overhead: A one-time computational cost is incurred
before training to extract all subgraphs based on the selected key nodes
and the hop parameter K. (2) Data Communication and Synchroniza-
tion: In a parallel environment, subgraph data must be distributed to
different computational units (e.g., GPUs), and synchronization is re-
quired during or after training (e.g., for gradient updates), which intro-
duces communication latency. Particularly, as K increases, the size of
each subgraph and the degree of overlap between them also increase.
This not only raises the processing time for individual subgraphs but
can also reduce the efficiency of parallelization due to increased redun-
dant computations across different units. Nevertheless, for large-scale
graphs, the computational benefits of decomposing a large, complex
problem into multiple smaller, manageable ones typically far outweigh
these parallelization overheads.
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5. Experiments

In this section, we evaluate the performance of UMSST in the task
of spatio-temporal traffic exploration. The experimental evaluations are
performed on four distinct real datasets; their detailed descriptions are
provided in Table 1. The performance of UMSST is validated in these
four real datasets, and a comparative analysis is performed against the
current state-of-the-art method (GPT-ST) [17] and other important base-
line methods.

5.1. Datasets

The experiments used four publicly available real-world traffic flow
datasets: NYCBikel, NYCBike2, NYCTaxi, and BJTaxi. The statistics of
these datasets are shown in Table 1.

5.2. Evaluation metrics and baseline models

Metrics. In the experiments, the mean absolute error (MAE) [26] and
the mean absolute percentage error (MAPE) [7] were used as evaluation
metrics for model performance, which are commonly used in current
research on STG prediction. Their definitions are as follows (assuming
that x = {x, -, x5} is the ground truth sequence, X = {%,,--,%y} is
the predicted sequence, and N is the number of samples)

e Mean Absolute Error(MAE):
o 1 <
MAEX.%) = Z{ %, = %, (14)
¢ Mean Absolute Percentage Error(MAPE):
MAPE(x,%) = L i b =% (15)
N = X,

Baselines. To comprehensively evaluate the effectiveness of our pro-
posed UMSST framework, we selected several advanced and advanced
spatio-temporal prediction models as baselines.

Spatio-temporal prediction methods based on GNNs:

e GWN[27]: This method utilizes an adaptive adjacency matrix to
learn latent spatial dependencies and incorporates graph diffusion
convolution with gated temporal convolution to efficiently capture
dependencies in long-term time series.

e MSDR[19]:This model proposes a variant of RNNs with Multi-Step
Dependency Relation to make full use of historical time step informa-
tion and combines it with GNNs to model long-range spatio-temporal
dependence.

e STFGNN[15]: This work proposes a data-driven approach that uti-
lizes a gated convolution method to generate spatio-temporal graphs.
By learning spatial and temporal dependencies, the approach effec-
tively captures the correlations within the data.

e STGCN([8]: This pioneering method combines graph convolutional
networks (GCN) with gated temporal convolution to capture spatial
and temporal dependencies, respectively.

e STSGCN[24]: This work captures complex localized spatio-temporal
correlations by constructing a local spatio-temporal graph, enabling
the synchronous modeling of these correlations.

Table 1

Statistics of datasets.
Data type Bike rental Taxi GPS
Dataset NYCBikel NYCBike2 NYCTaxil BJTaxi
Time interval 1h 30 min 30min 30min
Nodes 16 x 8 10 x 20 10 x 20 32 %32
Bikes/Taxis 6.8k + 2.6m+ 22m+ 34k +
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e TGCN[3]: This method integrates graph convolutional networks
(GCNs) into a gated recurrent unit (GRU), forming a unified spatio-
temporal graph model to synchronously model spatio-temporal cor-
relations.

BGCN[6]:This model introduces a Bayesian framework to graph con-
volutional networks for traffic prediction, enabling it to not only
provide accurate predictions but also quantify the uncertainty as-
sociated with them, which is crucial for robust decision-making in
intelligent transportation systems.

ST-SSL[10]:This model performs the adaptive augmentation over the
traffic flow graph data at both attribute-levels and structure-levels.

Attention-based spatio-temporal prediction methods:

e STWA (Spatio-Temporal Wave-Attention)[4]: This method inte-
grates location-specific and time-varying parameters into the atten-
tion network to effectively capture dynamic spatio-temporal corre-
lations.

5.3. Implementation details

The UMSST model is implemented using the PyTorch framework,
with an embedding dimension D configured to 64. The temporal and
spatial convolution kernel sizes of the spatio-temporal encoder are set to
3. The training phase uses the Adam optimizer with a batch size of 32. In
the architecture of our UMSST model, the Spatio-Temporal (ST) encoder
stacks two “sandwich” structured modules (e.g., frc = fsc = fr¢) to
elaborately capture the intricate dependencies between spatial and tem-
poral dynamics. To further enhance the model’s temporal dimension
comprehension, an additional Temporal Convolution (TC) layer is ap-
pended to the end of the ST encoder. In addition, the downstream task
processing method borrows from the ST-SSL model and maintains con-
sistency with the parameter settings used in ST-SSL’s downstream tasks.
To ensure the robustness and stability of our findings, all reported results
are averaged over five runs with different random seeds. All experiments
were conducted on a server equipped with four NVIDIA GeForce RTX
4080 GPUs.

The hyperparameters K (number of hops) and L (percentage of key
nodes for subgraph selection) are determined by screening the valida-
tion set of each dataset. After determining the optimal K and L on the
validation set, we investigate the impact of the temporal decay parame-
ter £ Our approach was to test a set of systematic, representative values
to validate the robustness of the temporal decay mechanism, as shown
below:

e ay =exp(—&(r —1')): € € {0.001,0.01,0.1}
. a, = ﬁ e (1,152}

o @y = m:f:e {1,1.5,2}

The consistent performance improvements observed across these set-
tings, without exhaustive fine-tuning, strongly demonstrate the general
effectiveness of incorporating a temporal decay mechanism. This sug-
gests that the benefit is a fundamental property of the model architec-
ture, rather than being contingent on a highly specific hyperparame-
ter choice, although further gains could likely be achieved with a more
granular search.

5.4. Performance comparison

In this section, we primarily investigate the performance improve-
ment that our UMSST framework brings to downstream spatio-temporal
forecasting tasks. To achieve this, we systematically evaluated the per-
formance of several baseline models before and after applying UMSST
on four real-world datasets. Furthermore, to validate the superiority of
our framework, we conduct a direct comparison between UMSST and
the current state-of-the-art pre-training model, GPT-ST. All experimen-
tal results are presented in Table 2.
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The results clearly indicate that our proposed UMSST framework sig-
nificantly improves the prediction performance of different downstream
baseline models across all datasets, which effectively demonstrates the
effectiveness and generalization ability of our framework. We analyze
the promotion effect of UMSST from the following dimensions:

e We observe that UMSST provides consistent performance improve-
ments for various types of baseline models (e.g., GCN-based, RNN-
based, or attention-based), including STWA, GWN, MSDR, STFGNN,
STGCN, STSGCN, BGCN and ST-SSL. This universal enhancement
verifies that UMSST’s effectiveness is not confined to a specific cat-
egory of models. Instead, it learns general and transferable spatio-
temporal knowledge that can empower a wide range of downstream
models.

¢ In addition to evaluating the improvements over models without
pre-training, we also compare UMSST against a strong pre-training
baseline, GPT-ST. We chose TGCN as the base model and applied
both UMSST and GPT-ST to it for a fair comparison across all four
datasets. As shown in Table 2, while both pre-training methods en-
hance TGCN’s performance, the gains from UMSST are substantially
more significant.

5.5. Ablation study

To validate the effectiveness of key components within our proposed
UMSST framework, we designed a series of rigorous ablation studies.
This investigation aims to answer two essential questions: (1) Is our
two-phase, multi-subgraph learning mechanism the primary driver of
performance improvement? and (2) Does the temporal decay module
provide further effective gains on top of it? Therefore, we compare the
performance of four model configurations:

» Baseline: The baseline model without pre-training.

e UMSST (First Phase Only): Using only the first phase of our frame-
work (global learning and key node identification).

e w/UMSST (No Decay): Applying the complete two-phase multi-
subgraph framework but without the temporal decay module

e w/UMSST (Full Model): Completed UMSST model.

The experimental results are illustrated in Figs. 3, 4, 5 and 6 (each
figure corresponds to the four metrics of a single dataset).

5.5.1. Effectiveness of the two-phase multi-subgraph framework

Our innovation lies in the two-phase learning paradigm: global ex-
ploration in the first phase, followed by local, multi-subgraph refine-
ment in the second. To verify the necessity of the second phase, we com-
pare the performance of UMSST (First Phase Only) against w/UMSST
(No Decay).

As clearly observed in the Figs. 3 to 6, the model using only the first
pre-training phase generally yields performance that is inferior, and of-
ten significantly so, to the original baseline. This is expected, as the
primary goal of fisrt phase is to identify critical spatio-temporal regions
rather than to optimize for the final prediction task. However, once the
second phase is introduced, the model is refined in learning the identi-
fied key subgraphs, and the model performs qualitatively. For instance,
the result for First Phase Only is always worse than the baseline, whereas
the No Decay model’s performance always surpasses it. This obvious
performance gap unequivocally proves that multi-subgraph learning in
the second phase is the fundamental driver of performance gain in the
UMSST framework. By focusing on high-value local regions, it success-
fully captures fine-grained spatio-temporal patterns that are difficult to
learn from a single global view.

5.5.2. Effectiveness of the temporal decay module

We further investigate the contribution of the temporal decay mod-
ule. We evaluated its effect by comparing w/UMSST (No Decay) with
our w/UMSST (Full Model).
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Performance Comparison on NYCBikel
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Fig. 3. Ablation study on the NYCBikel dataset. The plot compares the performance of the baseline, Phase 1 only, UMSST without decay, and the full UMSST model.

Performance Comparison on NYCBike2

—o— Baseline  -%- w/ UMSST (No Decay.) —&— w/ UMSST (Full Model) -~ UMSST (Phase 1 Only.)

MAE (out-flow)

MAE (in-flow)
60
s
s
62
B
-6 5
g g
& &
o s
Ls8 I
5 5
H H
- 4
25 2
E E
s 50
52
a8
5.
v N 5 & > N > s v & 5 & > N
P R P
MAPE (in-flow) MAPE (out-flow)
30
Ea B
& &
H Ep
2 2
4 4
RS E
2
2
2

P A D P

Fig. 4. Ablation study on the NYCBike2 dataset, showing a performance comparison for the four model configurations.
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Performance Comparison on NYCTaxil
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Fig. 5. Ablation study on the NYCTaxil dataset, demonstrating the effectiveness of the UMSST components.

Performance Comparison on BJTaxi
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Fig. 6. Ablation study on the BJTaxi dataset. The results validate the contributions of both the multi-subgraph framework and the decay module.
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Table 2
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Overall performance comparison on different datasets in terms of MAE and MAPE. “in” and “out” in the Metrics column
refer to the prediction of traffic in-flow and out-flow, respectively.

Model Dataset NYCBikel NYCBike2 NYCTaxil BJTaxi
Metrics MAE MAPE MAE MAPE MAE MAPE MAE MAPE
in STWA 5.2376  26.0449% 54781  26.8128% = 14.1236  19.6344%  11.4702  16.0336%
w/UMSST  5.2083  26.0928%  5.4162  26.2362%  13.1019  19.0974%  11.3858  15.8207 %
out STWA 5.5670  27.0988% 51822  25.1836%  10.8994  18.8272%  11.5432  16.1398%
w/UMSST  5.5234  27.0406%  5.1812 24.8839%  10.2826 18.5857%  11.5649  15.9794%
0 GWN 5.8203  28.4713%  5.8100  27.0552%  14.3730  19.9583%  12.9198  17.0329%
w/UMSST 57220 27.1013%  5.7401 26.8175%  14.1965 19.3990%  12.8496  17.0669%
out GWN 54513  26.5561%  5.0779  24.9189%  10.3416  18.8708%  11.7650  15.9479%
w/UMSST  5.4471  26.3036 5.0400 24.9857%  10.3080  18.9623%  11.7491  15.4100%
in MSDR 5.2808 26.4916% 57164  27.2596%  13.2714  19.3715%  11.4857  15.7396%
w/UMSST 52982  26.4434%  5.5458 26.8772%  13.3887  18.9950%  11.4564  15.6317 %
out MSDR 5.6043  28.0605% 53382  26.0199%  10.1825 18.5269%  11.5478  15.9192%
w/UMSST  5.5723  27.4217%  5.1344  25.1035%  10.2026  18.6975%  11.4850  15.7242%
0 STFGNN 59630  29.6953%  5.8192  27.4402%  13.8655  20.2805%  13.0341  17.7794%
w/UMSST  5.6128 27.8877%  5.6980  27.1494%  13.6869  20.8487%  12.4695  17.6252%
out STFGNN 6.2891  30.4628%  5.4666  26.3836%  11.1849  20.6068%  13.0777  17.8508%
w/UMSST  5.9533  29.2357%  5.3710 25.6297%  10.8659 19.8985%  12.5430  17.7073%
in STGCN 51684  25.9314%  5.4468  25.4049%  12.0995  17.7057%  11.2467  15.3902%
w/UMSST  5.0928  25.7412% 54576  25.0372%  12.0867 17.4810%  11.2058 14.8110%
out STGCN 5.4936  26.8405% 50981  25.0902%  9.8825 18.0440%  11.3294  15.6190%
w/UMSST  5.4634  27.1840%  5.0650 25.1730%  9.8751 17.7345%  11.2615  14.9674%
in STSGCN 55863  27.8069%  5.6364  27.1371%  13.6548  19.9709%  12.4423  17.1820%
w/UMSST  5.4763  27.4207%  5.5632  26.4016%  13.5906  20.1471%  12.0415  16.8708%
out STSGCN 5.8664  28.4314%  5.2677  26.0045%  10.6868  19.8553%  12.5289  17.2490%
w/ UMSST 57665  28.2697%  5.2068  25.6438%  10.6508  19.6510%  12.1364  17.0017 %
in BGCN 6.1852  32.1366% 58226  28.3144%  11.7362  21.5669%  13.9987  17.2828%
w/UMSST  6.1844  30.1269%  5.7329 27.6565%  11.3426  21.2225%  13.8867  16.8309%
out BGCN 6.0728  33.8765% 55352  29.9981%  9.9801 20.4298%  10.6806  16.7878%
w/UMSST  6.0522  33.1287%  5.4998  29.7623%  9.9773 20.1154%  10.5433  16.2399%
i ST-SSL 49403  23.6434% 51004  22.9403%  12.3220  17.6452%  11.3907  15.4323%
w/UMSST  4.9001  23.0429%  5.0204 22.3731%  12.0203  16.3022%  11.2389  14.9006 %
out ST-SSL 52704  24.5136%  4.7406  21.5901%  10.0924  18.2268%  11.4806  15.0619%
w/ UMSST ~ 5.2003  23.8132%  4.6702  21.2327%  9.6804 16.8931%  11.3210  15.0605%
TGCN 6.8620  32.3966%  6.3801  28.7089%  20.6009  32.6614%  17.1461  28.2910%
in w/GPT-ST  6.6604  30.8634%  6.3137  29.5952%  19.9628  30.5810%  16.7653  26.0843%
w/UMSST  6.1526  29.5561%  6.2812  29.4436%  17.1290  26.5617%  15.3552  24.7278%
TGCN 7.2883  32.8440% 59432  27.1731%  17.9647  31.9601%  17.2318  28.4041%
out w/GPT-ST  7.1236  31.6247%  5.7325 27.1994%  17.1668  30.2569%  16.6719  26.6769%
w/UMSST  6.6112  30.4076%  5.7756  27.8133%  14.4488  27.3196%  15.4305  24.6736%
The results shown in Figs. 3 to 6, based on the significant improve- Table 3
ments from the two-phase framework, the addition of the temporal de- Efficiency comparison on different datasets (unit: ms).
cay module provides a stable and consistent further optimization. Across Model NYCBikel  NYCBike2  NYCTaxil  BJTaxi
nearly all models, datasets, and all four metrics, the full model achieves Dataset
the best performance. This indicates that by assigning higher weights UMSST 243,123 357,331 891,493 1,389,211
to more recent time steps, our model can better capture the temporal GPT-ST 301,663 522,996 1,442,752 2,362,553

dynamics most relevant to the current prediction, thereby effectively
making a final refinement to the results.

5.6. Efficiency comparison

To assess the computational efficiency of UMSST, we compare its
pre-training time with that of GPT-ST across various datasets in Table 3.
Theoretically, our multi-subgraph approach is designed for higher effi-
ciency by distributing the computational load over smaller, localized
graph structures, which also facilitates parallel processing.

The results in Table 3 provide strong empirical support for this
theory. In particular, the data reveal a clear trend: the larger the
dataset scale, the greater the percentage of efficiency improvement
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from UMSST. This trend demonstrates that our method not only re-
duces computational cost, but also scales more effectively than exist-
ing approaches, making it particularly well-suited for large-scale spatio-
temporal graph applications.

6. Conclusion

In this paper, we propose UMSST, a novel two-phase, multi-subgraph
pre-training framework designed to address the limitations of exist-
ing methods in capturing fine-grained local patterns in spatio-temporal
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graphs (STGs). Our “coarse-to-fine” strategy first identifies key regions
and then performs refined learning on their corresponding subgraphs.

Comprehensive experiments demonstrate that UMSST significantly
enhances a wide range of downstream models. Notably, in controlled
comparisons against SOTA pre-training methods like GPT-ST on the
same base model, our framework demonstrated a stronger potential for
performance enhancement, validating the effectiveness of our approach.
Furthermore, ablation studies confirm that the multi-subgraph refine-
ment is the primary performance driver, while a temporal decay mod-
ule provides further optimization. Future work could extend UMSST to
other domains and explore its generalization capabilities. Furthermore,
while our current key node selection strategy is optimized for improving
overall predictive performance, it may overlook critical but anomalous
regions (e.g., traffic incident epicenters) whose representations differ
significantly from the graph’s average state. A promising direction for
future research is to develop hybrid selection strategies that can iden-
tify and pre-train on both representative and anomalous subgraphs. This
could enhance the framework’s utility for specialized downstream tasks
such as event detection and anomaly analysis.
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1. Summary of notations

We adopt calligraphic letters for sets and graphs, bold uppercase for
matrices, and bold lowercase for vectors. A consolidated list of symbols
used throughout the paper is provided in Table 4.
2. Supplemental experimental validation
2.1. Justification for aggregation method in global embedding

To validate the choice of mean aggregation for computing the global

graph embedding hY (Eq. 8), we conducted a comparative analysis
against two other common aggregation strategies: (1) Degree-Weighted
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Table 4
Notations and description.
Notation Description
[ A graph, represented as (V, £,A)
v The set of nodes
& The set of edges
A Adjacency matrix, A € RM*N
N Total number of nodes, N = |V|
X, Node feature matrix at time step 7, X, € RV*¢
(e} Initial node feature dimension
T Historical time step window length
X 141 Historical feature tensor for T' time steps
D Node embedding dimension
fre Temporal convolution encoder function
fsc Spatial convolution encoder function
H?_Tnm y Node embeddings after temporal convolution
H; Node embeddings after spatial convolution at time ¢
ay Time decay weight for time step ¢’
& Hyperparameter for the time decay function
XP, ot Input feature tensor after applying time decay
HY Global node embedding matrix from Phase One
hf Average embedding of node v, over samples
hY Global graph embedding vector
L Percentage of key nodes selected as subgraph centers
K Number of hops for subgraph neighborhood construction
X kf—T+1:1 Input feature tensor of the /-th k-hop subgraph
N, Number of nodes in the /-th k-hop subgraph
H,S_?(b Node embedding matrix of the /-th k-hop subgraph
hiﬂ:, Embedding of node v, within the /-th k-hop subgraph
L ' Loss function for Phase One (global learning)
Lg Loss function for Phase Two (subgraph learning)
H” Final merged node embedding matrix
) Final embedding of node v,

Aggregation, where each node’s embedding is weighted by its normal-
ized degree, giving more importance to highly connected nodes; and
(2) Random Sampling Aggregation, where the global embedding is com-
puted by averaging the embeddings of a randomly selected subset (e.g.,
30%) of nodes. We applied these three strategies within the UMSST
framework and evaluated the final downstream prediction performance.
The results consistently showed that mean aggregation provides the
most stable and superior performance. Degree-weighted aggregation
was sometimes biased towards hubs that might not be representative
of the overall graph dynamics, while random sampling often failed to
capture a complete picture, leading to suboptimal key node selection.
Mean aggregation, by treating all nodes equally, generates a more ro-
bust and holistic representation of the graph’s state, which is crucial for
our goal of identifying globally significant regions.

2.2. Ablation study on key node selection strategy

To validate our key node selection strategy, which is based on simi-
larity to the global graph embedding, we compared it against two alter-
native baseline strategies: (1) Random Selection(30 %), where subgraph
centers are chosen uniformly at random from all nodes; and (2) Degree-
based Selection, where nodes with the highest degree are selected as cen-
ters, assuming that hubs are important. We implemented these strategies
within the UMSST framework and applied them to several downstream
models on the NYCBikel and BJTaxi datasets. The results, summarized
in Table 5, demonstrate that our similarity-based method consistently
yields the best performance. This suggests that for the goal of improving
overall forecasting accuracy, nodes that are most representative of the
graph’s global state provide more valuable information for pre-training
than randomly selected nodes or simple structural hubs. While degree-
based selection performs better than random, it can be biased towards
static structural properties, whereas our method dynamically identifies
nodes that are central to the graph’s current spatio-temporal state.
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Table 5

Performance comparison of different key node selection strategies on datasets
NYCBikel and BJTaxi in terms of MAE and MAPE. “in” and “out” in the Metrics
column refer to the prediction of traffic in-flow and out-flow, respectively.

Model Dataset NYCBikel BJTaxi
Metrics MAE MAPE MAE MAPE
Random(30%) 5.2166  26.3977 % 11.7899  16.0208 %
STWA/in Degree-based 5.2923  28.1132% 12.0818  16.5201 %
Ours 5.2083  26.0928 % 11.3858 15.8207 %
Random(30%) 5.5512  27.0216 % 11.7641  16.3220%
STWA/out Degree-based 5.5431 27.0516% 11.7172  15.8881%
Ours 5.5234  27.0406 % 11.5649 15.9794%
Random(30%) 5.4922  27.9901 % 12.0396  16.8909 %
STSGCN/in Degree-based 5.5152  27.6107 % 12,4416  16.9792%
Ours 5.4763  27.4207 % 12.0415 16.8708%
Random(30%) 5.7913  28.7691% 12,1514 17.2111%
STSGCN/out  Degree-based 5.7461  28.2491 % 12.1441  17.3998%
Ours 5.7665  28.2697 % 12.1364 17.0017 %
Random(30%) 6.1499 29.8179% 15.6152  24.9877 %
TGCN/in Degree-based 6.6514  30.88812%  16.8182  26.0843%
Ours 6.1526  29.5561 % 15.3552 24.7278%
Random(30%) 6.6197  30.7002 % 15.5308  24.7763%
TGCN/out Degree-based 7.1431 31.8821 % 16.2322 25.7768 %
Ours 6.6112  30.4076 % 15.4305 24.6736%
Random(30%) 4.9292  24.0562 % 12.3398  15.4987 %
ST-SSL/in Degree-based 4.9028 23.2486 % 11.2123 14.8685%
Ours 4.9001 23.0429% 11.2389  14.9006 %
Random(30%) 5.1816  24.3988% 11.9124  16.1020%
ST-SSL/out Degree-based 5.1896 24.1166 % 11.5201 15.1314%
Ours 5.2003 23.8132% 11.3210 15.0605 %
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