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Abstract—Hybrid satellite-unmanned aerial vehicle (UAV)-
terrestrial networks (SUTNs) can provide maritime users with
ubiquitous communication services. However, eavesdropping
poses a significant challenge to the secure communications of
SUTNs due to their wide-area coverage. In this paper, we
propose a novel secure scheme for maritime communications,
where a terrestrial-UAV integrated network coexists with marine
satellite (MS) systems in the presence of an eavesdropper (Eve).
Considering imperfect channel state information (CSI) for both
the MS and Eve, we focus on the collaborative design of
beamforming for the terrestrial base station (TBS), UAV, and MS,
as well as the UAV’s trajectory. A robust optimization problem
is formulated to maximize the worst-case secrecy rate, subject to
constraints on worst-case communication quality for each user,
UAV locations, and TBS backhaul throughput. To tackle this
intractable non-convex problem, we leverage the S-procedure,
general sign-definiteness, and successive convex approximation
(SCA) to propose a security solution that efficiently optimizes all
variables using convex optimization techniques. Numerical results
validate the effectiveness of the proposed solution, illustrating the
impact of CSI errors and the secure performance enhancements
achieved through joint trajectory and beamforming optimization.

Index Terms—Satellite-UAV-terrestrial networks (SUTNs),
maritime communications, physical layer security (PLS), robust
beamforming optimization, and trajectory design.

I. INTRODUCTION

With the advancement of the marine economy and the
development of smart ocean, maritime communication tech-
niques have aroused widespread research concerns [1]. In

Yu Yao and Wenqi Xiao are with the School of Information and Com-
munication Engineering, Hainan University, Haikou, 266000, China (e-mails:
yaoyu@hainanu.edu.cn; 18970725096@163.com).

Pu Miao is with the School of Electronic and Information Engineering,
Qingdao University, Qingdao, 266000, China (e-mail: mpvae@qdu.edu.cn).

Gaojie Chen is with the School of Flexible Electronics (SoFE), Sun
Yat-sen University, Shenzhen, Guangdong 518107, China (e-mails: gao-
jie.chen@ieee.org).

Haitao Yang is with the Institute of Flexible Electronics, Northwestern Poly-
technical University, Xi’an 710072, China (e-mail:iamhtyang@nwpu.edu.cn).

Chan-Byoung Chae is with the School of Integrated Technology, Yonsei
University, Seoul, 03722, South Korea (e-mail: cbchae@yonsei.ac.kr).

Kai-Kit Wong is with the Department of Electronic and Electrical Engi-
neering, University College London, London WC1E 6BT, U.K (e-mail: kai-
kit.wong@ucl.ac.uk). He is also affiliated with Yonsei Frontier Lab, Yonsei
University, Seoul 03722, South Korea.

This work was supported in part by the National Natural Science Foundation
of China under Grant 62261021; in part by the Scientific Research Fund
Project of Hainan University under Grant 625RC712, KYQD(ZR)-21008; in
part by Fundamental Research Funds for the Central Universities, Sun Yat-
sen University, under Grant No.24hytd010; in part by Shandong Provincial
Natural Science Foundation under Grant ZR2023MF096. (Corresponding
author: Gaojie Chen.)

order to meet the maritime communication requirements,
satellite-terrestrial integrated systems have arisen, in which
marine satellites (MSs) and terrestrial base stations (TBSs)
are combined together to improve maritime coverage [2], [3].
While the MS systems can cover a vast and wide ocean
surface, they suffer from intrinsic shortcomings such as the
far transmission distance (and hence high latency), restricted
onboard payloads and limited spectrum resources [4]. On
the other hand, the TBSs are installed along the coast to
offer the restricted offshore area coverage, where high quality
communication is ensured within a limited area. The inherent
drawbacks render the existing infrastructures, for example,
MSs and TBSs, inefficient and insufficient to satisfy the
growing demand for reliable information transmission on the
ocean surface [5].

Unlike MS systems and TBSs, unmanned aerial vehicles
(UAVs) can adjust adaptively their spatial positions based on
maritime communication demands [6]. Specifically, UAVs can
be flexibly deployed and serve as relay platforms to offer
connectivity to the communication users on the ocean surface.
Considering the UAV-aided relay transmission is restrained
by the channel capacity of backhaul link from the UAV to
TBS, the work of [7] proposed a UAV-aided decode-and-
forward (DF) relay maritime communication scheme. The
semi-closed-form solution to the UAV position was derived
for a single receiver. By utilizing the delay-tolerant DF
scheme, the work of [8] studied the optimization of the
communication performance of UAV-aided relaying network
within a limited scope of time. In addition, under the circum-
stance of underwater Internet-of-Things (IoT) systems, UAV
significantly facilitates data collection by collaborating with
unmanned surface vehicles (USVs), unmanned underwater
vehicles (UUVs) and sensors, improving the performance of
ocean monitoring systems [9]. Meanwhile, during search and
rescue operations, UAV is capable of offering high capacity
line-of-sight (LoS) links to facilitate the transmission of real-
time video information among the participating vessels and
TBSs [10]. An intrinsic feature of UAV is that energy-
efficient communications and trajectory optimization has to be
considered, while recent progresses in wireless power transfer
(WPT) is capable of providing further gains towards extending
their flying period.

Apart from TBS-UAV communication networks, the coex-
istence of UAV-aided networks and MS systems has been
studied [11]. Owing to the flexibility, maneuverability and
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strong LoS link, UAVs as relay platforms are readily combined
into satellite-terrestrial systems with various critical functions,
for example signal transfer [12] and complementary for ground
small base stations [13]. Moreover, the authors of [14] investi-
gated hybrid satellite-UAV relay systems based on coordinated
multi-point scheme with respect to two optimization methods
of relay selection and resource allocation. In [15], the power
allocation problem was considered to optimize the sum trans-
mission capacity of non-orthogonal multiple access (NOMA)-
enabled satellite-UAV-terrestrial networks (SUTNs) for mar-
itime communication applications. The integration of UAV-
aided networks and satellite systems for heterogeneous flying
platforms was studied in [16]. In addition, the far transmission
delay is extremely challenging for satellite systems. Hence,
the influence of flying platform altitude on the average trans-
mission delay was investigated to coordinate UAV-assisted
networks and satellite systems in [17]. Multiple UAV enabled
systems were established in [18], where the average cover-
age probability and the system transmission capacity were
studied for specific regions. The work of [19] proposed the
onboard mobile wireless communication systems, where low-
complexity resource allocation approaches were developed to
provide the various uplink transmission services.

Owing to the intrinsic broadcasting and openness of the
wireless environment and LoS characteristics of the UAV, the
exposed hybrid SUTNs are vulnerable to potential eavesdrop-
ping and illegitimate disturbance. Conventionally, the upper-
layer encryption is exploited to perform the security in wireless
transmission. However, the high dynamics and processing
delay of UAV make such methods ineffective. Physical layer
security (PLS) technique has revealed as a valid complement to
conventional encryption method, which play an important role
in guaranteeing maritime communication security [20], [21].
The combination of PLS scheme and UAV communication is
capable of improving the secure communication performance
by cooperatively designing resource allocation and UAV tra-
jectory [22]. For example, a mobile UAV was employed to
improve coverage and concurrently enable secure transmis-
sion between the satellite systems and authorized users with
the internal eavesdropper (Eve) [23]. The authors of [24]
studied the secure problem by extending ground networks to
satellite communications using the UAV-based artificial noise
scheme. Combining beamforming optimization with artificial
noise method realizes more secure communication perfor-
mance. In [25], the secure transmission performance analysis
was considered for a NOMA hybrid space-ground network.
Moreover, the work of [26] proposed a two-layer Stackelberg
game based system model to perturb malicious wiretapping
and jamming attacks in the SUTNs system. The secrecy
transmission problem of a friendly jammer enabled cognitive
satellite-terrestrial system was studied in [27]. The security
and reliability tradeoff performance for a satellite-terrestrial
system exploiting the NOMA technique was analyzed in [28].

Beamforming optimization schemes have been applied in
hybrid SUTNs. since they concurrently improve the signal
power at licensed receivers and restrain signal disclosure from
possible Eves. Researchers have put great efforts into devising
secure beamforming based on satellite systems and TBSs [29]–

[32]. In particular, a design approach in which the transmit
beamforming is an integration of the energy and information
components was proposed and secure transmission problem of
relay systems was studied in [29]. A aerial beamforming relay
network was investigated in [30]. A UAV-aided antenna array
was employed to enable secure transmissions between ground
users. Furthermore, the authors of [31] extended the secure
transmission problem of multibeam satellite systems. The
work of [32] formulated the secure communication model of
cognitive satellite-terrestrial networks, where Taylor expansion
technique was employed to handle the design problem, and an
alternative optimization procedure was presented to acquire
suboptimal beamforming solution. All the aforementioned
security studies assumed perfect channel state information
(CSI), which is unpractical in MS and eavesdropping channel
conditions. However, perfect CSI acquisition could be difficult
for the hybrid SUTNs owing to large transmission delay,
variable signal transmission, and undesired channel condition.
It not only requires the spectrum coexistence of satellite, UAV,
and ground networks but also faces the challenge of timing
synchronization. If maritime communication is considered
simplistically on the basis of perfect CSI for system opti-
mization, the secure transmission capability would be greatly
deteriorated. To the best of our knowledge, the PLS technique
for hybrid SUTNs with imperfect CSI has not been studied
before.

Based on the aforementioned discussions, this work pro-
poses a secure optimization framework for maritime commu-
nications, where terrestrial-UAV integrated network coexists
with the MS system. Specifically, considering the secure
communication in the maritime scenario, UAV is served as a
flying DF relay to offer wireless coverage and improve system
security via PLS scheme. A comparison between our work and
state-of-the-art methods is presented in Table I, and the main
contributions of this paper are listed as follows.

• We propose a novel design strategy of UAV-relay-aided
secure maritime communications against a suspicious
Eve. The UAV is utilized as a flying relay to support
large range communications. Meanwhile, the MS systems
provide service to dedicated satellite users (SUs). The
system model is firstly extended to a general scenario
where the bounded CSI of MS and eavesdropping chan-
nels is taken into consideration. To handle the spectrum
scarcity problem on the ocean, the spectrum resource is
shared among the MS, TBS and UAV, where collaborative
beamforming scheme is employed to suppress co-channel
interference.

• A robust secrecy rate (SR) optimization problem is es-
tablished to jointly design the collaborative beamforming
methods and UAV trajectory, subject to several practical
requirements, for example UAV locations, system power
budget, worst-case quality of service (QoS) requirements
of maritime user (MU), and TBS backhaul throughput.
The worst-case robust optimization scheme can ensure the
secure communication capability of all users regardless
of the practical channel conditions.

• To tackle the coupling problem of multiple variables, a
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TABLE I: Comparison between our work and state-of-the-art methods

[1], [2] [33], [24] [25], [32] [15], [34] [10], [22] [29], [30] Proposed
Collaborative beamforming design X X X X

Trajectory planning X X X X X X
Spectrum coexistence of SUTNs X X X X X

UAV relay X X X X X
Secure communication X X X X X

Imperfect CSI of satellite X
Imperfect CSI of Eve X X

TABLE II: Variable list

Notation Definition
K number of MUs
M number of SUs
Nt number of antennas for TBS
Nu number of antennas for UAV
Ns number of antennas for LEO

HT,U channels between TBS and UAV
hU,k channels between UAV and MU k
hU,E channels between UAV and Eve
hU,m channels between UAV and SU m
HS,U channels between LEO and UAV
hS,k channels between LEO and MU k
hS,m channels between LEO and SU m
sm SU m designated stream from LEO
sk MU k designated stream from TBS

wU,k beamforming by UAV for MU k
wT,k beamforming by TBS for MU k
wS,m beamforming by LEO for SU m

sequential optimization framework with two subproblems
is developed. The subproblem is tackled by exploiting
auxiliary variables, Cauchy-Schwarz inequality and suc-
cessive convex approximation (SCA) approaches in an
iterative way. For the imperfect CSI condition of MS
systems and Eve, the S-procedure is employed to dealing
with semi-infinite inequality constraints generated by the
CSI error uncertainty.

• Numerical results demonstrate that UAV matches well
with the MS systems and maritime communication net-
works. Furthermore, the joint cooperative beamform-
ing and trajectory optimization approach is capable of
achieving interference coordination and enhancing secure
communication performance effectively.

The rest of our work is organized as follows. Section II
introduces the secure hybrid SUTNs system model. The robust
SR optimization problem is established in Section III with high
quality solution in Section IV. Section VI and Section VII give
the simulation results and conclusions.

Notations: Matrices are denoted by bold uppercase letters
and vectors are denoted by bold lowercase letters. The trace
and the vectorization operations are represented by tr (·) and
vec (·), respectively. (.)

T , (.)
H and (.)

∗ signify transpose,
Hermitian transpose and complex conjugate of matrices, re-

Air

TBS

UAV

Eve Maritime users
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Satellite
Space

Sea

Satellite 

UAV 
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station

Fig. 1: A description of the studied hybrid MS-UAV-terrestrial
secure systems.

spectively. diag (·) signifies the vector formed by the diagonal
elements of matrices. ⊗ is the Kronecker product. E (·) indi-
cates the statistical expectation operation. The major variables
adopted in the paper are listed in Table II for ease of reference.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System model

We study the PLS of a hybrid SUTNs in maritime commu-
nication scenarios. As presented in Fig. 1, the system model
is made up of a TBS, a UAV-relay, MUs, and MS system.
The MS system with NS-antennas serves M dedicated SUs,
while TBS with NT -antennas sends the confidential signals
to K single-antenna MUs. The UAV serves as a NU -antenna
DF relay to support the TBS establish transmission links with
MUs. Furthermore, there exists a single-antenna Eve, whose
perfect CSI is unavailable, aims at wiretapping the confidential
information intended to the secure MUs.

The spectrum resource is shared among TBS, UAV and
MS. Hence, there exists disturbance between the TBS-UAV
link and the MS-SU link and between the UAV-MU link
and the MS-SU link. A three-dimensional (3D) coordinate
system is constructed with the ground as the horizontal
plane. The horizontal coordinates of the Eve and MU k are
qE = [xE , yE ]

T and qk = [xk, yk]
T
,∀k, respectively. The

overall flight mission T is equivalently divided into N slots
each with ∆t = T/N . Hence, the 3D coordinates of the UAV
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hU,k [n] =
√
L0d

−α
U,k [n]

(√
KU,k

KU,k + 1
aU,k [n] +

√
1

KU,k + 1
gNLoS

U,k [n]

)
∈ CNU ,∀k,

hU,E [n] =
√
L0d

−α
U,E [n]

(√
KU,E

KU,E + 1
aU,E [n] +

√
1

KU,E + 1
gNLoS

U,E [n]

)
∈ CNU ,

(3a)

(3b)

is represented by q[n] = (qx[n], qy[n], Z)
T
, n ∈ {1, ..., N}.

Moreover, the initial and final positions of the UAV are qI and
qF. Therefore, the UAV trajectory constraints can be denoted
as

q[1] = qI,q[N ] = qF,

‖q [n+ 1]− q [n]‖ ≤ Vmax∆t,∀n,
Zmin ≤ Z ≤ Zmax,

(1a)
(1b)
(1c)

where Vmax represents the flying speed of the UAV. Zmin
and Zmax are the minimum and maximum flight heights,
respectively. Owing to the high height of the UAV, the ground-
to-air channel between the TBS and UAV is dominated by
strong LoS link, which is denoted by

HT,U [n] =
√
L0d

−α
T,U [n]aTU [n] aT,U [n] ∈ CNU×NT , (2)

where α denotes the path lass exponent and L0 signifies the
channel gain at the reference distance of 1 m. dT,U [n] =√
|q [n]|2 + Z2 is the 3D distance between the TBS and

UAV. aU [n] ∈ CNU and aT,U [n] ∈ CNT are steering vectors
with angle-of-arrival (AoA) at UAV and angle-of-departure
(AoD) at TBS, respectively. In terms of modeling the air-to-
sea channels between the UAV and each MU and between
the UAV and Eve, we consider small-scale Rician fading
where the LoS component coexists with non-LoS (NLoS)
components [22], [35]. The air-to-sea channel models are

denoted as (3), where dU,k [n] =

√
|q [n]− qk|2 + Z2 and

dU,E [n] =

√
|q [n]− qE |2 + Z2 signify the spatial distances

from the UAV to the kth MU and from the UAV to Eve,
respectively. For the LoS component, aU,k [n] and aU,E [n]
are steering vectors from the UAV to the kth MU and from
the UAV to Eve, respectively. Without loss of generality,
the entries of NLoS components gNLoS

U,E and gNLoS
U,k ,∀k are

assumed to be independent and identically distributed (i.i.d.)
zero-mean and unit variance circularly symmetric complex
Gaussian (CSCG), that is, ∼ CN (0, 1). KU,k,∀k and KU,E
denote the Rician-K factor of the channels from the UAV to
each MU and from the UAV to Eve, respectively, signifying
the ratio of the power between the specular component and
the scattered components.

Considering the influences of free space loss (FSL), rain
attenuation fading and MS antenna directional gain, the chan-
nel gains between MS and UAV and between MS and the ith
SU/Eve can be modeled as

HS,U [n] =
√
GsCS,U [n]aTU [n] aS,U [n] ∈ CNU×NS ,

hS,i [n] =
√
GsCS,i [n]aS,i [n] ∈ CNS ,∀i,

hS,E [n] =
√
GsCS,E [n]aS,E [n] ∈ CNS ,

(4a)

(4b)

(4c)

where Gs represents the receive antenna gain of MS. CS,i =(
λ

4πli

)2

represents the path loss coefficient with λ and li
signifying the wavelength and the relative distance between
MS and the ith SU, respectively. The vector aS,i = h̄

− 1
2

i �
b

1
2
i � ej

2π
λ di ∈ CNS represents the ith MS downlink link.

di is the distance vector between each MS antenna and the
ith SU. h̄i =

[
h̄i,1, ..., h̄i,Ns

]T
stands for the rain attenuation

fading vector1, whose expression in dB generally follows a
lognormal random distribution, i.e., In

(
h̄dB
i,ns

)
∼ CN

(
µ, σ2

)
with µ and σ2 denoting the lognormal location and the scale
factor, respectively. In addition, bi = [bi,1, ..., bi,NS ]

T denotes
the MS antenna directional gain vector, which relies on the
antenna pattern and the location of the ith receiver. Its elements
can be calculated as [36]

bi,m = bmax

(
J1 (ui,m)

2ui,m
+ 36

J3 (ui,m)

u3
i,m

)2

, (5)

where bmax is the maximal satellite antenna gain, J1 (·) and
J3 (·) denotes the first kind of Bessel functions of orders 1 and
3, respectively, and ui,m = 2.07123 sinφi,m/ sin (φ3dB)i,m
with φi,m being the angle between the mth beam boresight
and the ith SU’s position, and φ3dB being the half power
beamwidth.

In the considered secure SUTNs system, it is difficult for the
network operational center (NOC) to acquire perfect CSI of the
MS channel [37]. This is because that both the transmission
delay and processing delay exist, as well as the mobility of
the MUs. In addition, the potential Eve will not transmit pilots
frequently to update the CSI at NOC, leading an outdated
CSI [23]. If SUTNs system is conceived directly under the
assumption of perfect CSI, the secure communication perfor-
mance will be degraded greatly. As a result, we consider the
outdated CSI for MS and eavesdropping channel coefficients.
Based on the correlation model, we have

h [n] = ρh̄ [n] +
√

1− ρ2ĝ [n] , (6)

where h [n] is the delayed version of h̄ [n]. The outdated
CSI coefficient between h [n] and h̄ [n] can be described by
ρ = J̄0 (2πfDTdelay), J̄0 is the zeroth order Bessel function
of the first kind, fD and Tdelay are the maximum Doppler
frequency and the delay of the transmissions between transmit-
ter and receiver, respectively. ĝ [n] is independent identically
distributed with h̄ [n] and h [n], and it is with zero-mean and
unitvariance complex Gaussian entries.

Since the outdated CSI introduces the channel uncer-

1Rain attenuation is the dominant factor in atmospheric effects and depends
on the receiver location, operating frequency and elevation angle of MS
system.
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tainty in secure maritime communication systems, the ac-
tual channel coefficients can be rewritten as hUE [n] =
h̄UE [n] + ∆hUE [n] , ‖∆hUE [n]‖ ≤ δUE, HSU [n] = H̄SU [n] +
∆HSU [n] , ‖∆HSU [n]‖ ≤ δSU, hS,i [n] = h̄S,i [n] +
∆hS,i [n] , ‖∆hS,i [n]‖ ≤ δS,i and hSE [n] = h̄SE [n] +
∆hSE [n] , ‖∆hSE [n]‖ ≤ δSE, where h̄UE [n], H̄SU [n], h̄S,i [n],
h̄SE [n] are channel estimation values. Moreover, ∆hUE [n],
∆HSU [n], ∆hS,i [n] and ∆hSE [n] denote uncertain CSI error,
δUE, δSU, δS,i and δSE signify the bounded CSI error regions,
respectively.

In the studied SUTNs system, the beamforming is firstly
used by UAV to improve the transmission distance and infor-
mation confidentiality. The received signal from TBS at UAV
in the presence of MS signal interference is expressed by

yU [n] =

K∑
k=1

HT,U [n]wT,k [n] sk [n]

+

M∑
m=1

HS,U [n]wS,m [n] sm [n] + nU ,

(7)

where wT,k[n] ∈ CNT and sk [n] are the beamforming and the
information signal by TBS for MU k with E

{
|sk [n]|2

}
= 1.

wS,m[n] ∈ CNS and sm [n] are the beamforming and the
intended signal by MS for SU m with E

[
|sm [n]|2

]
= 1. nU

is the additive thermal noise satisfying nU ∼ CN
(
0, σ2

UINU
)
.

Then, the received signals from UAV at MU k and Eve
in the presence of MS signal interference are, respectively,
represented as

yU,k [n] = hHU,k [n] wU,k [n] sk [n]

+
∑
i 6=k

hHU,k [n] wU,i [n] si [n]

+

M∑
m=1

hHS,k [n] wS,m [n] sm [n] + nU,k,

yE,k [n] = hHU,E [n] wU,k [n] sk [n]

+
∑
i 6=k

hHU,E [n] wU,i [n] si [n]

+

M∑
m=1

hHS,E [n] wS,m [n] sm [n] + nE,k,

(8a)

(8b)

where wU,k [n] ∈ CNU is the beamforming by UAV for MU
k. nU,k and nE,k signify the system thermal noises with zero
mean and variances σ2

U,k and σ2
E,k, respectively. Then, the

signal-to-interference-plus-noise ratios (SINRs) of UAV, MU
k and Eve are, respectively, denoted as

γU [n] =

K∑
k=1

‖HT,U [n] wT,k [n] ‖2

M∑
m=1
‖HS,U [n] wS,m [n] ‖2 + σ2

U

,

γU,k[n] =
| hHU,k[n]wU,k[n] |2

ΠU,k[n] + σ2
U,k

,

γE,k[n] =
| hHU,E[n]wU,k[n] |2

ΠU,E[n] + σ2
E,k

,

(9a)

(9b)

(9c)

where ΠU,k[n] =
∑
i 6=k

∣∣∣hHU,k[n]wU,i[n]
∣∣∣2 +

M∑
m=1

∣∣∣hHS,k[n]wS,m[n]
∣∣∣2 and ΠU,E[n] =

∑
i 6=k

∣∣hHU,E[n]wU,i[n]
∣∣2+

M∑
m=1

∣∣hHS,E[n]wS,m[n]
∣∣2. Co-channel interference also occurs

between the UAV-MU and MS-SU links. Thus, the SINR of
the mth SU is

γS,m[n] =
| hHS,m[n]wS,m[n] |2

ΠS,m[n] + σ2
S,m

, (10)

where ΠS,m[n] =
∑
i 6=m

∣∣hHS,m[n]wS,i[n]
∣∣2 +

K∑
k=1

∣∣hHU,m[n]wU,k[n]
∣∣2. Thus, the transmission rate (TR) of the

mth SU and UAV are denoted by rS,m [n] = log2(1+γS,m[n])
and rU [n] = log2(1 + γU [n]), respectively. The achievable
TR of the kth MU and the intercepted rate (IR) of the Eve are
rU,k [n] = log2(1 +γU,k [n]) and rE,k [n] = log2(1 +γE,k [n]),
respectively.

UAV-delay should satisfy strict backhaul capacity constraint,
which is known as causality condition. Specifically, the UAV
only forwards the communication information that has been
received from the ground BS, and the transmission capacity
of the UAV is less than the capacity of the TBS-UAV link.
Considering the uncertain CSI errors ∆HS,U, ∆hS,m, the
maximum backhaul capacity constraint is denoted as

min
∆HS,U[n],∆hS,m[n]

(
rU [n]−

K∑
k=1

rU,k [n]

)
≥ 0,∀n. (11)

Moreover, to guarantee the reliable communication for each
SU, the achievable TR requires the information transmission
quality constraint of the mth SU, i.e.,

min
∆hS,m[n]

rS,m [n] ≥ Γmin
S,m,∀m,n, (12)

where Γmin
S,m denotes the minimum TR of the mth SU.

B. Problem Formulation

By considering the security and the robustness owing to
the CSI uncertainty, we consider the joint devise of the
collaborative beamforming of TBS, UAV and MS W [n] =
{wS,m [n] ,wT,k [n] ,wU,k [n] ,∀m, k}, and UAV trajectory
q [n] to optimize the robust average SR from UAV to all
MUs. The enhanced beamforming strategy and UAV trajectory
among all time slots can be acquired by tackling the following
optimization problem

max
W[n],q[n]

min
∆h[n]

1

N

N∑
n=1

K∑
k=1

ωk (rU,k[n]− rE,k[n])

s.t.
∑K

k=1
‖wT,k[n]‖2 ≤ Pmax

T ,∀n,∑K

k=1
‖wU,k[n]‖2 ≤ Pmax

U ,∀n,∑M

m=1
‖wS,m[n]‖2 ≤ Pmax

S ,∀n,

(1a), (1b), (1c), (11), (12),

(13a)

(13b)

(13c)

(13d)

(13e)



6

where the weight coefficient ωk is employed to denote the
priority of the kth MU. Pmax

T , Pmax
U and Pmax

S are the
maximum power budgets of TBS, UAV and MS, respectively.
(1a) and (1b) signify UAV trajectory constraints. (1c) denotes
the flight altitude constraint for UAV-delay.

The resulting optimization problem in (13) is intractable
to handle for the following three reasons. 1) for the given
beamforming vectors, the communication quality and backhaul
capacity constraints are non-convex with respect to UAV tra-
jectory q[n] owing to the nonlinear operations. 2) the convex-
ity between achievable TR and q[n] is intractable to confirm
owing to log2det expressions in the channel capacity function.
3) the collaborative beamforming strategy is devised where
the beamforming vectors of TBS, UAV and MS are highly
coupled with each other, rendering the joint problem more
complicated. Hence, the resulting non-convex problem (13)
cannot be efficiently tackled exploiting existing optimization
approaches.

III. OPTIMIZATION ALGORITHM

Considering the non-convex objective function and the
communication quality and backhaul capacity constraints,
an alternative optimization (AO) procedure including two
subproblems is proposed to tackle joint design problem.
Specifically, we design the collaborative beamforming vectors
with the fixed q[n] and optimize the UAV trajectory with
the fixed W[n] presented in following subsections. Then,
some infinitely non-convex constraints are turned into linear
matrix inequality (LMI) employing sign-definiteness method,
and SCA technique is exploited to handle the non-convex
constraints.

A. Collaborative Beamforming Optimization

As the beamforming variables over various time
slots are independent, for simplicity, the slot n is
omitted for the collaborative beamforming design.
With the specific UAV trajectory q, problem (13) can
be turned into (14) by adding a slack variable set
ψ =

{
sU,k, tU,k, sE,k, tE,k, pU, gU, pU,k, gU,k, pS,m, gS,m

}
,

shown at the top of the next page. The optimal solution
of (13) is equivalent to that of (14). Precisely, the objective
function of (13) is equivalent to the objective function
of (14) with constraints (14b), (14c), (14d) and (14e). The
constraint (11) is turned into (14f), (14g), (14h), (14i)
and (14j). While (12) is transformed into (14k), (14l)
and (14m). The aforementioned transformations is based on
the fact

min
∆h

log2

(
f(h)

g(h)

)
(a)

≥ min
∆h

log2(f(h))−max
∆h

log2(g(h)).

(15)

Owing to log2 being an increasing function, the lower bound
of the term min

∆h
log2

(
f(h)
g(h)

)
is expressed by (a).

Considering the constraints (14b) and (14g) of (14), suc-
cessive parametric convex approximation of replacing the right
item by its upper convex approximation function and first order

Taylor approximation of replacing the left item by its lower
convex approximation function are used [38]. Therefore, (14b)
and (14g) are transformed into

2Re
{

hHU,kw
(i)
U,kw

H
U,khU,k

}
−
∣∣∣hHU,kw(i)

U,k

∣∣∣2
≥
λ

(i)
U,ks

2
U,k

2
+

t2U,k

2λ
(i)
U,k

,

2Re

{
K∑
k=1

wH
T,kH

H
TUHTUw

(i)
T,k

}
−

K∑
k=1

‖HTUw
(i)
T,k‖

2

≥ λ
(i)
TUp

2
U

2
+

g2
U

2λ
(i)
TU

,

(16a)

(16b)

where λ(i)
U,k = t

(i−1)
U,k /s

(i−1)
U,k and λ(i)

TU = g
(i−1)
U /p

(i−1)
U . t(i−1)

U,k ,
s

(i−1)
U,k , p(i−1)

U and g
(i−1)
U are the optimal values acquired at

iteration i − 1, respectively. w
(i)
U,k and w

(i)
T,k are any given

feasible points found at iteration i, respectively. Next, we
will deal with the infinite inequality constraints introduced
by imperfect CSI. The infinite non-convex constraints can be
turned into equivalent forms by employing the following two
Lemmas.

Lemma III.1. (General Sign-Definiteness): Specified
Q = QH and {Ai,Bi}Ii=1, the LMI Q �∑I
i=1

(
AH
i XiBi + BH

i XH
i Ai

)
, ‖Xi‖F ≤ εi hold if

and only if there exist λ̄i ≥ 0, i ∈ {1, . . . , I} such that
Q−

I∑
i=1

λ̄iB
H
i Bi −ε1A

H
I · · · −εIAH

I

−ε1A1 λ̄1I · · · 0
...

...
. . .

...
−εIAI 0 · · · λ̄II


� 0.

(17)

Lemma III.2. (General S-Procedure): Let fi (z) = zHAiz+
2Re

{
bHi z

}
+ ci, i ∈ {0, . . . , I}, where z ∈ CN×1 and Ai =

AH
i ∈ CN×N . The condition {fi (z) ≥ 0}Ii=1 ⇒ f0 (z) ≥ 0

holds if and only if there exist λi ≥ 0,∀i such that[
A0 b0

bH0 c0

]
−

I∑
i=1

λi

[
Ai bi
bHi ci

]
� 0. (18)

In problem (14), the constraints (14c), (14e), (14h), (14j)
and (14l) have similar forms. We take (14e) as the example.
By employing the first-order Taylor series, the lower bound of
the right-hand term of (14e) is

2tE,k ≥ 2t
(i)
E,k + 2t

(i)
E,k(tE,k − t(i)E,k)ln2 , λE. (19)

Then, based on the Schurs complement, (14e) can be equiva-
lently turned into LMI, given bytE,k − σ2

E,k hHU,EWU hHS,EWS

WH
U hU,E I 0

WH
S hS,E 0 I

 � 0, (20)

where WU = [wU,1, . . . ,wU,K ] and WS = [wS,1, . . . ,wS,M ].
Substituting hU,E = h̄U,E + ∆hU,E and hS,E = h̄S,E + ∆hS,E
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max
W,ψ

1

N

N∑
n=1

K∑
k=1

ωk (log2 (1 + sU,k) + log2 sE,k − tE,k)

s.t. | hHU,kwU,k |2≥ sU,ktU,k,∀k,∑
i 6=k
| hHU,kwU,i |2 +

∑M

m=1
| hHS,kwS,m |2 +σ2

U,k ≤ tU,k,∀k,∑
i 6=k
| hHU,EwU,i |2 +

∑M

m=1
| hHS,EwS,m |2 +σ2

E,k ≥ sE,k,∀k,∑K

i=1
| hHU,EwU,i |2 +

∑M

m=1
| hHS,EwS,m |2 +σ2

E,k ≤ 2tE,k ,

log2(1 + pU) +

K∑
i=1

log2(pU,k)−
K∑
i=1

gU,k ≥ 0,

∑K

k=1
‖HT,UwT,k‖2 ≥ pUgU,∑M

m=1
‖HS,UwS,m‖2 + σ2

U ≤ gU,∑
i 6=k
| hHU,kwU,i |2 +

∑M

m=1
| hHS,kwS,m |2 +σ2

U,k ≥ pU,k,∀k,∑K

i=1
| hHU,kwU,i |2 +

∑M

m=1
| hHS,kwS,m |2 +σ2

U,k ≤ gU,k,∀k,

log2(pS,m)− gS,m ≥ Γmin
S,m,∀m,∑

i 6=m
| hHS,mwS,i |2 +

∑K

k=1
| hHU,mwU,k |2 +σ2

S,m ≤ gS,m,∀m,∑M

i=1
| hHS,mwS,i |2 +

∑K

k=1
| hHU,mwU,k |2 +σ2

S,m ≥ pS,m,∀m,

(13b), (13c), (13d).

(14a)

(14b)

(14c)

(14d)

(14e)

(14f)

(14g)

(14h)

(14i)

(14j)

(14k)

(14l)

(14m)

(14n)

λE − σ2
E,k h̄HU,EWU h̄HS,EWS

WH
U h̄U,E I 0

WH
S h̄S,E 0 I

+

 0
0

WH
S

∆hS,E
[
1 0 0

]
+

1
0
0

∆hHS,E

[
0 0 WS

]
+

 0
WH

U
0

∆hU,E
[
1 0 0

]
+

1
0
0

∆hHU,E

[
0 WU 0

]
� 0,∆hU,E ∈ HU,E,∆hS,E ∈ HS,E.

(21)

into (20), we obtain (21). Subsequently, based on Lemma III.2
and defining slack variables λ̄U,E ≥ 0 and λ̄S,E ≥ 0, the infinite
LMIs (21) can be equivalently turned into a semidefinite
matrix for specified finite matrices with uncertainty, i.e.,

AE h̄HU,EWU h̄HS,EWS 0 0

WH
U h̄U,E I 0 δU,EW

H
U 0

WH
S h̄S,E 0 I 0 δS,EW

H
S

0 δU,EWU 0 λ̄U,EI 0

0 0 δS,EWS 0 λ̄U,EI

 � 0, (22)

where AE = λE − σ2
E,k − λ̄U,E − λ̄S,E. Analogously, the

infinitely non-convex constraints (14c), (14h), (14j), (14l) can
be equivalently turned into tractable forms in a similar manner
with the slack variables λ̄U,k ≥ 0, λ̄S,U ≥ 0, λ̄S,k ≥ 0,
λ̄S,m ≥ 0, i.e.,

AU,k hHU,kW̄U,k h̄HS,kWS 0

W̄H
U,khU,k I 0 0

WH
S h̄S,k 0 I δS,kW

H
S

0 0 δS,kWS λ̄U,kI


� 0,

(23)

 AS,U W̄H
S H̄S,U δS,UW̄H

S
H̄H

S,UW̄S I 0
δS,UW̄S 0 λ̄S,UI

 � 0, (24)


BU,k hHU,kWU h̄HS,kWS 0

WH
U hU,k I 0 0

WH
S h̄S,k 0 I δS,kW

H
S

0 0 δS,kWS λ̄S,kI


� 0,

(25)


AS,m hHU,mWU h̄HS,mW̄S,m 0

WH
U hS,m I 0 0

W̄H
S,mh̄S,m 0 I δS,mW̄H

S,m
0 0 δS,mW̄S,m λ̄S,mI


� 0,

(26)

where AU,k = tU,k − σ2
U,k − λ̄U,k, AS,U = gU − σ2

U − λ̄S,U,
BU,k = gU,k − σ2

U,k − λ̄S,k and AS,m = gS,m − σ2
S,m − λ̄S,m.

W̄U,k = [wU,1, . . . ,wU,k−1,wU,k+1, . . . ,wU,K ],
W̄H

S =
[
wH

S,1, . . . ,w
H
S,M

]
and W̄S,m =

[wS,1, . . . ,wS,m−1,wS,m+1, . . . ,wS,M ]. In (14), the
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constraints (14d), (14i) and (14m) have similar forms.
We take (14d) as the example. The lower bound of the
left-hand term of (14d) is taken exploiting the first-order
Taylor series, that is,

2Re(
∑
i 6=k

hHU,Ew
(i)
U,iw

H
U,ihU,E)−

∑
i 6=k

| hHU,Ew
(i)
U,i |

2

+ 2Re(

M∑
m=1

hHS,Ew
(i)
S,mwH

S,mhS,E)−
M∑
m=1

| hHS,Ew
(i)
S,m |

2

+ σ2
E,k ≥ sE,k, ∀k ∈ K,

(27)

where w
(i)
U,i and w

(i)
S,m signify any given feasible points at

iteration i. Defining ∆hHC,E =
[
∆hHU,E,∆hHS,E

]
and applying

Lemma III.2, we have ∆hHC,E

[
I 0
0 0

]
∆hC,E ≤ δU,E, and

∆hHC,E

[
0 0
0 I

]
∆hC,E ≤ δS,E. Based on Lemma III.1 and

introducing slack variables λ̂U,E ≥ 0 and λ̂S,E ≥ 0, we obtainWE,k +

[
λ̂U,EI 0

0 λ̂S,EI

]
bE,k

bHE,k cE,k − δU,E − δC,E

 � 0, (28)

where
WE,k =

[
Wr

E,k 0

0 Wr
S

]
,

bHE,k =
[
h̄HU,EWr1

k , h̄
H
S,EWr1

S

]
,

cE,k = h̄HC,EWE,kh̄C,E + σ2
E,k − sE,k,

(29a)

(29b)

(29c)

and Wr
E,k =

∑
i 6=k

(−w
(i)
U,iw

(i)H
U,i + w

(i)
U,iw

H
U,i + wU,iw

(i)H
U,i ),

Wr
S =

M∑
m=1

(−w
(i)
S,mw

(i)H
S,m + w

(i)
S,mwH

S,m + wS,mw
(i)H
S,m ),

Wr1
k =

∑
i 6=k

(− 1
2w

(i)
U,iw

(i)H
U,i + w

(i)
U,iw

H
U,i), Wr1

S =

M∑
m=1

(− 1
2w

(i)
S,mw

(i)H
S,m + w

(i)
S,mwH

S,m) and h̄HC,E =
[
h̄HU,E, h̄

H
S,E

]
.

Similarly, the nonconvex constraint (14i) can be turned into
tractable forms in a similar manner with the slack variables
λ̂S,k ≥ 0, presented as below[

WS,m + λ̂S,kI bS,k
bHS,k cS,k − δS,k

]
� 0, (30)

where

WS,m =

M∑
m=1

(
w

(i)
S,mwH

S,m + wS,mw
(i)H
S,m −w

(i)
S,mw

(i)H
S,m

)
,

(31a)

bHS,k = h̄HS,k

M∑
m=1

(
w

(i)
S,mwH

S,m −
1

2
w

(i)
S,mw

(i)H
S,m

)
, (31b)

cS,k = h̄HS,kWS,mh̄S,k −
∑
i6=k

| hHU,kw
(i)
U,i |

2 +σ2
U,k

− pU,k + 2Re

∑
i6=k

hHU,kw
(i)
U,iw

H
U,ihU,k

 ,

(31c)

where w
(i)
U,i and w

(i)
S,m are any given feasible points at iteration

i. By introducing the slack variable λ̂S,m ≥ 0, the nonconvex
constraint (14m) can be equivalently converted into[

WS,m + λ̂S,mI bS,m
bHS,m cS,m − δS,m

]
� 0, (32)

where

bHS,m = h̄HS,m

M∑
i=1

(
w

(i)
S,iw

H
S,i −

1

2
w

(i)
S,iw

(i)H
S,i

)
, (33a)

cS,m = h̄HS,mWS,mh̄S,m −
K∑
k=1

| hHU,mw
(i)
U,k |

2

+ 2Re

(
K∑
k=1

hHU,mw
(i)
U,kw

H
U,khS,m

)
+ σ2

S,m − pS,m,

(33b)

where w
(i)
S,i and w

(i)
U,k signify any given feasible points. Based

on the above analysis, each non-convex constraint in (14) has
been transformed and problem (14) is changed into

max
w,ψ

1

N

N∑
n=1

K∑
k=1

(log2(1 + sU,k) + log2 sE,k − tE,k)

s.t. (13b), (13c), (13d), (16a), (16b), (22),
(23), (24), (25), (26), (28), (30), (32),

(34a)

(34b)

which belongs to semidefinite program (SDP) problem, and
can be tackled easily employing convex solvers, for example
CVX.

B. UAV Trajectory Optimization

In this subsection, we focus on the subproblem of (13)
to design the trajectory variable q[n] with given W[n]. The
UAV trajectory of problem (13) is designed by tackling the
following problem

max
q[n]

min
∆h[n]

1

N

N∑
n=1

K∑
k=1

ωk (rU,k[n]− rE,k[n])

s.t. (1a), (1b), (1c), (11), (12).

(35a)

(35b)

Note that Lemma III.1 employed in the first subproblem can
not work well in trajectory design owing to the non-convex
elements in the acquired LMI. Based on this, the triangle
and Cauchy-Schwarz inequality and SCA approaches are ex-
ploited in this subsection. For the nonconvex backhaul capacity
constraint (11), the Cauchy-Schwarz inequality is applied to
address the CSI uncertainties. The following conditions are
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M∑
m=1

‖HS,U[n]wS,m[n]‖2 ≤ XS,U[n] ,
∑M

m=1
‖H̄S,U[n]wS,m[n]‖2 +

∑M

m=1
δ2

S,U‖wS,m[n]‖2

+ 2δS,U

∑M

m=1
‖H̄H

S,U[n]wS,m[n]‖‖wS,m[n]‖,
M∑
m=1

| hHS,k[n]wS,m[n] |2≥ XS,k[n] ,
∑M

m=1
| h̄HS,k[n]wS,m[n] |2 +

∑M

m=1
δ2

S,k‖wS,m[n]‖2

− 2δS,k

∑M

m=1
| h̄HS,k[n]wS,m[n] | ‖wS,m[n]‖,

(37a)

(37b)

log2(1 +
XT,U[n]

(XS,U[n] + σ2
T,U)‖q[n]− b‖2

)−
∑K

k=1
log2(1 +

XU,k[n]

YU,k[n] + (XS,k[n] + σ2
U,k)‖q[n]− qk‖2

) ≥ 0, (38)

satisfied
M∑
m=1

‖HS,U[n]wS,m[n]‖ ≤
M∑
m=1

‖H̄S,U[n]wS,m[n]‖

+

M∑
m=1

δS,U‖wS,m[n]‖,

M∑
m=1

| hHS,k[n]wS,m[n] |≥
M∑
m=1

| h̄HS,k[n]wS,m[n] |

−
M∑
m=1

δS,k‖wS,m[n]‖.

(36a)

(36b)

After squaring both sides of the formulas (36a) and (36b),
the upper bound of the left term of (36a) and the lower
bound of the left term of (36b) are given by (37a) and (37b),
respectively. Then, the constraint (11) can be equivalently
transformed into (38), shown at the top of the next page,

where XT,U[n] =
K∑
k=1

L0‖H̄H
T,U[n]wT,k[n]‖2, XU,k[n] =

L0

∣∣∣h̄HU,k[n]wU,k[n]
∣∣∣2 and YU,k[n] =

∑
i 6=k

L0

∣∣∣h̄HU,k[n]wU,i[n]
∣∣∣2.

Note that the constraint (38) is still non-convex and challeng-
ing to deal with. Hence, it can be replaced with a lower bound.
In particular, we define

fA,B,a(x) ,
A

‖x− a‖2 +B2
, (39)

where A > 0 and B > 0 are constants. Obviously, the
function (39) is convex with respect to ‖x − a‖2. Thus, the
lower bound of fA,B,a(x) can be acquired leveraging the first-
order Taylor series at a local point x̄, i.e,

fA,B,a(x) ≥ f̄A,B,a(x, x̄)

=
2A

‖x̄− a‖2 +B2
− A(‖x− a‖2 +B2)

(‖x̄− a‖2 +B2)2
,

(40)

where the inequality holds due to the convexity of the function
fA,B,a(x). The function f̄A,B,a(x, x̄) is also convex with
respect to x. Since log(x) is a monotone increasing concave

function, the lower bound of γU[n] is

γU[n] = log2(1 +
Xu[n]

Yu[n]‖q[n]− b‖2
) ≥ f(q[n])

, log2(1 +
2XT,U[n]

(XS,U[n] + σ2
T,U)‖q̄[n]− b‖2

− XT,U[n]‖q[n]− b‖2

(XS,U[n] + σ2
T,U)(‖q̄[n]− b‖2)2

).

(41)

Introducing the auxiliary variable p̄k[n] ≥ 0, γU,k[n] is
equivalently rearranged into

f(q[n])−
∑K

k=1
log2(1 +

XU,k[n]

p̄k[n]
) ≥ 0, (42a)

p̄k[n] ≤ YU,k[n] + (XS,k[n] + σ2
U,k)‖q[n]− qk‖2. (42b)

The constraint (42b) is still non-convex. We can deal with it
by applying the first-order Taylor series at the point q(l)[n] as
follows

‖q[n]− qk‖2 ≥ f (l)
k (q[n]) , ‖q(l)[n]− qk‖2

+ 2(q(l)[n]− qk)T(q[n]− q(l)[n]).
(43)

Then, the constraint (42b) can be equivalently rearranged into

p̄k[n] ≤ YU,k[n] + (XS,k[n] + σ2
T,U)f

(l)
k (q[n]), (44)

Finally, the constraint (38) can be changed into the approxi-
mate convex constraints (42a) and (44). Analogously, applying
the first-order Taylor expansion at the point q(l)[n], the SU’s
communication quality constraint (12) can be converted into
the convex constraint, i.e.,(

XS,m[n]

2Γmin
S,m − 1

− YS,m[n]− σ2
S,m

)
f (l)
m (q[n]) ≥ XU,m[n], (45)

where f (l)
m (q[n]) = ‖q(l)[n]−qm‖2+2(q(l)[n]−qm)T (q[n]−

q(l)[n]), XU,m[n] = L0

K∑
k=1

| h̄HU,m[n]wU,k[n] |2, and the

introduced parameters XS,m[n] and YS,m[n] are defined as (46)
at the top of the this page. We have transformed all non-convex
constraints into convex constraints, the objective function
in (35) remains non-convex. Along the same lines, we utilize
the Cauchy-Schwarz inequality to derive the lower bound of
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XS,m[n] ,| h̄HS,m[n]wS,m[n] |2 +δ2
S,m‖wS,m[n]‖2 − 2δS,m | h̄HS,m[n]wS,m[n] | ‖wS,m[n]‖,

YS,m[n] ,
M∑

i=1,i6=m

| h̄HS,m[n]wS,i[n] |2 +2δS,m

M∑
i=1,i6=m

| h̄HS,m[n]wS,i[n] | ‖wS,i[n]‖+ δ2
S,m

M∑
i=1,i6=m

‖wS,i[n]‖2.

(46a)

(46b)

YS,k[n] ,
∑M

m=1
| h̄HS,k[n]wS,m[n] |2 +

∑M

m=1
δ2

S,k‖wS,m[n]‖2 + 2δS,k

∑M

m=1
| h̄HS,k[n]wS,m[n] | ‖wS,m[n]‖,

XS,E[n] ,
∑M

m=1
| h̄HS,E[n]wS,m[n] |2 +

∑M

m=1
δ2

S,E‖wS,m[n]‖2 − 2δS,E

∑M

m=1
| h̄HS,E[n]wS,m[n] | ‖wS,m[n]‖,

XE,k[n] ,| h̄HU,E[n]wU,k[n] |2 +δ2
U,E‖wU,k[n]‖2 − 2δU,E | h̄HU,E[n]wU,k[n] | ‖wU,k[n]‖,

YE,k[n] ,
∑K

i=1,i6=k
| h̄HU,E[n]wU,i[n] |2 +

∑K

i=1,i6=k
δ2

U,E‖wU,i[n]‖2 − 2δU,E

∑K

i=1,i6=k
| h̄HU,E[n]wU,i[n] | ‖wU,i[n]‖.

(48a)

(48b)

(48c)

(48d)

the objective function in (35), i.e.,

log2(1 +
XU,k[n]

YU,k[n] + (YS,k[n] + σ2
U,k)‖q[n]− qk‖2

)

− log2(1 +
XE,k[n]

YE,k[n] + (XS,E[n] + σ2
E,k)‖q[n]− qE‖2

),

(47)

where the introduced parameters YS,k[n], XS,E[n], XE,k[n] and
YE,k[n] are given by (48) at the top of the next page. Adding
the slack variables z̃k[n] ≥ 0, ṽk[n] ≥ 0, problem (35) can be
equivalently recast into

max
q[n],Ω

∑N

n=1

∑K

k=1
ωkh(z̃k[n], ṽk[n])

s.t. z̃k[n] ≥ YU,k[n] + (YS,k[n] + σ2
U,k)‖q[n]− qk‖2,

ṽk[n] ≤ YE,k[n] + (XS,E[n] + σ2
E,k)‖q[n]− qE‖2,

(1a), (1b), (1c), (42a), (44), (45),

(49a)

(49b)

(49c)

(49d)

where the slack variable set Ω , {p̃k[n], z̃k[n], ṽk[n]} and
h(z̃k[n], ṽk[n]) = log2

(
1 + XU,k[n]

z̃k[n]

)
− log2

(
1 +

XE,k[n]
ṽk[n]

)
.

It is worth noting that the objective function (49a) and the
constraint (49c) are also non-convex. Then, exploiting the first-
order Taylor approximation, (49a) and (49c) can be respec-
tively turned into

h(z̃k[n], ṽk[n]) ≥ log2(1 +
XU,k[n]

z̃
(l)
k [n]

)

− XU,k[n]

ln2 z̃
(l)
k [n](XU,k[n] + z̃

(l)
k [n])

(z̃k[n]− z̃(l)
k [n])

− log2(1 +
XE,k[n]

ṽk[n]
) , f(z̃k[n], ṽk[n]),

ṽk[n] ≤ YE,k[n] + (XS,E[n] + σ2
E,k)f

(l)
E (q[n]),

(50a)

(50b)

where f (l)
E (q[n]) = ‖q(l)[n]−qE‖2 +2(q(l)[n]−qE)T (q[n]−

q(l)[n]), and z̃
(l)
k [n] is any feasible point at iteration l. To

guarantee the approximating precision, a set of trust region
constraints is enforced as

‖q(l)[n]− q(l−1)[n]‖ ≤ ψ(l), ∀n ∈ N , (51)

where ψ(l) is the size of the trust region. Finally, by re-
placing (49a) and (49c) as their approximate forms (50a)

and (50b), respectively, and adding the trust region con-
straint (51), the reformulated convex trajectory optimization
problem at step l is

max
{q[n]},Ω

N∑
n=1

K∑
k=1

ωkf
(l)(z̃k[n], ṽk[n])

s.t. (1a), (1b), (1c), (42a), (44), (45),
(49b), (50b), (51),

(52a)

(52b)
(52c)

which can be handled directly employing convex solvers in
the CVX toolbox. In short, by tackling a set of problems (52)
over iteration l’s, an enhanced solution to (35) can be found.
We remark that, when the value ψ(l) is sufficiently small, the
convergence condition can be guaranteed. In actual applica-
tion, if the objective value of (35) after tackling (52) in step l
is not decreased as compared to that in the previous iteration,
the value ψ(l) is then reduced to ψ(l)/2 and problem (52)
is solved again. Finally, the iteration process stops if ψ(l) is
smaller than a particular convergence threshold τ .

C. Overall Algorithm

Based on the aforementioned analysis, an AO-based
procedure is proposed to devise the collaborative
beamforming and UAV trajectory in an iteration way
for problem (13), summarized as Algorithm 1. Then, we
analyze the computational expense of the devised worst-case
optimization procedure. The classical interior point approach
can be exploited to tackle the formulated convex problems
containing LMI, linear and second-order cone (SOC)
constraints. The expression of the complexity is given by

O

(
J∑
j=1

dj + 2I)
1
2 (n2

J∑
j=1

d2
j + n

J∑
j=1

d3
j︸ ︷︷ ︸

due to LMI

+n2
I∑
i=1

f2
i︸ ︷︷ ︸

due to SOC

+n3)

,

where n indicates the number of variables, J signifies
the number of LMIs of size dj , and I represents the
number of SOC of size fi. Thus, the approximate
expense of solving subproblem (34) is given by
oa = O([5NK(K +M +NS +NU + 1) + 3NM(K +M +
NS + 1) + 2N(K + 1)]1/2[n2

1(5NK(K + M + NS + NU +
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Algorithm 1 AO-based Algorithm for Collaborative Beamforming
and UAV Trajectory Optimization

1: Initialize the collaborative beamforming W(0) and UAV
location q(0).

2: Set the iteration index k = 0, maximum iteration number
Kmax, convergence accuracy ε1, ε2.

3: repeat
4: Let i = 0.
5: repeat
6: For fixed q(k), find the optimized collaborative beam-

forming W(i+1) = W(∗) by sloving (34) iteratively.
7: Set i = i+ 1.
8: until The exit condition satisfies convergence accuracy

ε1.
9: W(k+1) = W(i).

10: Let l = 0,q(l) = q(k).
11: repeat
12: For fixed W(k+1), find the enhanced q(l)∗ by solv-

ing (52).
13: Update channel information based q(l)∗.
14: if the objective value of (35) increases then
15: q(l) = q(l)∗, l = l + 1.
16: else
17: Perform ψ(l) = ψ(l)/2.
18: end if
19: until ψ(l) ≤ τ .
20: Update q(k+1) = q(l).
21: Set k = k + 1.
22: until The objective value converges within the target

accuracy ε2 or k = Kmax.
23: Output optimized solution W(∗), q(∗).

1)2 + 3NM(K + M + NS)2) + n1(5NK(K + M + NS +
NU + 1)3 + 3NM(K + M + NS)3) + n2

1(K + 1) + n3
1]),

where n1 = NUK + NSM + NTK, and that of solving
subproblem (52) is ob = O((6NK)1/2(n3

2 + n2
23NK)),

where n2 = 3K + 3. Finally, the overall computational
expense of the devised algorithm during each iteration is
oa + ob.

IV. SIMULATION RESULTS

In this section, numerical results are offered to evaluate the
performance of the devised hybrid system and optimization
approaches. Unless stated otherwise, the default simulation
parameters of the studied SUTN secure system are given in
Table III, in which we consider that the TBS is located at (0, 0)
m. The initial and final locations of the UAV are assumed to be
q[1] = [1500, 1500, 200]T m and q[N ] = [1500, 1500, 200]T

m, respectively. Exploiting the kinetic model presented in [34],
the MUs and SUs restrict by a minimum stall velocity Vmin

to maintain its maneuverability. Moreover, the vessel mobility
is limited to a maximum propulsion velocity Vmax. Thus,
the maximum and minimum displacements of vessel within
each time slot are given by Smin = ∆tVmin and Smax =
∆tVmax, respectively. Taking into account the influence of

TABLE III: Simulation parameters

Numbers of MUs and SUs 4, 3
Min and max UAV flight heights 60 m, 200 m
Max UAV speed 20 m/s
Vessel stall and propulsion speeds 2 m/s, 30 m/s
Ocean current speed 7 m/s
Path lass factor α, channel gain L0 -2, -30 dB [39]
Noise power at each system receiver σ2 -110 dBm
Number of antennas NU, NT, NS 12
Transmit power of TBS P T

max 30 dBm
Transmit power of UAV PU

max 20 dBm
Transmit power of MS P S

max 50 dBm [15]
Orbital altitude of MS 200 km
Carrier frequency, bandwidth 5 GHz, 5 MHz
CSI uncertainty δ 0.2
The minimum TR of SUs Γmin

S,m,m = 1, ..M 0.8 bps/Hz
Rician K factor 30 [35]

ocean current, the vessel trajectory needs to fulfill the mobility
requirements as follows

‖qi [n]− qi [n− 1]−∆tvc [n]‖2 ≥ S2
min,∀i, n,

‖qi [n]− qi [n− 1]−∆tvc [n]‖2 ≤ S2
max,∀i, n,

(53a)

(53b)

where vc signifies the ocean current speed. We consider that
Kob obstacles are distributed in the serving region. By ex-
panding the hazard area with the radius rob,k, we construct the
circular configuration for each irregular obstacles and its center
coordinate is denoted by ok = [xk, yk]

T . Furthermore, the
inter-ship safety distance rsh is necessary to avoid collisions
among vessels. Hence, the vessel safe sailing requirements are
given by

‖qi [n]− ok‖2 ≥ S2
min,∀i, n, k,

‖qi [n]− qi′ [n]‖2 ≤ S2
max,∀i, n.

(54a)

(54b)

A potential Eve is created randomly and located close to
the MUs. Moreover, the MUs’ SR weights are assumed as
ωk = 1,∀k ∈ K, such that the average SR of all MUs among
all time slots is taken as the system performance index. Finally,
the length of each time slot is 4u = T/N = 1 s when
devising the UAV flight path, and the convergence thresholds
in the outer and inner iteration are all set to ε1 = ε2 = 10−3.
Numerical results are acquired by performing 50 channel
realizations.

To study the secure communication performance offered by
the devised method, we compare the following five strategies:
1) Robust design with imperfect CSI: Robust beamforming
optimization with UAV trajectory acquired in Algorithm 1; 2)
Joint design with perfect CSI: We consider that perfect CSI
is achieved at UAV and MUs. All optimization variables are
jointly designed as in Algorithm 1; 3) No trajectory: Enhanced
collaborative beamforming but with a static UAV [40]; 4)
Random beamforming: Optimized UAV trajectory planning
but with random transmit beamforming; 5) MRT Scheme:
The maximum ratio transmission (MRT) for cooperative beam-
forming design [41].

Fig. 2 depicts the convergence property of the devised algo-
rithm while assuming various communication quality threshold
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Fig. 2: The convergence property of the devised scheme
considering various communication quality threshold of SU
Γmin

S .

of SU Γmin
S . In Fig. 2, it becomes apparent that the devised

AO-based procedure converges to a stable solution for different
values of Γmin

S . There are two layers in the proposed optimiza-
tion procedure, containing the outer iteration and inner itera-
tion. In the inner layer, the objective values of collaborative
beamforming and UAV trajectory design problems iteratively
improve, validating that two procedures are non-decreasing,
presented as Fig. 2(a). In the outer layer, the objective values of
joint optimization problem are also iteratively improving and
converge after about 7 iterations for various values of Γmin

S ,
presented as Fig. 2(b). When communication quality threshold
of SU Γmin

S changed from 0.5 bps/Hz to 0.8 bps/Hz and other
system parameters are the identical, the higher communication
quality requirement of SU decreases the transmit power at
UAV, leading to a worse secure performance.

The achieved average SR versus transmit power at UAV
PU

max under various TBS power budgets P T
max is shown in

Fig. 3. Taking into account the actual power of the aerial
relay platform, the power at UAV varies from 20 dBm to
30 dBm. As can be seen from Fig. 3, the average SR
improves with the transmit power at UAV for all the cases.
In addition, the security capability can be improved gradually
by increasing TBS power P T

max from 26 dBm to 38 dBm.
With high TBS power strategies, the designed UAV trajectory
approaches MUs and sails along the LoS boundary to attain the
satisfactory secure performance. However, when TBS sends
the information signal with lower power, the aerial relay
platform has to adjust the flight planning to get close to the
TBS and reduce the TBS-UAV transmission distance. This is
due to the fact that the achieved UAV transmission rate is
restricted by backhaul capacity constraint (11). Therefore, by
utilizing the multi-antenna scheme and UAV’s movability, we
can validly enhance the secure communication performance of
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Fig. 3: Average SR versus the maximum power budget PU
max

for P T
max ∈ {26 dBm, 30 dBm, 38 dBm}.

UAV-powered networks.
Fig. 4 shows the distribution of the MUs, SUs and Eve,

and displays the optimized trajectories of aerial delay under
various flying periods T assuming two cases of Eve’s location.
When the minimum TR constraint of each SU is satisfied, no
matter where Eve is, the optimized aerial delay position always
stays close to the MU center point while staying away from
the possible Eve. This is due to the fact that the increase of
distance from the UAV to Eve can greatly reduce the achieved
TR at the Eve. Therefore, the key of trajectory design is that
the aerial delay takes more time flying around the maximum
SR location. In particular, for T = 7 s, the aerial delay
does not have enough flying time to arrive the maximum
SR location, and only approach the maximum SR location
and move towards the destination. Moreover, aerial delay
prioritizes decreasing height to the least value, signifying that
the height has a considerable influence on secure transmission.
For T = 10 s, the aerial delay has a short duration to flight
around the maximum SR location, leading to a greater average
SR value. For T = 20 s, the aerial delay has a longer duration
to flight around the maximum SR location and utilizes the
fastest flight velocity when arriving and leaving that location,
leading to the optimum secure communication capability.

Under the mobile MU scenario of Fig. 5, the UAV-delay
first tries to approach the MUs at the maximum speed because
the MUs are far away from the Eve. When the MUs are near
the Eve, however, the UAV-delay then tries to circumvent the
MUs in order to reduce the intercepted throughput by the Eve.
When the MUs move away from the Eve, the UAV-delay will
again get close to the MUs for offering the optimal secure
transmission performance. At last, the UAV-delay will go to
its final location at the maximum speed.

The average SR versus the flight duration T of the proposed
method and several benchmark techniques is depicted in Fig. 6.
The secure performance of both the devised method and the
design approach without beamforming optimization increases
as T increases but tends to converge. This is because with
greater T the aerial relay has more time to stay near the MU to
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Fig. 4: Designed UAV-delay trajectory. (a) Eve is near TBS.
(b) Eve is amidst TBS-MU link. (c) Eve is near MU.
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the proposed method and different benchmark methods for
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offer quality service for the authorized user while suppressing
the wiretapping attack. Furthermore, our method enhances
the average SR by about 150% compared to the random
beamforming approach. This is due to the fact that the random
beamforming is difficult to eliminate co-channel interference
of hybrid multi-user communication systems. The average
SR is constant with varying values of T when straight line
trajectory and static UAV schemes are performed. Specifically,
the performance gain of straight line flight scheme can achieve
10% more than that of static UAV scheme. As a result, both
the UAV trajectory design and collaborative beamforming
have a key role in improving the confidential information
transmission.

Fig. 7 illustrates the influence of UAV antenna number NU
on the achieved average SR for different optimization methods.
As the value of NU increases, the secrecy communication
capability of all methods reveals an enhancement. The result
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NU.

can be expected as additional degrees of freedom to design
more precise beamforming for interference cancellation can
be offered with a higher antenna number. Our method exhibits
a noteworthy superiority over the other benchmark schemes
when the Eve’s and MS’s channels are imperfect. Besides,
as can be seen from the curves in Fig. 7, the existence of
CSI errors leads to a decline in security capability. When
a sufficient number of antennas are considered, designing
the collaborative beamforming policy contributes more impor-
tantly to the enhancement of the achieved SR compared to the
optimization of the UAV trajectory planning.

The average SR versus the level of CSI uncertainty δ for
different benchmark methods is shown in Fig. 8. The results
clearly show that the proposed scheme consistently outper-
forms the random beamforming and straight line benchmark
approaches across all levels of CSI uncertainty, validating
its superiority in practical scenarios. This is because the
higher channel gain can be obtained by jointly devising the
cooperative beamforming and UAV trajectory. In addition, the
proposed method achieves the highest average SR when per-
fect CSI is available. When CSI uncertainty δ varies between
0.05 and 0.2, the SR experiences a slight degradation, but
the proposed scheme remains robust, maintaining a relatively
high SR. When CSI uncertainty δ changes from 0.2 to 0.25,
the SR decreases significantly, underscoring the challenges
posed by high levels of CSI error uncertainty. Specifically,
for PUmax = 20 dBm, the performance improvement for the
nominal design (perfect CSI scenario) can achieve about 2
bps/Hz when δ = 0.25. The reason is that with greater δ,
it becomes more difficult for the multi-antenna aerial relay
to execute precise beam alignment. Meanwhile, since UAV-
borne transmitter is limited by its maximum power budgets
PU

max, aerial relay needs to trade some security for satisfying
the SU’s communication quality constraints. Despite this,
the proposed scheme shows better resilience compared to
benchmark approaches.

The achieved SR versus the number of MUs considering
different optimization schemes is depicted in Fig. 9. The
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tainty δ for PU
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system SR increases with the number of MUs for all tech-
niques. The devised joint design method evidently outperforms
the other benchmark approaches. As expected, the secure
communication performance of all MUs improves with the
decrease of satellite power P S

max. In addition, beamforming
optimization strategy has an outstanding contribution to the
security capacity of the system when comparing the perfor-
mance of the random beamforming benchmark approach with
the devised joint optimization solution. The optimized beam-
forming improves the SINR and minimizes the multi-system
disturbance while reducing the likelihood of wiretapping and
enhancing the max-min SR. Adding UAV as an aerial relay
permits to serve MUs validly that have a poorer channel to
the TBS. That can be accomplished by the devised AO-based
algorithm for collaborative beamforming and UAV trajectory
optimization.

Fig. 10 displays the influence of various Rician factors on
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the average SR. Both the UAV-SU and UAV-Eve links are
assumed to follow a Rician distribution, i.e., KUE = KU,k = κ.
The secure performance of the four methods enhances with
the value of κ. The result is expected as both UAV-SU
and UAV-Eve channels turn into more deterministic with an
increase of κ, and a greater proportion of slowly varying LoS
components are acquired to enhance the secure performance
of the four methods. In Fig. 11, we compare the achieved SR
among all time slots under various TBS power budgets. As
the transmit power of TBS increases, the secure performance
increases. This is due to the fact that the limited TBS power
restricts UAV trajectory. Specifically, when the TBS transmits
the signal with limited power, the UAV has to adjust its
location to approach the TBS to shorten the distance. This is
expected since the UAV throughput is limited by the backhaul
capacity constraint (11). On the contrary, with enough TBS
power cases, the enhanced trajectory of UAV is capable of
approaching MUs and flies along the LoS boundary to realize
maximum secure performance. Furthermore, since the SUs
interfered by the UAV appear on the sides of the MUs, the
enhanced trajectories with greater TBS power are easier to
fulfill QoS requirements.

To get insight into the influence of interference from MS to
the MUs on the proposed method, we consider the scenarios
with satellite signal interference (WISI) and without satellite
signal interference (WOSI) under various TBS transmit power
and Rician factor regimes, as shown in Figs. 10 and 11. It
can be observed from the results, the WOSI scheme slightly
enhances the secrecy capacity compared to the WISI scheme.
The performance disparity between scenarios with and without
satellite signal interference gradually diminishes eventually.
The reason is that both the cooperative beamforming scheme
and the mobility feature of UAV provide the DoF for reg-
ulating UAV locations to realize interference coordination
as well as improve the TBS-UAV and UAV-MU channels.
Furthermore, for the MRT scheme, the performance gain
improvement from the increase in the TBS transmit power and
Rician factor is slight. Meanwhile, the performance between
our method and MRT scheme reaches up to about 2 bps/Hz
and the gap between the two methods increases with the
TBS transmit power, which confirms the noteworthy perfor-
mance enhancement provided by the devised beamforming
optimization scheme. This is attributed to the fact that the MRT
beamforming is difficult to eliminate co-channel interference.

V. CONCLUSIONS

In this paper, we studied hybrid SUTN secure systems
against a potential Eve with imperfect CSI condition. To
concurrently ensure the security and the robustness owing to
the imperfect CSI of MS and Eve, the max-min system SR op-
timization problem by cooperatively devising the beamforming
vectors and UAV trajectory was established. To tackle the in-
tractable and highly-coupled optimization problem, an iterative
algorithm with two subproblems was developed. Moreover,
S-procedure and SCA approaches are exploited to deal with
non-convex constraints. Finally, simulation results confirmed
the advantage of the developed optimization approach and
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Fig. 10: The average SR versus Rician factor κ.
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Fig. 11: The average SR under various maximum TBS trans-
mission power.

validate the convergence of the devised iterative procedure.
In particular, the achievable SR and the robustness against the
bounded CSI of developed method outperformed than that of
no-trajectory techniques.
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