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ABSTRACT

We investigate the systematic errors in measured plasma velocity distribution functions and their corresponding velocity moments, arising
from the limited energy and angular resolution of top-hat electrostatic analyzers. For this purpose, we develop a forward model of a con-
cept analyzer that simulates observations of typical solar wind proton plasma particles with their velocities following a Maxwell distribution
function. We then review the standard conversion of the observations to physical parameters and evaluate the errors arising from the limited
resolution of the modeled instrument. We show that the limited resolution of the instrument results in velocity distributions that under-
estimate the core and overestimate the tails of the actual Maxwellian plasma velocity distribution functions. As a consequence, the velocity
moments of the observed plasma underestimate the proton density and overestimate the proton temperature. Moreover, we show that the
examined errors become significant for cold and fast plasma protons. We finally determine a mathematical formula that predicts these sys-
tematic inaccuracies based on specific plasma inputs and instrument features. Our results inform and contextualize future evaluations of
observations by analyzers in various plasma regimes.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0218667

observations.® '” Moreover, the statistical uncertainties of the obser-
vations lead to systematic uncertainties in the plasma parameters if
the typical chi-squared minimization method is used to infer the
underlying plasma VDFs.'' "’ Such systematic errors may lead to
artificial correlations between the plasma parameters, which is not

I. INTRODUCTION

Top-hat electrostatic analyzers (ESAs) with aperture deflectors
and position-sensitive detectors measure the number of incoming
charged plasma particles in discrete energy-per-charge, elevation,

Z#:91:20 G202 AInf 60

and azimuth bins."” With these measurements, we can construct
the three-dimensional (3D) velocity distribution functions (VDFs)
of the plasma species measured by the instrument. However, plasma
measurements are subject to several errors, which propagate inac-
curacies to the determined VDFs and determined data products,
such as the density, bulk speed, and temperature of the detected
species.

For instance, similar to any other counting experiment, the
number of detected particles has a statistical uncertainty gov-
erned by Poisson statistics. This uncertainty propagates statisti-
cal errors to the physical parameters that we determine from the

only preventing the resolution of physical mechanisms in space but
also may alter the outcome of scientific studies, leading to erroneous
conclusions."

Plasma particle observations are subject to background noise
caused by the instrument electronics. The analysis of the VDFs con-
structed from the noisy observations leads to an overestimation of
the zeroth- and second-order velocity moments, which determine
the plasma density and temperature, respectively.'”'® Moreover, the
background noise affects the determination of particle distribution
functions, even when determined by the chi-squared minimiza-
tion technique.'” Therefore, the noise should either be monitored
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16,18,19
©191% and subtracted

on-board” or estimated by on-ground analyses
from observations prior any further analysis.
Other studies have also evaluated the systematic uncertainties
in the plasma parameters resulting from non-resolved time varia-
tions of the plasma.”””" Plasma bulk velocity fluctuations on time
scales below the time-resolution of plasma instruments are expected
to result in a broadening of the resolved plasma VDFs and thus, in
an overestimation of the plasma temperature. If the velocity fluctu-
ations are more dominant in either the perpendicular or the parallel
direction with respect to the background magnetic field, the analysis
of the observations may determine false temperature anisotropies.”’
We also expect systematic uncertainties in the recovered VDFs
if the instrument is not capable of resolving VDFs of different
species. For instance, solar wind proton VDFs may have signifi-
cant energy overlap with the VDFs of « particles. In these cases, the
analysis may fail to examine the VDFs of the two species separately
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and return false results. More specifically, if the alpha particles
are treated as protons, the analysis overestimates the actual proton
density, speed, and temperature.”’

In addition to the errors mentioned above, we expect additional
systematic errors in the plasma interpretations due to the limited
angular and energy resolution of ESAs. ESAs sample the plasma
particles in discrete energy-per-charge and angular bins, with each
bin covering a finite volume in velocity space. The measurements,
however, cannot resolve the shape of the VDFs within each bin.
Although such systematic errors have been discussed in previous
publications,”**” we argue that since there is a significant number
of studies using plasma observations by ESAs, there is a need for a
dedicated study to provide a detailed methodology to evaluate and
estimate them.

In Sec. II, we explain the motivation for this study in detail.
Section IIT shows the methodology that we follow to simulate plasma
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FIG. 1. Energy (velocity) distribution function models for different plasma bulk speeds and temperatures. Each panel shows a modeled distribution as a function of particle
energy and elevation direction for the azimuth direction of the bulk velocity. The white grid on each panel represents the energy and elevation bins that are similar to those

of our concept instrument (see Sec. Il A).
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observations and how we construct the velocity distributions of
the plasma. We further explain how we quantify the systematic
errors by comparing the constructed distributions and their veloc-
ity moments with their respective simulated plasma distributions
and their moments. In Sec. IV, we present our results considering
a wide range of plasma proton properties. In Sec. V, we discuss our
results in detail, including the potential impact of the demonstrated
uncertainties to scientific studies. We also compare the systematic
errors to an analytical function to predict the systematic uncertain-
ties as functions of the plasma VDF derivatives and the instrument
resolution. Finally, we discuss a potential mitigation strategy.

Il. MOTIVATION

Due to their finite angular and energy resolution, plasma ana-
lyzers cannot provide any information about the “shape” of the
plasma distribution function within each energy-per-charge and
angular bin. Instead, analyzers return one value (number of counts)
per bin, which we usually consider as representative of the value of
the distribution function at the central energy-per-charge, elevation,
and azimuth of the corresponding bin. Analyses of these observa-
tions then determine the physical parameters of the plasma. Such
simplifications which neglect the details of the instrument response
and the shape of the plasma velocity distribution on small, sub-bin
scales may be valid in numerous cases. Here, however, we argue
that it is not always safe to adopt them. In Fig. 1, we show mod-
eled Maxwellian energy distribution functions of protons for four
different combinations of plasma bulk speeds and temperatures. All
four distributions have a bulk velocity vector along elevation angle
© = 0° and azimuth angle ® = 0°, and we show two-dimensional 2D
“cuts” of the distribution at azimuth ® = 0°, as functions of par-
ticle energy E and elevation © (see Sec. III for details). The white
grid on each panel shows energy-elevation bins with size SE/E x 6©
~ 0.05 x 6°. The gradients of the distribution over individual instru-
ment bins become significant as the bulk speed increases and the
plasma temperature decreases. Thus, under certain plasma condi-
tions, simplifying the analysis by assuming that the distribution does
not vary significantly within each bin can be inappropriate. This
study investigates the accuracy of this simplification when applied to
standard solar wind proton plasma measurements by an electrostatic
analyzer concept and demonstrates the methodology for carrying

incoming proton

/

aperture deflectors

1)

elevation reference

elevation bins /

inner ESA dome

*
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out accuracy tests. Although this study is carried out using a spe-
cific instrument model, the demonstrated methodology can be used
for any similar instrument after the proper adjustment of the model.

lll. METHODOLOGY
A. Concept instrument

We model the response of a typical top-hat electrostatic ana-
lyzer for solar wind proton measurements. A diagram of this design
is shown in Fig. 2. In one full acquisition, our concept instrument
measures the number of particles in 96 energy-per-charge bins, E/q,
nine elevation bins, ®, and 11 azimuth sectors, ®. The elevation
angle is determined as the angle between the velocity vector of the
incoming particles and the top-hat plane, while the azimuth angle
is the angle between the projection of the particle velocity vector on
the top-hat plane (same as the detection plane) and a reference axis
onto that plane (see Fig. 2). Since we simulate protons (charge g = 1),
we refer to E/q steps as energy steps E throughout this paper. The
96 E steps are exponentially spaced over a range spanning from
200 eV to 20 keV. The nine ® bins sample particles with elevation
angles from —24° to +24°, while the 11 @ sectors cover azimuth
directions from —32° to +32°. The elevation and azimuth bins are
equally spaced across their corresponding sampling range of angles.
The values of E, ®, and @ bins we report above correspond to the
energies, elevations, and azimuths sampled in the center of each bin.

B. Input velocity distribution functions

In order to simulate observations of our concept instrument, we
first setup a velocity distribution function of the “measured” plasma
particles. We consider solar wind protons, with their velocities
following the 3D isotropic Maxwellian distribution function,

3 Vo7 )2
7 _m(V-Viy)

- m o
f(V)*Nm(m) ¢ (0

where m is the proton mass; kg is the Boltzmann constant; V is the
individual proton particle velocity; and Nin, Tin, and Vi, are the
proton plasma density, temperature, and bulk velocity, respectively.
Since electrostatic analyzers resolve particle distributions in a spher-
ical reference frame, we express f(V) in terms of the individual

outer ESA dome

FIG. 2. Schematic of our concept instru-
ment. We consider a typical top-hat
electrostatic analyzer with aperture def-
lectors and a position-sensitive detector,
which can resolve energies, elevation,
and azimuth directions of solar wind
protons.

azimuth sectors

azimuth reference
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mV -V, elevation 6, and azimuth ¢ directions

; _1
particle energy ¢ =

as

2 crep-2Egcos w(8g)

m 2 L
f(€,9,¢)me(m) e B > (2)

where g = %mVin - Vi is the bulk energy of the plasma particles and
w(6,¢) is the angle between the individual particle velocity vector

22.26.27

V and the bulk velocity vector Vi, 22207

C. Forward modeling

In each acquisition, the instrument records the number of par-
ticles in discrete E, ®, and @ bins. The expected number of counts
(recorded number of particles) in each E, ®, ® bin for a single
acquisition is” """

max_Omax Pmax

Cexp(E,(H),(D):AT//f(x(E,(H),(D,s,G,(/))

Emin Omin Pmin

x f(&0,9) izs de cos 6 d6 d¢, 3)
m

where A7 is the duration of each acquisition and a(E, ®, @, ¢, 0, ¢) is
the effective aperture area, which, in general, varies with the sampled
energy and direction. The limits of the integral are determined by the
minimum and maximum energy, elevation, and azimuth angle of the
particles that can be detected in each bin. We now assume that for
our concept instrument,

2
(i-1-5)
a(E,®,®,¢,0,¢) cos 0=ag exp| —~—— =

2(%)
‘e _(9—®)Z]ex [_(¢_®)2]
p[ 200) |7 2(00) |
(4)

acosB/ap(E, 6,9 =)

1.075 1.075

1.050 1.050
1.025 1.025
¥ 1.000 < 1.000
w w

0.975 0.975
0.950 0.950
0.925 0.925

0.900 0.900

acosB/ag(&,8=0, ¢)
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where we consider the same ag for each E, ®, ® bin. For this study,
we adjust a, such that the peak of Cexp (E, ®, @) is 10 000 counts for
each sample that we simulate. The standard deviations o, 0, and
0¢ describe the width of the transmission curves along ¢, 6, and ¢,
respectively, within each E, ®, ® bin. Our concept instrument has
og ~ 0.02E, o ~ 2.55°, and 0¢ ~ 2.72°. Equation (4) implies that
the energy of the peak of the transmission depends on the eleva-
tion angle, which is a standard feature of electrostatic analyzers."”*’
This energy-elevation coupling of the response is adjusted by the
Ske term, which in our model is set to Sgg = 120, which simu-
lates a response that is similar to the electron plasma spectrome-
ter (CAPS/ELS) on Cassini"”’ and the Solar Wind Around Pluto
(SWAP) on New Horizons.'"”’ Figure 3(a) shows a cos 8/aq of our
model instrument as a function of & and 6, for ¢ = ®. Figure 3(b)
shows a cos 8/ag as a function of % and ¢, for 8 = @, and Fig. 3(c)
shows a cos 8/ ay as a function of 0 and ¢, for % =1.

We simulate the expected number of counts in each E, ®, @ bin
based on Eq. (3) and using the expressions for the effective aperture
and response function as explained above. To solve the triple integral
numerically, we substitute the integrals with sums, i.e.,

0,-0)2
25 25 25 & i
(E 1+ Sm)

Cexp(E,©, @) =AY > > ag exp | - —3
2(%)

i=1 j=1 k=1
(6 - ®)2] [_ (¢ - <D)2]

X eX ———— | €X
P[ 200) 7P 2(00)?

2
X f(si, 9]', (Pk)?é‘i de; dej d¢k> (5)

where we divide the acceptance width of each bin in discrete steps
&i, 0, ¢, Appendix A shows how we optimize our model and decide
to use 25 x 25 x 25 of & x 6; x ¢, steps. In each bin, we assign a mea-
surement C(E,®,®), which is taken randomly from the Poisson
distribution with expectation value Cexp(E, ®,®). This is done to

acos G/ao(g =1,6,¢)

© -0
VLl o N w
S o ¢ o

|
u
o
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I ]
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acos 6/ag

FIG. 3. a cos 6/« of our instrument model as a function of (a) £ and 6, for ¢ = @, (b) £ and ¢, for 6 = ©, and (c) 6 and ¢, for £ = 1.
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model the statistical uncertainty of each measurement.'”>*"** Nev-
ertheless, the adjustment of ay, as explained above, reduces biases
caused by statistical errors.

D. Plasma distributions constructed
from observations

To construct the 3D VDFs from in situ observations, we treat
the particle energy ¢, elevation 6, and azimuth ¢ as constants over
the acceptance width of each bin and equal to their central values E,
©, and @, respectively. Thus, the distribution function is f(E, ®, D),
and also constant within the acceptance width of each E, ®, @ bin.
With this approximation, Eq. (3) becomes

s O B
2

Coxp(E, ®, D) ~f(E,®,(D)—2ATE2f f f
m

€min Omin Pmin

x a(E, 0, D,¢,0,¢) % cos 6 d0 d¢, (6)

where the integral on the right-hand side term is the energy-
dependent, effective geometric factor of the instrument,

Emax Omax Pmax

G(E,0,d) = / f f «(E, ®,D,¢,6,¢) %cos@d@dgb. @)

€min Omin Pmin

Under this simplification then,”’ ™ the expected number of counts

in each bin is
Cexp(E, ©, D) ~ %G(E, ©,D)E*f(E,©,D)Ar. (8)
m

Assuming further that the obtained measurements C(E,®, ®) are
representative of the expected counts, then it is straightforward to
convert the observations to plasma distribution functions using

m2

out (B, 0, D) » —————5—
Jou( ) 2G(E, ©,)E*Ar

C(E,®, ). ()

Equation (9) fails to describe plasma measurements when the under-
lying distribution functions change significantly over the acceptance
width of each bin of the instrument. In this study, we investigate
the accuracy of the approach used in Eq. (9). In order to do that,
we simulate observations C(E, ®, ®) using a high-resolution model
as described in Sec. III C and in Appendix A, for Maxwellian pro-
ton distribution functions for a range of input bulk speeds Vi, and
temperatures Ti,. We then compare the differences between the
constructed fou (E, ®, @) and the input distributions f(E, ®, ®) and
the differences between their velocity moments, as we explain in
Sec. [T E.

E. Quantifying the inaccuracies

Our evaluation is based on the comparison between the
input distribution functions f(E,®,®) and the corresponding
distributions that we construct from the simulated observations
fout (E, ®, @). For different sets of input parameters, we calculate the
distribution of the residuals,

Fresidual(E) ®> (D) = 10g10 [ﬂ)ut(E> ®, (D)]

—log,,[f(E,©,®)], (10)

ARTICLE pubs.aip.org/aip/rsi

considering only E,®, ® bins with C(E,®,®) > 1. For each com-
bination of the input plasma parameters, we calculate the mean
absolute value of the residuals as

Ne No No

Z Z Z |Fr551dual(El> ®j: q)k)| (11)

NEXN@XNq)tl]lkl

where indices i,j,k now indicate the individual energy, eleva-
tion, and azimuth bins, respectively, of the instrument with
C(E,®,®) > 1. Finally, in order to estimate the impact of the lim-
ited instrument resolution on the plasma bulk parameters, for each
set of input plasma parameters, we compare the velocity moments of
fout(E, ©, @) and the corresponding velocity moments of f(E, ®, D).
We calculate the first three orders of velocity moments of each
four and f, determining the corresponding densities Nous and Nf,
speeds Vou and Vi, and temperatures Toy and Ty (see Appendix B).
Although f(E, ©, ®) is the value of the input distribution at the cen-
ter of each E, ®, ® bin, we do not expect the determined moments
Ng, Vi, and Ty to be identical to their corresponding input para-
meters Nin, Vin, and Tin, due to the limited sampling of the
distribution.”"*' However, we expect that Ny, Vy, and T¢ would be
identical to the corresponding moments of fou for cases with negli-
gible error. Thus, for the purposes of this study, we investigate the

Nowt  Vour Toul
ratios N ,and

IV. RESULTS

Figure 4(a) shows a 2D cut of one fou(E ®,® =0°), con-
structed from simulated observations of plasma protons with
Nip =10 ecm™, Vi, = 600 km s™*, and kg Ty, = 60 eV. Figure 4(b)
shows the input distribution f(E,®,® =0°) for the same
plasma parameters, and Fig. 4(c) shows the residual distribution
Fresidual (B, ®,® = 0°). For this set of input plasma parameters,
the distribution extends beyond the elevation field of view. At
first glance, fou(E, ®,® =0°) and f(E ©,® =0°) appear very
similar. However, Fresidua(E,®,® =0°) is negative at the core
(at velocities near the peak of f and f,u) and positive at the tails
(velocities away from the peak). This is implying that the peak of
Jout(E,®,® =0°) is less than the peak of f(E,®,® =0°). On the
other hand, fou(E, ©,® =0°) is greater than f(E,®,® =0°) at
the tails. Panels (d)-(f) show fou(E,©,® =0°), f(E, O, =0°),
and their residuals Fiegiqual (E, ©, ® = 0°) for protons with the same
density, but for Vi, = 800 km s”' and kg Tin = 30 eV. For this set of
input parameters, the distribution function does not extend beyond
the instrument’s field of view. Similarly to the previous example,
four underestimates the core and overestimates the tails of the
input distribution. In this case, we can directly observe differences
between four and f, by comparing panels (d) and (e). Moreover,
Fresidual (E, ©, ® = 0°) in Fig. 4(f) extends to bigger absolute values
than the corresponding Fresidual (E, ®,® = 0°) of the slower and
hotter plasma example shown in Fig. 4(c).

We complete our evaluations by calculating the mean residu-
als R [Eq. (11)] for a wide range of input solar wind proton bulk
speeds Vi, and temperatures Ti,, typical for protons in the inner
heliosphere.** For all simulations, we use Ni, = 10 cm™>. For each set
of input plasma parameters, we simulate 10 samples. Thus, for each
Vin — Tin set, we calculate ten R values and, eventually, their aver-
age R (average over the ten samples). Figure 5 shows R as a function
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FIG. 4. 2D cuts of a (a) constructed £yt (E, ®, ® = 0°), (b) input f(E,®, @ = 0°), and (c) the residual Fresigual (E, ®, @ = 0°) distributions, for simulated plasma with
Nin = 10 cm=2, Vi, = 600 km s~", and kg Ti, = 60 eV. Panels (d)—(f) are the corresponding distributions for plasma with the same density but Vi, = 800 km s~" and

kB Tin =30eV.

of Viy and Ti,. The white curves are contours of selected R values.
We observe that R increases with increasing speed and/or decreas-
ing temperature. For the fastest (Vi, = 1000 km s71) and coldest
(kgTin = 5 eV) distributions we examine here, R is greater than
3.5. This means that for this set of input parameters, the difference
between the constructed and input distributions is several orders of

1000

3.5

900 3.0
= 800 25
u 2.0
€ 700 Iee
b 15
X 600 1.0
500 0.5
400 00

10! 102
ksTin [eV]

FIG. 5. 2D histogram of the averaged residuals R as functions of the input speed
Vi, and temperature kgTi,. The white dashed lines are contours of selected

R values (see the text for details).

magnitude, on average. Even for a relatively slow solar wind with
Vin = 400 km s™, we see a rather significant difference (R > 0.5) for
temperatures kg Tin < 9 eV.

In Figs. 6(a)-6(c), we show 2D histograms of the average output
density, speed, and temperature (average of the values determined
for each of the 10 simulated samples per Vi, — Ti, set), divided by
the corresponding moment of the input distribution, for each set of
input parameters. In all panels, the ratios are ~1 for the smallest bulk
speed and the largest plasma temperature we examine here, which
are Viy = 400 km s~! and Ty, = 200 eV, respectively. According to
Fig. 6(a), as the proton speed increases and/or the plasma proton
temperature decreases, the constructed distribution integrates to a
smaller density than the one underlying the input distribution. There
are examples within the examined range of parameters, for which
the density determined by four is underestimated by more than 50%

(log,, ( Ii\‘}f' ) <—0.3). According to Fig. 6(b), there is negligible differ-

ence between the speed determined by fou: and the speed underlying
f. For all Vi, — Ti, that we examine here, the difference is much less

than 1% (loglo(v‘;f“‘) < —0.001). According to Fig. 6(c), the temper-

atures determined by fou are significantly overestimated for a wide
range of input speeds and temperatures. For instance, even for the
slowest solar wind case (Vin ~ 400 km sfl), the temperature ratio

Tout
T¢

is greater than 1.12 (logw( ) > 0.05) for all input temperatures
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FIG. 6. Ratios of the plasma parameters determined from the constructed distributions, over the corresponding parameters underlying the input distributions; 2D histograms
of (a )Iogw( °“‘) (b) Iog10( °:‘) and (c) Iogw( °:‘ ) as functions of Vj, and Tj,. The black dashed curves are contours of selected ratio values.

less than 20 eV. For the fastest and coldest solar wind example we
simulate here, the temperature is overestimated by a factor of ten.

V. DISCUSSION

Our results show that the interpretation of plasma observa-
tions by electrostatic analyzers may suffer significant inaccuracies,
caused by the incapability of instruments to resolve the shape of the
plasma VDFs within the instrument’s energy, and/or angular bins.
We model single-species plasma observations by an electrostatic
analyzer concept and demonstrate that these systematic errors are
larger as the bulk speed increases and/or the temperature decreases
(see Fig. 5).

Under the same plasma conditions, observations by analyzers
with lower resolution will return VDFs with larger uncertainties.
When we refer to the instrument resolution in this study, we refer
to the widths of the transmission curves along ¢, 6, and ¢, which
are given by o, 0, and oo, respectively (see Sec. I1I C). Therefore,
for each instrument with specific energy and angular acceptance
widths, there is a certain range of plasma parameters for which the
constructed VDFs are reliable. We argue that in order to guarantee
the validity of science studies, it is important to estimate the con-
fidence level of the VDFs and their products that are determined
from ESA observations. Such evaluation is possible by applying the
same methodology that we present here to specific ESAs and plasma
distribution functions.

A. VDF shape and instrument resolution

In Fig. 7, we demonstrate how the unresolved shape of the
VDFs within the instrument’s bins causes the systematic uncertain-
ties we examine in this study. Panels (a) and (b) show two examples
of an input distribution function shape along one of the sampled

parameters (either energy or angle) within a single bin. Panel (c)
shows the Gaussian response as a function of the sampled para-
meter within the bin. In the example shown in Fig. 7(a), the input
distribution function increases as the sampled parameter increases.
However, the positive gradient of the distribution decreases (nega-
tive second-order derivative). This results in an asymmetric distri-
bution with respect to its value at the center of the bin. The bigger
contribution to the flux integral [Eq. (3)] comes from f values that
are smaller than the value of f at the center of the bin. As a conse-
quence, the observed number of counts is smaller than the counts
according to Eq. (8) using the value of f at the center of the bin.
Therefore, fou: constructed with Eq. (9) underestimates the actual
distribution f at the bin center.

The case shown in Fig. 7(b) has a positive second-order deriva-
tive. In this case, the asymmetry of the distribution results in a larger
number of counts compared to those that Eq. (8) estimates with the
value of f at the bin center. As a result, Eq. (9) overestimates the
VDE.

In Appendix C, we derive the Taylor series of an isotropic
Maxwellian VDF f(¢, 6, ¢), up to second-order terms, and evaluate
it at the instrument bin centers E, ®, ®. We demonstrate that up to
second-order terms, the systematic differences between four and f
are approximately

(Sf(E@d))Nf[ 82f(E®(1>)+a@ f(E@@)
+ 0o f(E@d))] (12)

which implies that indeed the systematic uncertainties increase with
increasing second-order derivatives of f. Equation (12) shows that
for the same f, the uncertainties increase with increasing oz, g, and
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00, which determine the instrument’s energy and angular resolu-
tion. Appendix C shows the derivation of Eq. (12) and the analytical
expressions for the derivatives of f.

In Figs. 7(d)-7(f), we compare 1D curves of the analytical
Of function with the corresponding 1D cuts of

Af(E,©,®) = fou(E,®,®) - f(E, 0O, D). (13)

The black curve in Fig. 7(d) is an 1D cut of Af at the elevation
and azimuth bins for which the distribution has its peak, i.e., Af(E,
©®=0°® =0°), and considering plasma with Ni, = 10 cm™, Vi,
= 600 km s™', and kgTin = 60 eV. The orange curve in the
same panel shows the 1D cut §f(E,® =0°,® =0°), calculated
analytically under the same plasma conditions. In Fig. 7(e), we
show Af(E = Epear, ©, ® = 0°) and 0f (E = Epear, ©, ® = 0°) under
the same plasma conditions, which are the 1D cuts of Af and 6f,
at the energy and azimuth bins that capture the peak of f, respec-
tively. Figure 7(f) shows the corresponding 1D cuts at E = Ep.x and
© = 0°. The apparent similarity between Af and §f confirms that
Eq. (12) successfully estimates the uncertainties in this example.
As the higher-order derivatives of the VDF increase (colder and/or
faster species), and as the instrument resolution decreases (larger o,
0@, 00), Eq. (12) would require higher-order terms to describe the
uncertainties. In Appendix C, we explain the approach behind the
derivation of Eq. (12), which is useful for fast and easy diagnosis of
the level of expected uncertainties.

B. Impact on plasma physical parameters

Figure 4 shows that the constructed distributions, in general,
underestimate the core of the input distribution functions, while
they overestimate their tails. This is in agreement with the diagrams
shown in Figs. 7(d)-7(f). It is also consistent with the fact that in
colder and faster plasmas, the plasma density is underestimated and
the temperature is overestimated (Fig. 6). The core of the distribu-
tion contributes significantly to the zeroth-order velocity moment
(the particle density), while the tails contain the higher energy par-
ticles, which make a significant contribution to the second-order
velocity moment (the temperature of the species). The bulk speed
accuracy is barely affected in the examples we examine here. Even
in the colder and faster plasma examples we examine, and for the
specific instrument resolution, the residuals are approximately sym-
metric around the bulk (see Figs. 4 and 7) and thus the first-order
velocity moment is barely affected. We do not expect this to hold for
any type of f or for bigger 0. This study does not examine the accu-
racy of the recovered plasma parameters for different plasma bulk
velocity directions. Given the typical Gaussian response of the indi-
vidual elevation and azimuth bins, we expect different distribution
of counts as a cold/fast proton beam shifts in direction (in sub-bin
scales). This is the subject of an ongoing, independent research by
L. Berger et al., which focuses on the temperature uncertainties as
functions of the plasma direction, considering the proton plasma
observations by Solar Orbiter (personal communication).
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We acknowledge that the systematic errors in the VDF shapes
can have a vital impact on scientific studies that require detailed
knowledge of plasma VDFs.”> Our results demonstrate that the VDF
shape of cold and fast solar wind protons is highly affected, even by
orders of magnitude. This systematic uncertainty is a function of the
input plasma, and thus, it is expected to lead to erroneous correla-
tions between the plasma parameters; i.e., artificially larger VDF tails
in colder and faster wind. There are cases within the range of plasma
parameters we examine, in which the systematic uncertainties of
this type exceed significantly the statistical and systematic uncer-
tainties of different sources, such as background noise, "’ plasma
fluctuations,’’ count uncertainties,' > limited sampling,’! and the
incapability to distinct between VDFs of different species.”

We highlight that a critical evaluation of the uncertainties in
specific applications should account for the VDFs of all the species
that the instrument detects. For instance, ESAs in the solar wind
and planetary magnetosheaths capture the distributions of alpha
particles along with those of the protons.”” " For co-moving pro-
ton and alpha populations, the VDFs of alphas extend at higher
energy-per-charge bins than those recording the proton VDFs due
to their higher bulk energy-per-charge at the same velocities. Higher
energy-per-charge bins, however, have larger o¢ and thus, even if the
VDFs of the two species had the same shape and even if the analy-
sis could distinguish between the two species, the VDFs of alphas
would be resolved with larger systematic uncertainty compared to
protons.

C. Potential mitigations

One popular technique to determine the plasma VDFs is by
fitting the observations to forward model predictions.””""" With
this technique, we can optimize the parameters of analytical VDF
models to reproduce the actual observations. We argue that the
use of high-resolution forward models, which take into account the
detailed response function of the instruments and the VDF shapes
on sub-bin scales as we describe in Sec. III C, can overcome the
systematic uncertainties arising from the instrument’s finite res-
olution. Although this is one possible way to recover the actual
VDFs, it requires a detailed implementation of the instrument’s
response function per bin and a numerical calculation on sub-bin
scales.

Solar wind protons usually exhibit non-thermal features, such
as beams and supra-thermal tails,"’ ~** and an accurate forward mod-
eling would require numerous iterations with a variety of input
f functions, beyond the isotropic Maxwell distribution. The users of
forward models should keep in mind that the optimization of VDF
models that do not correspond to the actual plasma VDF leads to
systematic errors.”’ In addition, classic fitting techniques that are
used for optimizing models to observations may introduce biases
and lead to systematic errors and artificial correlations between the
determined plasma parameters.' "' >"*

The results of this study are linked to the specific instrument
model and under the specific plasma conditions we consider for our
demonstrations, which are described in Sec. III. Our purpose is to
notify the community that the accurate determination of plasma
parameters from in situ observations requires a thorough examina-
tion of the possible VDFs and knowledge of the instrument response
function and resolution. The same technique we describe here can

ARTICLE pubs.aip.org/aip/rsi

be adapted to evaluate the performance of any analyzer of a similar
design, under any plasma conditions.
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APPENDIX A: MODEL OPTIMIZATION

The accuracy of the forward model increases as we increase the
number of discrete ¢, 0;, and ¢, steps within the bin width, at which
we evaluate the sum in Eq. (5). By increasing the number of steps, the
computational time increases. Thus, we optimize the model by using
the minimum number of steps required for accurate simulations.
As shown in Fig. 1, colder and faster distributions require a model
with higher resolution to maintain a high accuracy of the simulated
counts. For our evaluation, we first use 33 steps for each parameter
(&, 6, ¢) to simulate the number of counts for an input Maxwellian
with Niy = 10 cm™, Viy = 1000 km s™' along ® = ® = 0°, and
Tin = 1eV. Wealso set ag = 1 m? in order to have counts recorded
by many instrument bins. We use this simulation product as the
high-resolution reference model (M33 model product). We then
simulate measurements with models of different resolutions, start-
ing from a low number of &;, 0}, and ¢, steps (same number of steps
for each parameter) and simulate the number of counts of the same
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FIG. 8. Comparison of observations produced by models of different resolutions against the simulations of the M33 model. Number of counts simulated using (a) 5 integration
steps, (b) 17, and (c) 29 integration steps, vs the number of counts simulated by M33 for the same input proton plasma parameters. (d) x> value of simulated counts by
models of different integration steps and the counts simulated by M33 and (e) the slope (blue) and the correlation coefficient (red) of the simulated counts by different models

and M33, as functions of the integration steps of each model.

distribution function. We compare the output of each model to the
product of M33. We calculate the chi-squared value y?, the Pearson
correlation coefficient, and the slope between the number of counts
by each model and the M33 reference model.

In Fig. 8, we show the results of our model optimization. To
optimize between computational time and accuracy, we use a model
with 25 integration steps throughout this study, which produces
virtually the same results as M33, for this fast and significantly
cold Maxwellian we use for input. The model we use leads to
x* ~ 107 and it correlates almost perfectly with M33, since the
Pearson correlation coefficient and the slope are both very close
to 1.

APPENDIX B: VELOCITY MOMENTS

We calculate the output plasma bulk parameters as the veloc-
ity moments of the distribution function constructed from the

observations.””" The output plasma density is estimated by the
Oth-order moment,

9% 9 11 E; % AE
Nout = Z Z Z \/Eﬁ)ut(Ei)®j)(Dk)(E) COS@jFA(’DA@, (Bl)
i=1 j=1 k=1

where AE, A®, and A® are the differences between consecutive
energy, elevation, and azimuth bin centers, respectively. The energy
bins are exponentially spaced, resulting in a constant % ~ 0.05,
while the elevation and azimuth bins are uniformly spaced, such
that A® = 6° and A® = 6.4°. The first-order moments determine the
bulk velocity components of the plasma,

1 9% 9 11 Ei 2
Ve = =333 zfom(E,-,@j,@k)(—)
Now i=7 i1 121 m

AE
X C052®j cos d)k?AG)ACD, (B2)
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1 9
Vy,out Z 2f0ut (Et) ®]> q)k)( )
N"“tx 1 j=1 k=1
AE
x c0s’@; sin Dy AOAD, (B3)
and
9% 9 11 Ei 2
\% 2 E;,®;, ) —
zout = Nout 2 ]Z: Z fout( i> Ij k)( m)

AE
x cos ©; sin ®; A@A(D (B4)

from which we obtain the bulk speed,

Vour = \/V)iout + V;,out + sz,out- (B5)

The second-order moment determines the scalar temperature,

1 96 9 2
kpTout = =——». > Z — (WJZ(,ijk + Wyzl,ijk + Wﬁ,ijk)
3Nout1 1 j=1 k=1 m
3 AE
 fou(En 0}, ®)E} cos®; - AGAOD, (B6)

J
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where
2E;
Wy ijk = = cos 0©; cos Dy — Vyouts (B7)
V m
2E;
Wyijk = = cos ®; sin @y — Vyours (B8)
V m
and

2E; .
Waijk = \ / ;’ sin ®; — Vzout. (B9)

By replacing fou(E, ®, @) with f(E,®,®) in the equations above,
we calculate Ny, Vi, and Ty, which are the density, speed, and
temperature moments of the input distribution, respectively.

APPENDIX C: TAYLOR SERIES OF THE INTEGRATED
DISTRIBUTION FUNCTION

The Taylor expansion of f(e 6,¢) at the center of each
instrument bin € = E, 0 = ©, ¢ = ®, up to second-order terms, is

f(e0.¢)~ f(E,©,®) + %(5,@,@)(8—@ + f(E 0,0)(0-0) + af 5 (5:0.0)(¢-0)

82f(E 0,0)(e—E)* + 82—f(E,@),@)(e—@)z + azf - (E,0,0)(¢ - )

Flia

82f (E,0,0)(e-E)(6-0) + o'f (E,0,0)(e-E)(¢— D) + o°f (E,0,0)(6-0)(¢ - D). (C1)

" 800 9ed¢

By using the Taylor expansion of f(¢, 0, ®), the integral in Eq. (3)
becomes

emax Omax Pmax

Coxp(E, ©, D) mATf f /a(E,@,d),s,e,qs)[f(E,@,@)
€min Omin Pmin

al f

" 9604

(5,0,0)(6-0)(¢ - @)]
x —25 de cos 0 d6 d¢. (C2)
m

We now replace the linear € term with its value at the center of the
bin E and we write

may, Omax Pmax

Coxp (E,0,0) » ZEZAT f f [a(E 0,0,¢6,¢)

O f
960¢

x[f(E,®,®)+~~-+ (E,®,<D)(9—®)(¢—‘D)]

x % cos 6 df d¢, (C3)

900¢

which can be realized as the sum of integrals for each term of the
Taylor series. The first integral, which is the integral containing the
first term f(E, ®, D), is

2F? AT

(EG)(D)? mf%f a(E, 0,D,¢6,9) —c089d9d¢

Emin Omin Pmin

_ 2E2ATG(E,®,¢)f (£, ©,0) (Cq)

m

which is identical to Eq. (8). As a result, the integrals of the higher-
order terms of f(e, 6, ¢) estimate the discrepancy between the sim-
plified, zeroth-order approach in Eq. (8), and the exact number
of counts given by Eq. (3), which quantifies the systematic uncer-
tainties we investigate here. For a symmetric response function
a(E,®,D,¢,0,9) cos 0 around the bin center E, ®, @, we get

Emax Omax Pmax
[ ea(E,0,,¢,6,¢)%
( ) _ Emin Omin Pmin

< cos 6.dO d¢

=E,  (C5)

emax Omax Pmax
[ a(E, ©,0,¢,0, ¢>)% cos 6.dO d¢

Emin Omin Pmin
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Emax Omax @

T T 6a(E,0,0,6,60,¢)% cos 0 do d¢
<0> _ €min Omin Pmin = @, (C6)

Emax Omax Pmax
[ a(E,©,d,¢,0,¢)% cos 6 d6 d¢

€min Omin Pmin

and

emax Omgx Pma

f ¢a(E,0,D,¢,0, gb)@cos 6 do d¢
<¢) _ min Omin Pmin _ CD, (C7)

Emax Omax Pmax
[ a(E, ©,®,¢,0,¢)% cos 6 df dp

min Omin Pmin

and therefore, all first-order derivative terms that have (¢ — E), (6 — ©), and (¢ — @) go to zero and do not contribute to the uncertainty we
investigate. For this reason, the second-order derivative terms with the mixed energy, elevation, and azimuth terms, also go to zero. As a
result, the systematic uncertainty of the estimated counts §Ceyp is approximately

€max Omax Pmax
f(EG)CD)//f(e—E)oc(E@CDSG(p) cos 0 df d¢

€min Omin Pmin

8Cexp(E, ©,D) ~

V) €max Omax ¢max
Z@J; (E,®,) f f f (0-©)’a(E,0,d,¢ 9,¢)%cos 6 d0 d¢

Emin Omin Pmin

max Gmnx ¢max

f(E ®,) f f f (¢—d>)2rx(E,®,(D,s,6,¢)%c0s 6.0 dg|. (C8)

€min Omin Pmin

We can solve the above-mentioned integral, either numerically or analytically, for any input distribution and a known response function
at each bin. At this point, we adopt one simplification and treat « cos 8 [Eq. (4)] as it was a pure 3D-Gaussian, i.e.,

a(E,0,0,¢,6,9) cos O~ ag exp[—(é_l) :|exp|:—(6_®z ]exp[—(¢_®) ]

2(%)2 2(0e) 2(0(1))2
[ e=Er] [ 0-0r], [ (-0
= p[ 2<os>2] P[ 2<o@)2] p[ 200)’ ] ©)

for which the analytical solution of Eq. (C8) is straightforward. and
Under this approximation, we get

€max_ Omax Pmax

o s f f f (6 - ©)a(E, 0,0, 6,¢) % cos 0.6 dg
f (e - E)*a(E,©,D,¢,06, gb)% cos 6.d6 d¢ €min Omin $rnin E
Enin Orin. Pmin w Eilao(Zn)a/zaga(aofp, (C12)
~ E_loco(Zn)s/chéa@ch;, (C10)

and by substituting back to Eq. (C8), we get

3
Emas Omay Pmax ao(27) > opoeooEAT| 587 Ff
d. 0Cexp(E,®,D) = E, 0,0

f (0-0)*a(E 0, d,s, 9,¢)f£cos 0 do d¢ exp( ) m’ [ 2 ( )
€min Omin Pmin 3 zf £6.0 f E @ @ c

_ + 09 —5 (E, O, + 04 13

~E 1a0(2n)3/20302)0¢, (C11) © 06 ( ) s 7 )| €13
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Under the 3D-Gaussian response approximation [Eq. (C9)],
the geometric factor of the instrument is approximately,

G(E ©,®) ~ ap(27)* %ogaq,, (C14)

and thus, Eq. (C13) becomes

0 f ] (E,0,0)

E, ©,®)E*A
8Cesp (B, ©, D) = G(LZ)T[

+ a@—f(E 0,d) +a¢—f(E o, d))] (C15)

The conversion from observed counts to VDF using Eq. (9)
results in a systematic offset in the estimation of fou, given by

3f(E,©,0) = [OEazf(E 0,0) +o@—f(E 0,0)
+ aq,—f(E o, @)] (C16)

where o0, 09, and 0o determine the energy, elevation, and azimuth
acceptance widths of the instrument bin, respectively. In general, o,
0e, and 0o are parameters that must be determined for each indi-
vidual bin. For our concept instrument, we assume the same set of
0g/E, e, and 0 for all the bins, which does not affect the validity
of the analysis we perform here. With a close look at Eq. (C16), we
understand that the systematic uncertainty increases with increasing
second-order derivatives of f and also with increasing acceptance
widths (decreasing resolution) of the instrument.

We now evaluate df analytically for certain plasma properties
and our concept instrument. For plasma with bulk velocity along
0 = ¢ = 0° direction, the Maxwell distribution in Eq. (2) becomes

e+eg—2,/Eg cos B cos ¢

f(&6,¢) = Ae k5 Tin , (C17)

3
where A :Nm(ﬁ)z. Then, the partial derivative of f with
respect to energy is

9 1 z _ eteg—2/Fg cos 0 cos §
o _ v/ 2 cos O cos ¢—1)Ae BT
(98 kB Tin &

=% IT (\/7cos 0 cos ¢ - l)f (C18)
B lin

the partial derivative of f with respect to elevation is

of —2\/s_eos1n9COS¢ _ sreg=2 /e cos 6 cos ¢

kBT,

20 kg Tin

_ ~2\/egsin 0 cos ¢f (C19)
kB Tm

and the partial derivative with respect to azimuth is
_ —2./egg cos O sin (/> 7”80'2\/,:7‘?1:‘ feosd

3¢ kB Tm

_ ~2\/e5o cos 0 sin ¢f. (C20)
kB Tin
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The second-order partial derivative of f with respect to energy is

o*f \/_cosecosqf) 1 / of

ZJ _ -1|=,

882 ZkBTmS f kg Tin ¢ cosfeos ¢ Oe
(C21)

and with the use of Eq. (C18), becomes

2

o f /& cos 8 cos ¢ 1
7" ST f+ prel (\ /=% cos 0 cos ¢ - 1) f.
(C22)

The second-order derivative of f with respect to elevation angle is

827]’ _ 2./egg cos § cos (/)f _ 2y/egysin 6 cos ¢ Of (C23)
892 - kBTin kB Tin 86)
and with the use of Eq. (C19), becomes

(927]‘ __2\/egg cos 6 cos ¢f 4degg sin® 0 cos? ¢f
o kT YA

(C24)

Finally, the second-order derivative of f with respect to the azimuth
angle is

827]‘ __2\/eggcos B cos ¢f _ 2./eggcos B sin ¢ Of (C25)
op> kg Tin kp Tin ¢’
and with the use of Eq. (C20), becomes
2 202
0°f _ 2\/eggcos B cos ¢ 4ee) cos” Osin ¢f (C26)

87(1)2 - kB Tin f k]23 len

We now evaluate Eq. (C16), using the above-mentioned expressions
for the second-order plasma derivatives. Figure 9 shows 1D cuts of
the individual terms of 8f at e = &9 and ¢ = 0°, calculated for our con-
cept instrument acceptance widths and a Maxwellian f with density
Nin = 10 cm ™3, bulk energy & = 1.9 keV (velocity along 6 = ¢ = 0°),
and temperature kgTi, = 60 eV. The first term, which describes the
error due to the unresolved changes of f over ¢ within each bin, is the
smallest. The second and third terms are the dominant terms, indi-
cating that the unresolved changes of f over elevation and azimuth
within the instrument bins contribute the most to the errors we
investigate in this study.

We also examine the behavior of 0f for different input speeds
(bulk energies) and temperatures. Figure 10(a) shows 1D cuts of
Of at the bulk energy (e=¢&) and azimuth ¢ =0° for four
Maxwellian distributions with the same density, Ni, = 10 cm™, and
the same bulk energy, & = 1.9 keV, but different input temperatures.
The blue curve is the calculation for kg Tin = 50 eV, the cyan curve
for kg Tin = 55 eV, the orange curve for kgTi, = 60 eV, and the red
curve for kg Tin = 65 eV. Figure 10(b) shows the same cuts for four
Maxwellian distributions with the same density, Ni, = 10 cm™>, and
same temperature, kg Tin = 60 eV, but different bulk energies. The
red curve is for & = 1700 eV, the orange curve is for & = 1900 eV,
the cyan curve for & = 2100 eV, and the blue curve for & = 2300 eV.
We see that Jf is always negative at the core, and its minimum value
decreases with increasing speed and/or decreasing temperature.
For colder and/or faster protons, f becomes positive for smaller
absolute 0 values and exhibits local maxima that are greater than
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FIG. 9. 1D cuts of the parameter &f (black) and its individual terms (red, blue and orange) at the bulk energy (& = &) and azimuth ¢ = 0°, considering Maxwellian plasma
with Ni, = 10 cm~3, &9 = 1900 eV and kg T;, = 60 eV. The red curve indicates the 1D cut of the first term of 8f, which has the second-order derivative of f with respect to

energy. The blue curve indicates the 1D cut of the second term, which has the second-order derivative of f with respect to elevation, and the orange curve is the 1D cut of
the third term, which has the second-order derivative of f with respect to azimuth.

g0 = 1900.0 eV kgTin = 60.0 eV

le—10 le-10
(a) (b)
o 04 7 01 ~——
0 ")
T ?
€ 3
: -1 : —14
= >
I I
S 2 S 2
@ ©
S 3
M —— kgTin=50.0 eV ‘I“I’ — £=1700.0 eV
w =31 keTin=55.0eV | w —3 £,=1900.0 eV
b keTin=60.0eV | £0=2100.0 eV
—— ksTin=65.0 eV — £=2300.0 eV
-4 ; ; ; ; -4 ; . : .

-30 -20 -10 0 10 20 30
er1

-30 -20 -10 0 10 20 30
or°]

FIG. 10. &f function and its dependence on the plasma bulk energy and temperature. (a) 1D cuts of f at the bulk energy (& = &) and azimuth ¢ = 0°, for four Maxwellian
distributions with the same bulk energy & = 1.9 keV, but different input temperatures; kg Ti, = 50 eV (blue), kg Tin = 55 eV (cyan), kg Ti, = 60 eV (orange), and kg Ti, = 65 eV
(red). (b) 1D cuts of 8f at the bulk energy (& = ;) and azimuth ¢ = 0°, for four Maxwellian distributions with the same temperature kg Ti, = 60 eV, but different bulk energies;
& = 1700 eV (red), & = 1900 eV (orange), & = 2100 eV (cyan), and &, = 2300 eV/(blue). All distributions have the same density, Ni, = 10 cm=S.

Of functions for slower and/or hotter protons. Although the deriva-
tives of f vary within individual bins, for the certain example we
show in Fig. 7, 0f (E, ®, @) evaluated at the center of the bins cap-
tures the uncertainties accurately. However, for colder and faster
distributions, we recommend evaluating higher-order derivatives of
f as well, in order to capture the uncertainties with the analytical
expression accurately.
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