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Abstract.  In this paper, we revisit the issues surrounding the lack of gender diversity in com-
puting and build a theory on the roles and effects of genders in computing. Our intention is to 
transform human experiences with computing technologies to more equitably reflect and represent 
diversity. To support gender diversity in design, we work to create an integrated trans-feminist the-
ory. In doing so we draw from diverse fields, including English, psychology, philosophy, cultural 
theory, law, medicine, and feminist, queer, disability, indigenous, post-colonial, Black, and Chicana 
studies. We show how and why marginalized people need to develop our own languages and voices 
as a step in empowering our identities. We assemble quantitative data showing the paucity of peo-
ple with historically marginalized genders in computer science education and in our best papers. 
We use the participation gap in computing, combined with the mental health impact, to argue that 
computing, as a field, needs to critically examine our cis/heteronormative tendencies, which per-
petuate a vicious cycle of erasure, and instead frame scholarship in terms of gender identities and 
presentations.
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1  Introduction

Historically, scholars raised the ‘woman problem in science’ (Harding 1986). 
This is well-intentioned, but problematic. We re-frame to refer to the problem 
of computing being dominated by white, cis,1 heterosexual men. Our goal is to 

1  Cisgender and cis are terms that began use in the 1990 s to describe a person whose individual’s gen-
der identity (This term comes from (Harding 1986) and includes both gender presentation and identity 
which we discuss later.) corresponds to their sex assigned at birth. The prefix trans- is Latin, meaning 
‘the other side of’, as opposed to cis-, meaning ‘on this side of’. For those interested, more information 
can be found at: (Stryker 2017; Scheuerman et al. 2020; PBS Independent Lens 2023) and references 
throughout this work.

http://crossmark.crossref.org/dialog/?doi=10.1007/s10606-025-09518-0&domain=pdf
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support a transformation of human experiences of computing technologies in 
order to more equitably reflect and represent diversity in how, specifically, histor-
ically marginalized gender identities and presentations experience gender iden-
tity. Our position is that by historically marginalized gender identities and presen-
tations, we mean those that are not cis-masculine, e.g., trans people, non-binary 
people, agender people, genderqueer people, and women. We identify structural 
exclusions of historically marginalized gender identities and gender presentations 
in Computer Supported Cooperative Work (CSCW) and beyond.

We do so through an intersectional context, focusing on gender identity and 
presentation alongside race, disability and others, which Collins (1990) refers 
to as the ‘matrix of domination’. In doing so we draw on both on foundational 
(Crenshaw 2017; Collins 1990) and more modern HCI (Erete et al. 2018) inter-
sectionality theory. In this paper, we revisit diversity issues with an intersectional 
lens to build new theory on the roles and effects of genders in computing, with a 
goal of creating equity.

In CSCW, and in science, technology, engineering and mathematics (STEM), 
more broadly, much well-intentioned work has addressed the need for gender 
equity, diversity, and inclusion (United States’ National Science Foundation 
n.d.; Computing Research Association’s Committee on Widening Participation 
in Computing Research 2025; UK Research and Innovation 2025; European 
Commission n.d.). These efforts have been substantially based on Liberal Femi-
nism, an older school of thought, which has argued that men and women would 
attain the same achievements if both2 were given the same opportunities (Tong 
and Botts 2018).

Liberal Feminism predates much queer theory, is heteronormative, and 
excludes trans identities (Stryker 2017). Further, this approach fails to acknowl-
edge that people perform gender and that institutions and technologies, them-
selves, can be gendered, disadvantaging those who are historically marginalized. 
We amalgamate queer and feminist theory to show how and why this has not 
worked out so far; bringing them together enables us to work toward equity.

1.1 � Gender theory in CSCW

We are not the first to theorize about gender in CSCW. We build on diverse prior 
work in our field that addresses non-cis-masculine identities (Ahmed et al. 2016; 
Nova et  al. 2021; Kannabiran et  al. 2011; DeVito et  al. 2020; Haimson 2017; 
Light 2011; Scheuerman et al. 2021; Spiel et al. 2019a; 2019b). We also build 
on Feminist Theory by Bardzell (2010) and Rode (2011b); and, in turn, earlier 

2  We emphasize that, in addressing historically marginalized gender identities and gender presentations, 
we do not consider binary gender to be the norm. In this case, we are referring to how prior work repre-
sents identity.
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CSCW scholars, including Wagner (1994), Robertson (2000), and Bratteteig 
(2002), who laid out imperatives of gender for truly participatory design.

In the present CSCW literature, we see scholarship on queer studies and 
more traditional gender studies. However, we observe that these communities 
are hardly talking to each other. For instance, in the 69 page article, ‘Gen-
der-Inclusive CSCW Research and Design: A Conceptual Review,’ address-
ing trans and non-binary identities is relegated to future work. At the same 
time, Taylor et al. (2024) provide a comprehensive literature review address-
ing LGBTQIA + identities, but does not connect it with other marginalized 
identities such as cis women. Yet, we believe that queer and feminist CSCW 
communities have common causes for social good regarding diversifying 
computing. Just as the coal miners and the LGBTQIA + community came 
together in England during the mining strikes (Warchus (Director) 2014; Kel-
liher 2014), and the Black and Jewish communities historically came together 
in the American Civil rights community (Religious Action Center of Reform 
Judaism n.d.), we call on people in computing from historically marginal-
ized gender identities and presentations to come together to encourage gender 
diversity in computing beyond its overwhelmingly cis-masculine base.

We propose a strategic alliance among people with historically marginalized 
gender identities and presentations. We are aware—both from literature and 
our own positionalities—that there is tremendous sensitivity in the non-binary 
community about efforts to bridge these marginalized communities (Crossley 
2019; Just Between Us 2019). Yet, while we recognize these communities are 
diverse and have different needs (in face of the current prevailing sentiment 
against diversity), we feel it is critical to move past our differences to pursue 
strategic ally-ship in the face of the patriarchy. We acknowledge gender iden-
tity and presentation are complex and personal (Butler 1997), and that peo-
ple present themselves using a range of femininities, masculinities, and gender 
divergences. Our intention is to bring together people with gender identities 
and presentations that are historically marginalized in computing, not to erase 
differences. We recognize that sometimes these groups have divergent needs.

1.2 � Contribution

In this paper we strive to make two contributions. First, we provide a critique 
of how Liberal Feminism is inadequate for computing. Second, we argue for 
the need of a new form of feminism that allows for all gender identities and 
presentations across their multi-dimensional landscape. We then move to use 
this integrated trans-feminist theory as the starting point of a call for comput-
ing to move beyond the cis-masculine norm, so that it includes all people with 
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gender identities and presentations that have been historically marginalized. 
We make two parallel arguments:

1.	 that computing has been significantly hostile to historically marginalized gen-
der identities and gender presentations3; and

2.	 that computing needs to open up to the ever-expanding range of gender identi-
ties and presentations.

Butler, in their most recent book, discusses the ‘phantasm of gender’, which 
they frame in terms of society’s fear of discussing gender (Butler 2024). As we 
have been working the last four years to get this paper to publication, we have seen 
our work get caught up in cultural debates over gender, offending both feminists 
and trans people. We sincerely aim to offend neither—our positionalities include 
both. We ask our readers to read empathetically as we negotiate this tightrope.

1.3 � Foundations & evolution

We will cite old feminist theory and studies of women in science and tech that 
are sometimes gender-essentialist. We think that even problematic works can 
have value, even if they only address the rights of cis women. Instead, we will 
extend such works’ relevance to a world that is not heteronormative and use its 
arguments to advance the rights of gender-divergent people.4 Conversely, we take 
queer theory and interpret and show its relevance to cis women. We are working 
to build an integrated trans-feminist theory, a theoretical coalition against patriar-
chy in computing.

Our contribution is based in expanding prior arguments to integrate queer the-
ory with feminism to trouble5 implicit and explicit treatments of gender in CSCW. 
As numerous scholars have observed, much computer science (CS) literature on 
gender fails to consider how gender is not a simple binary and needs to include 
people of historically marginalized gender identities and presentations (e.g., Light 
(2011); MacArthur et al. (2021); Rode (2011b); Spiel et al. (2019a, b); Haimson 
(2025); Bardzell et al. (2012); Burnett et al. (2016); Taylor et al. (2024)).

We review and integrate gender-theoretical foundations, featuring Judith But-
ler, Laurent Berlant and Michael Warner, and Sandra Harding. Butler contributes 
understandings of how gender is socially constructed through performance, and 
not just based on sexual organs (Butler 2006), even while their theory around 

3  We acknowledge this hostility is more common in the more technical areas of CSCW and less so in the 
design and user studies communities, but also that it reflects larger attitudes throughout computing.
4  We use the term ‘gender-divergent people’ throughout this paper when we are talking specifically about lit-
erature on third gender identities and presentations (Dawson 2022).
5  ‘Trouble’ is a word used when scholarship engages queer theory to explore issues from a non-binary and 
non-cisgender perspective. We believe its origins lay in the Civil Rights movement and advocacy of ‘good trou-
ble’ as a productive social force for change (Porter 2020).
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trans identity is problematic (Section 4). Berlant and Warner (1998) develop the 
concept of [cis/]heteronormativity (Section 3), the omnipresent underlying cul-
tural, social, and political fog that invisibly privileges cisgender heterosexuality 
over LGBTQIA + identities (Berlant and Warner 1998). Harding offers founda-
tions in the operational concepts of gender symbolism, individual gender, and 
structural gender (Harding 1986).

In order to combat gender trouble6—how certain gender identities and pres-
entations have been marginalized—in computing, we integrate diverse perspec-
tives on identity and apply them to help understand CSCW and STEM. A range 
of other scholars—e.g., Anzaldùa (1992), Hooks (1989), Rich (2013), Gilligan 
(1993), Thomson (1997), West and Fenstermaker (1995), Booker (2019), Daly 
(2016)—have articulated the importance of language in how people with tradi-
tionally marginalized genders develop identity that overcomes marginalization 
and gains empowerment (Section 7.1.1). We invoke Anzaldùa’s (1992) empha-
sis on the need to blend one’s own linguistic sources and personal languages 
to overcome prevailing impositions of silence and oppression. A contribution 
of this paper is thus to curate diverse gendered vocabularies that people use to 
name themselves and their activities. We will extend Anzaldùa to argue that this 
expansive vocabulary, which may seem like unnecessary jargon to outsiders, is 
necessary to overcome cis/heteronormativity, to empower gender-diverse CSCW 
research and practice through its unique power for (self-)representation.

Our reframing of gender in CS counters predominant, Liberal Feminist (Tong 
and Botts 2018), gender diversity arguments in computing, which focus on sim-
ply increasing the number of women (Section 5). We expand the scope by making 
a more structural argument addressing historically marginalized gender identities 
and presentations. Addressing women is necessary, but not sufficient. The people 
who are not cis, not men, not heterosexual, not able-bodied, and/or not white, 
who are being underrepresented by computing, feature intersectional differences, 
differences in gender presentation, and differences in experience. These differ-
ences fundamentally affect the structure and terms of how we need to approach 
diversity in computing.

1.4 � Structure

In the next section, we present our own positionalities. Next, we build and integrate 
gender theoretical foundations. Then, we contrast gender and sex, critiquing prevailing 
binary gender systems. We use the theory to unpack instances in CSCW and, more 
broadly, STEM. We use gender (in)authenticity to critique ‘technology as masculine 
culture’ (Wajcman 1991), and expand this to discuss what it means for people with 

6  In this instance we are not referring to Lewis’s use, but Judith Butler with their book Gender Trouble 
(Butler 2006).
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gender identities that are traditionally marginalized in computing. We call this ‘tech-
nology as cis/heteronormative masculine culture’. Next, we discuss what a re-framing 
of diversity in this fashion would mean for CSCW, highlighting the importance of 
claiming voice, framing in terms of relationships not hierarchy, as well as considering 
authenticity and embodied identities. We discuss a few case studies from the CSCW 
literature. Finally, using this argument, we develop implications for practice, address-
ing methodological issues of who research study participants are and how research 
questions are defined, before engaging in a speculative brainstorm. In this, we address 
Stumpf et al.’s (2020) call for HCI research that ‘transcend[s] conventional thinking 
about gender as binary and fixed… [to] lead to a richer understanding of users and 
how to better design for everyone’. We develop conclusions about how reframing 
diversity in CSCW in terms of genders has the potential to transform computing to be 
more inclusive and equitable, and so to better serve society as a whole.

2 � Positionality

Decades ago, Clifford (1986) articulated the need for positionality statements in 
ethnographies because, as works of writing, they are as much about their authors 
as about their subjects. He cites a man who was a Cree hunter (a North American 
Indigenous people),

‘Who (the story goes) came to Montreal to testify in court concerning the 
fate of his hunting lands in the new James Bay hydroelectric scheme. He 
would describe his way of life. But when administered the oath he hesi-
tated: “I’m not sure I can tell the truth.... I can only tell what I know.”’

This principle extends to diverse research in that we only know our own per-
spectives, our positionality. This notion of partial truths, of particular perspec-
tives resonates with our work here.

Recently, Liang (2021) has critiqued some positionality statements in CSCW 
as ‘reflexivity theater’. They emphasize the need for such statements to address 
privilege, ethics, power, and values in the context of the research at hand. In this 
spirit, we include positionality statements, as our lived experiences in regard to 
our gender identities inherently shape the theory we generate here. We are cur-
rently based in the United Kingdom, Australia, and the United States of America. 
In developing our positions we will focus our argument on the positions that we 
know firsthand. While we want our work to be relevant a global audience, we do 
not wish to overclaim. We use these countries to ground our examples. However, 
as cultural construction of gender varies widely we wanted to avoid over-general-
izing, and urge care in applying this argument to the Global South out of respect 
for cultural and religious differences (PBS Independent Lens 2023).
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2.1 � Authors’ positions

2.1.1 � First author
The first author is an unmarried non-binary, but more femininely presenting, dis-
abled, white, Jewish person. Growing up in the U.S. American South, with inter-
ests in technology, I was considered a geek and insufficiently feminine. While I 
was not girly enough for Southern culture, both in undergrad and in Silicon Val-
ley I was taken aside by well-meaning mentors and told I needed to stop curling 
my hair, wearing makeup, heels and skirts, if I wanted to be taken seriously as 
a computer scientist. Later in life, as I became increasingly disabled, it became 
apparent that having children would be medically unwise. This later became 
impossible due to cancer. As single disabled women are rarely allowed to adopt, 
motherhood became out of the question. This—when combined with the gen-
der dysphoria7 from my cancer surgery—left me deeply questioning my woman-
hood, as a childless person, who was repeatedly told she was not presenting as 
adequately feminine. As I age, I have become increasingly tired of having my 
gender policed, and as an anthropologist, I know it is a cultural construct. I am 
fond of saying I should be able to dress like Malibu Barbie, and it should have no 
bearing on whether I am taken seriously as a computer scientist. I am a professor 
and a leader of disability advocacy in CSCW. I would like to move back to the 
US to be near my parents in Florida, but cannot legally do so as a person who 
identifies as non-binary and teaches critical race theory.

2.1.2 � Second author
The second author is a white, trans woman who is married with children. I am 
neurodivergent—ADHD and Autistic. I live in Australia, but hail from a south-
ern U.S.-American background. My work, for two decades, has been situated in 
human–computer interaction, disaster response, and games. Much of my life, 
until recent years, has been rooted in privilege—I only came out, as trans and 
neurodivergent, in recent years. My identity as a trans woman was hard to dis-
cover—the systematic erasure of trans people in the world means that I literally 
had no idea of who I was until very late in life. I find myself drawn to the ‘girly’ 
side of femininity, finding value expressing myself as I truly am after decades not 
doing so. Cis/heteronormativity is such that I had no idea of who I was, a dan-
gerous, but common, experience. I only knew that what I needed was denied me 
due to my perceived masculinities. I was lucky to have a number of experienced 
friends and colleagues who have helped me transition socially and within the 
research community. Given the restrictions on transgender people in the USA, I 
expect I will not be able to safely visit or return to my place of birth.

7  Gender dysphoria is a sense of wrongness in the world resulting from experiences of gender that can 
range from the mildly uncomfortable to completely incapacitating (Stryker 2017; Badgley et al. 2025).
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2.1.3 � Third author
The third author is a widowed single-parent, who presents as male, yet plays a 
social role associated with the feminine. I began identifying as a mom when I 
read articles during the pandemic about how moms were ‘losing it’ (Senior 
2016). I was totally overwhelmed and was feeling the impact of the pandemic on 
my self-efficacy. I understood the circumstances of inadequate resources coupled 
with spiraling needs as my own. I have realized that I, too, spend thousands of 
hours per year performing housework, an experience that Davis (1983) argues 
could be ameliorated in advanced capitalist societies. Yet, forty years after her 
writing, and contrary to her prognostication, house-work still pervades the femi-
nine experience. I love to cook, to home make, and to nurture. I pass as cis until I 
tell people that I identify as a mom, which is not always well-received.

I have worked for the representation of diverse people in human-centered com-
puting, and more broadly, in STEM, as a program director for the U.S. National 
Science Foundation and as a professor. I do this out of a sense of social justice 
and also because diverse participation in societal structures makes us more intel-
ligent and capable. I have for years been designing and facilitating a workshop 
on Teamwork: Gender + Race, to support all students engaged in team projects, 
in my courses, in response to my sense of their experiences and needs. Work like 
this is now threatened by the U.S. government.

2.2 � Collective framing & limits

Our positionalities are essential to the formation and continuing evolution of our 
perspectives on gender equity issues. Our genders assigned at birth run counter 
to our lived experiences, and are indexical in framing our perspectives. We are all 
experienced CSCW researchers. We bring a variety of perspectives to this work.

As with all interpretive work, other researchers, working from their own per-
spectives, may derive alternative descriptions and prescriptions for the world. We 
acknowledge that our perspectives are those of white people whose life experiences 
are founded in the United States of America. We call on others to expand our work 
with additional perspectives to represent a broader range of positionalities.

3 � Cis/heteronormativity

We develop understandings of how and why CS has privileged cis-masculine 
gender identities. Our contribution formulates a polyvocal concept of gender and 
applies it to diversity arguments in computing. In doing this, we leverage Berlant 
and Warner’s8 incisive explication of heteronormativity:

8  Lauren Berlant was a professor of English and noted queer cultural theorist. Michael Warner is a pro-
fessor of English and American studies, and a social theorist and literary critic.
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‘By heteronormativity we mean the institutions, structures of understand-
ing, and practical orientations that make heterosexuality seem not only 
coherent—that is, organized as a sexuality—but also privileged. Its coher-
ence is always provisional, and its privilege can take several (sometimes 
contradictory) forms: unmarked, as the basic idiom of the personal and 
the social; or marked as a natural state; or projected as an ideal or moral 
accomplishment. It consists less of norms that could be summarized as a 
body of doctrine than of a sense of rightness produced in contradictory 
manifestations—often unconscious, immanent to practice or to institu-
tions... Heteronormativity is a fundamental motor of social organization... 
a founding condition of unequal and exploitative relations throughout even 
straight society. Any social theory that miscomprehends this participates in 
their reproduction.’ (Berlant and Warner 1998).

Many scholars have noted how heteronormativity is simultaneously cisnor-
mativity (Robinson 2022; Köllen and Rumens 2022; Worthen 2016; Schilt and 
Westbrook 2009), which assumes, at its foundation, that gender assigned at 
birth is the default. These two intertwined norms erase trans identities. Social 
and political systems prize, prioritize, and assume cis identities and heterosex-
ual relationships. Since heteronormativity implies cisnormativity and, we aim to 
highlight trans identities, we use cis/heteronormativity. When we reference par-
ticular scholarship that relies explicitly on one norm or the other, we match the 
scholarship’s usage.

Cis/heteronormativity is pervasive in its cultural forms. It invokes a calculus 
of ways in which heterosexual approaches to social relationships, mating, chil-
dren, and families are socially, culturally, invisibly expected (Jaffe 2018). Its nor-
mality is tacit and unmarked, like so many significant practices, setting default 
assumptions that gender and sex are the same and immutable, and that woman-
man pairings are expected.

We observe that interactive artifacts are among the panoply of cultural forms 
whose characteristics are prone to being masked by unmarked cis/heteronor-
mative fog. These render a web of assumptions which we will show implicitly 
underlie design processes, artifacts, services, and experiences.

4 � Sex and gender

The tacit assumption of exactly two discrete gender, called a binary gender 
system (Tong and Botts 2018), underlies the predominant gender participation 
debate in computing; e.g., in ‘broadening participation’. Binary gender equates 
gender identity purely to sex, while incorrectly assuming that sex, itself, is 
unambiguous. This has been used by the patriarchy to subordinate historically 
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marginalized gender identities and gender presentations, rendering us invisible. 
Binary gender is a cis/heteronormative gender system.

As Butler (2006) observes, ‘Sex and gender are radically distinct… Gender 
is an identity… instituted in an exterior space through a stylized repetition of 
performative acts.’ We draw from Butler a conceptual basis for how gender is 
not fixed (with our reservations noted later), but a fluid social construct. We also 
draw on Harding’s (1986) tri-part notions of gender in Section 4.2.

4.1 � Sex

In computing, ‘sex’ and ‘gender’ are often used carelessly and interchange-
ably; yet, they are not equivalent (Scheuerman et al. 2020; Taylor et al. 2024). 
Such treatment of gender is an example of cis/heteronormativity through under-
lying, oppressive, and incorrect assumptions that ‘human identity itself is fun-
damentally organized by gender identifications that are hardwired into infants’ 
(Berlant and Warner 1998). Sex (and, in cis/heteronormative systems, gender) 
are often assigned to a person on the basis of primary sex characteristics (gen-
italia) and secondary characteristics (e.g., traits linked to a body’s exposure 
to sex hormones: hair patterns, breast size, voice pitch) (Badgley et  al. 2025). 
Notably, up around 2% of the global population (some 160 million people) are 
physically intersex—possessing characteristics that are assigned both ‘male’ and 
‘female’ (Blackless et al. 2000). At the same time, intersex is not a ‘legal’ gen-
der in many countries (Amnesty International 2018; Third International Intersex 
Forum 2013). Intersex babies are regularly subject to non-consensual surgery to 
conform to the heteronormative two-gender system (Fausto-Sterling 2000). Sex 
assignment is a reductionist practice that in and of itself oversimplifies bodily 
make-ups (Turner 1999).

4.2 � Gender

The arrangement or existence of gender is a social and colonialist construction, 
not a cultural universal (PBS Independent Lens 2023). Historically, many West-
ern countries have had two legal individual genders (a binary gender system). It 
is critical to understand the number of genders varies substantially, elsewhere in 
the world across time (PBS Independent Lens 2023; Werft and Sánchez 2016). 
Cultures exist with two, three, four, five, and no concept of gender documented. 
In some East Asian and Indigenous North and South American cultures, third 
genders have been historically recognized. Increasingly, third genders are gaining 
legal recognition (Fung 2021). The Sulawesi in Indonesia recognize five genders 
(National Geographic 2008). According to Oyěwùmí (1997), the Yoruba people 
of Nigeria had no concept of gender prior to colonialist intervention.
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Philosopher Sandra Harding, in her groundbreaking work theorizing about 
gender and science (Harding 1986), introduced nuanced terminology to differen-
tiate among aspects of how gender works in practice:

1.	 Gender Symbolism, the gender we associate with objects, and the meanings 
that thus become embedded in the objects;

2.	 Individual Gender, gender values held by a unique, member of society. These 
include both their gender identity and gender performance, thus in the spirit 
of Harding throughout this paper if we discuss gender identity we are talking 
about identity and performance together; and

3.	 Structural Gender, the systems of gender norms in particular societies.

Where Harding’s work is focused on cis identities, in the remainder of 
the paper we will extend this theory to incorporate trans identities (Badg-
ley et al. 2025). Note that individual gender, while unique to a given per-
son, is not free of social pressures, but rather is constructed in response to 
them, via processes that Butler and West (Section  7.3) articulate. A key 
takeaway here is that structural genders can differ globally, across cultures 
(PBS Independent Lens 2023), as well as across fields and aspects of day-
to-day life.

Structural genders can also be at odds with individual senses of gender(s). 
Cis/heteronormativity is an instance of structural gender, a pervasive system 
of norms. It is critical to understand that as gender is culturally constructed, 
it is continually changing and re-inscribed. Further, Harding’s three forms of 
gender (gender symbolism, individual gender, and structural gender) change 
in response to one another and the historical pressures of the moment.

4.2.1 � Gender identity
A person’s gender identity refers to their internal sense of who they are in regard 
to gender (Harding 1986;  Stryker 2017; PBS Independent Lens 2023). This 
understanding of and attitude toward gender is internal and shapes how a person 
perceives themselves, an internal cognitive state (much like Rode and Sheenan 
Poole (2018)’s presentation of agency). Inasmuch as the world around us shapes 
who we are, many people are only exposed to binary notions of gender and, as 
children, are expected to conform to the gender most closely aligned to their sex 
assigned at birth. Of course, gender identities are ever-expanding and, beyond 
woman and man, include agender, non-binary, genderqueer, and so on. For many 
people, the notion that a gender identity should even inform how they live their 
lives is alien—there is no need to even have a gender identity.
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4.2.2 � Gender presentation
Gender presentations refer to culturally dependent social constructs of behavior that 
become associated with a sexual category (Stryker 2017; PBS Independent Lens 
2023). Often, a person will choose to perform (Butler 1997, 2006) their gender in 
line with cultural expectations (e.g., gender-specific behaviors, forms of dress, pat-
terns of speech). It is worth noting that, for many genders (or lack thereof), there are 
no cultural expectations, which leads to its own form of oppression (e.g., a social 
expectation that a person conform to a gender with which they do not identify).

Philosopher and gender theorist Judith Butler understood how gender is not 
just based on biological sex. Rather, gender is socially constructed, that is, based 
on social practices, which may follow or flout conventions. Gender is contextu-
alized by how people accept and challenge cultural norms associated with sex 
and lived experience (Butler 1997, 2006). Butler, in their later work, clarifies that 
gender is performative not performance (Butler 2004). While Butler has been 
criticized by scholars, such as Halberstam (2018), for inadequately addressing 
trans people in building theory, given their ‘foundationalist notions of the gen-
dered body’ we use the notion of performativity with the explicit intent of doing 
so in a trans-inclusive fashion.

To this end, it is important to recognize that while sex and gender can be distinct 
this is not always the case for trans individuals. Thus, it is important to caution that 
neither sex nor gender is of greater import (Haulotte 2023). Some trans people, even 
those transitioning, may identify heavily with their sex. For instance, Miller (2021) 
cautions against the ‘essentialist beliefs that genital sex categorization and gender 
are inextricably linked’. While we clarify the differences between both sex and gen-
der, we are careful to establish their independence.

Our larger point is that gender is not fixed in society. While we acknowledge cri-
tiques of Butler based on trans issues, we recognize useful, valid aspects of their theory. 
Throughout this article, we take this approach, of inclusion of what is useful from the 
past, rather than excluding scholars based on a single problematic aspect of their work.

4.3 � Harms of Cis/Heteronormative binary gender

The binary gender construct is harmful, impacting people of all genders. The 
prior work that we address here is rooted in cis/heteronormative reporting. Before 
going further, we note that these studies are generally addressing subjects’ sex 
assigned at birth, which may or may not align with those people’s gender identi-
ties or gender presentations. Further, such research does not address any other 
forms of gender identity or gender presentation.

For an example of a harm caused even by the cis/normative binary gender 
construct, we see a global wage gap of 23% between women and men (Diaz 
et al. 2017). This is coupled with ‘second-shift’ work (Hochschild and Machung 
2012) where women (presumably sex assigned at birth) still carry the majority of 
responsibilities for childcare and housework. Second-shift work is another name 
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for care work, which Fisher and Tronto (1990) observe involves supporting con-
nected people in living as well as possible (Section 7.1.2).

Societal expectations of binary individual gender can injure cis men, as well, i.e., 
by implying that this caring work is incompatible with cis-masculine identity (Houch-
schild 2003; Hochschild 2003). This creates a tension for those with cis-masculine 
identities, who want to be active carers and at the same time get deeply involved in 
caring for children.

They are faced with a host of issues, from lack of access to ‘mother’s groups’, to 
the dearth of changing tables in men’s toilets. There is also pressure to not pursue 
women-dominated professions, such as nursing, early years teaching, or childcare.

Finally, and more obviously, people who do not fit within a gender binary (e.g., 
non-binary, intersex) are also harmed. Pressures to present androgenously or to 
‘pass’ as a man or a woman are common and are a result of cis/heteronormativity.

4.4 � The danger of gender essentialism

Building on Harding and echoing Butler, Faulkner (2001) and Kvande (1999) 
have argued that computing culture follows cis-masculine norms; that it is 
socially constructed in ways that prohibit femininely identified persons to fully 
participate without downplaying their femininities. Gender essentialism is a 
conceptual term, ‘the view that men and women are fundamentally and perhaps 
irrevocably different because of their natures’ (Tong and Botts 2018), and so gen-
der identity must follow one’s biological sexuality.

Gender essentialism refers to oppressive conflations of structural gender and gen-
der symbolism, which impose on senses of individual gender. Thus, we bear the brunt 
of gender essentialism in CSCW, in that the voices that argue for women’s inclusion 
(Faulkner 2001; Kvande 1999; Tong and Botts 2018) have previously stopped short 
of calling for places for feminine individual gender identities in computing in ways 
that subvert dominate cis-masculine norms. Liberal Feminism embeds gender essen-
tialism, in that it does not question structural gender, the gender symbolism of objects 
like computers, or the relationship between sex and gender in ways that include his-
torically marginalized gender identities and gender presentations.

Based on these theoretical foundations, we argue that structurally, broaden-
ing participation9 does not just mean that we need more ‘women’ in STEM and 

9  U.S. National Science Foundation policy regarding research funding is that, ‘A diverse and capable work-
force is vital to maintaining the nation’s standard of excellence in STEM: science, technology, engineer-
ing and mathematics… broadening participation is included in NSF’s merit review criteria…’ (United 
States’ National Science Foundation n.d.; UK Research and Innovation 2025). This means that reviewers 
of research funding proposals are instructed to evaluate if and how a proposal works to advance ‘Acces-
sibility and inclusivity by increasing the involvement of communities underrepresented in STEM.’ The UK 
EPSRC (Engineering and Physical Sciences Research Council) uses similar policy in making funding deci-
sions, under the aegis of Equality, Diversity, and Inclusion in Europe (UK Research and Innovation 2025).
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computing. Broadening participation requires encouraging a range of intersec-
tional gender identities. In particular, broadening participation requires recogniz-
ing and supporting equity for and inclusion of historically marginalized gender 
identities and gender presentations.10

5 � Instances from STEM to CSCW: reframing on the basis of genders

We reframe corrosive instances of gender in STEM research and practice, with 
a focus on CSCW. Liberal Feminism argues that if men and women were given 
equal opportunities, equity would be possible (Tong and Botts 2018). There are 
multiple key problems here. First, as we said before, Liberal Feminism is gen-
der-essentialist and harms some historically marginalized gender identities and 
presentations. Further, it implies women are a homogeneous category, without 
acknowledging differences in intersectionality and in gender presentation. Apply-
ing Liberal Feminism to computing implies that if we redress all of the material 
wrongs that systemically disadvantage women, we would achieve gender equity. 
In other words, Liberal Feminism suggests that if we get them mentors, exposure 
to technology, equipment, free time not spent on housework, and programming 
tuition, girls will succeed on par with boys in computing.

While all of these are necessary, evidence shows that the components of this 
liberal prescription are insufficient; cultural and structural factors play a key role 
in how gender gets operationalized in computing education (Margolis and Fisher 
2002). Further, we would like to go beyond binary gender and ensure computing 
is open to kids of all genders, not just ‘girls’ and ‘boys’. For example, Margolis 
and Fisher’s (2002) analysis of computer science as a ‘clubhouse’ is an instance 
of how structural gender becomes embedded into computing, to the disadvantage 
of women. In this paper, we extend this argument to gender-divergent people. As 
argued by numerous scholars (Light 2011; MacArthur et al. 2021; Rode 2011b; 
Spiel et  al. 2019a, b), much CS literature on gender fails to consider gender-
divergent people (Bardzell et al. 2012; Burnett et al. 2016).

Liberal Feminism has failed to solve the ‘the woman problem’ in science 
(Harding 1986), STEM, and CSCW. Gaps between women and men’s partici-
pation in computing have grown, not shrunk, since 1984 (Camp 1997; Misa 
1999). Why? Because Liberal Feminism is a reductionist, cis/heteronorma-
tive approach that assumes the immediate, material elements are the only part 
of the equation that needs rebalancing. This perpetuates structural sexism 
(Homan 2019) that fails to address how underlying social structures and val-
ues disadvantage gender-divergent people.

10  Intersectional aspects of broadening participation—i.e., involving race, ethnicity, and disability—are 
of course also significant. We touch upon them in Section 7.3.
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Structural sexism in STEM is a product of structural gender and cis/het-
eronormativity. As Mander (1991), observes, ‘[No] technology is neutral or 
value free. Every technology has inherent and identifiable social, political, 
and environmental consequences.’ Perhaps more familiar to CSCW audiences, 
Winner shows how artifacts have politics and how these politics have conse-
quences (Winner 1980). For example, Robert Moses made the parkway over-
passes leading to Jones Beach so low that buses from New York City cannot 
traverse them. A century later, there is still no mass transit connecting NYC 
residents to that beach. There has been debate about whether this is implicit or 
explicit bias (Kessler 2021), but, in any case, this construct serves to reify the 
marginalization of the urban poor. We will show how technologies, policies, 
and practices incorporate gendered values in their designs and how this gen-
dering hurts people who are underrepresented in computing.

Winner’s argument was expanded on by Berg and Lie (1995): similarly, 
artifacts can have gender. This manifests Harding’s gender symbolism. Many 
technologies embody the predominately cis-masculine values of their creators 
(Wajcman 2010; Harding 1986). This cis-masculine gender symbolism unbal-
ances the equation before we even get to social interactions. Obvious examples 
lie in artificial intelligence (AI) systems, where bias in datasets and algorithms 
result in recognizers that functionally discriminate (Sun et al. 2019; Nadeem 
et al. 2020; Buolamwini and Gebru 2018; Raji and Buolamwini 2019). Thus, 
failure to acknowledge that technology itself can be gendered in a way that 
disadvantages people who are from historically marginalized gender identities 
and presentations is a significant limitation of Liberal Feminism.

Rode (2011b) previously exposed a pattern in HCI, as a field, of explic-
itly failing to engage gender in technology research and design. An example 
is the research epistemology underlying Cassell’s (2002) prior work, which 
took form as, ‘We didn’t see that it was our place to design a game for girls or 
a game for boys.’ Rode articulated how this pattern instantiates Liberal Femi-
nism’s failure to address structural gender:

‘The inherent focus on the individual in Liberal Feminism makes it diffi-
cult to see the ways in which underlying social structures and values disad-
vantage women... such as those surrounding development of and access to 
technology.’ (Rode 2011b, p.394).

While this argument focused on just women, we wish to extend the key point 
here to all historically marginalized gender presentations and identities: we need 
to understand structural sexism, heteronormativity, and gender symbolism as 
they relate to technology. Research in CSCW cannot ignore genders, but must 
intentionally create technology for a range of gender identities and presentations. 
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Likewise, this approach, of not paying attention to gender in design processes, 
perpetuates cis/heteronormativity.

By extension, we assert, to counteract the bias in technology delineated by tech-
nology as cis/heteronormative masculine culture, we need to coalesce and consider 
a range of feminine and gender-divergent perspectives. We need to attend to how 
we symbolically gender our technologies. In the next subsections, we describe four 
instances that demonstrate failures and successes of addressing structural gender.

5.1 � Lack of diverse representation in CSCW research – the case of ‘Best Papers’

While many best papers in ECSCW, largely thanks to inclusive ethnographic 
framings, generally consider all genders that are part of the culture, elsewhere 
we see considerable gender bias in selecting research samples. For instance, con-
sider the awards of best papers in CHI, the ACM Conference on Human Factors 
in Computing Systems. We recognize that CHI is just one aspect of the CSCW 
community; we select it as an indicator.11 Some 15 years after Barkhuus and 
Rode (2007) first identified shortcomings in how CHI papers address gender,12we 
continue to experience structural problems in recognizing gender diversity. We 
have reviewed CHI Best Papers 2023 and 2024. We see aspects of this trend con-
tinued, though in papers where women and men participants are reported,13 we 
generally see parity, save for where we would not expect it studying astronauts, 
tech workers, or social care professionals. Yet, gender is still underreported, 
especially trans participants. In CHI 2024 there were 40 best paper awards, 32 of 
which used human participants14 of these 22/32 reported number of men, 25/32 
reported the number of women participants, and only 7/32 studies reported the 
number of gender diverse participants. In CHI 2023 there were 35 best paper 
awards, 27 of which used human participants, and of these 21/27 reported the 

11  While many CSCW communities and subcommunities exist, prominent ranking systems recognize 
CHI as a high-quality venue that attracts many researchers. Google Scholar recognizes CHI as the high-
est impact publishing venue for human–computer interaction (https://​schol​ar.​google.​com/​citat​ions?​view_​
op=​top_​venue​s&​vq=​eng_​human​compu​terin​terac​tion). CHI is one of the three CSCW and HCI-oriented 
categories for CS Rankings, for which ‘The conferences listed were developed in consultation with fac-
ulty across a range of institutions, including via community surveys.’ (https://​csran​kings.​org). The Com-
puting Research and Education Association of Australasia considers CHI an A* conference—a ‘flagship 
conference, a leading venue in a discipline area’ (https://​www.​core.​edu.​au/).
12  Barkhuus and Rode (2007) called for papers in CHI (and by extension CSCW) to include gender in their 
study descriptions. At that time the majority of CHI Best Papers were either not reporting participant gender, or 
doing research on subject pools that were over 2/3 male.
13  For women we combined reported numbers for women and female, for men we combined man and male, 
and for gender diverse, we combined trans, non-binary, undefined, diverse, or other, but not include prefer not 
to say or undisclosed.
14  We excluded papers that studied cats, papers that present technology without user studies, literature reviews, 
autoethnographies, and artists studying their own tools.

https://scholar.google.com/citations?view_op=top_venues&vq=eng_humancomputerinteraction
https://scholar.google.com/citations?view_op=top_venues&vq=eng_humancomputerinteraction
https://csrankings.org
https://www.core.edu.au/
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number of men and women, 1/27 reported a combined number of ‘female and 
non-binary’ participants, and 6/27 studies reported the number of gender diverse 
participants. We would like to emphasize that only reporting women and men, 
and just reporting women, are heteronormative acts that erase trans people. With 
the exception of Wilcox et al. (2023)’s study of trans health care, which focused 
exclusively on trans participants, all other studies had only a handful of trans par-
ticipants. This suggests that trans people in particular are understudied relative 
to their demographic numbers. It is troubling that we still do not have full gender 
reporting in highly lauded papers, resulting in an underrepresentation of gender 
minorities. Through practices of not addressing gender diversity in the represen-
tation of research participants, all this work carries forward implicit cis/heter-
onormative, binary structural gender assumptions.

5.2 � Lack of diverse gender diversity for CS PhDs

Unsurprisingly, the data shows that historically marginalized gender identi-
ties and presentations are underrepresented in computing. Data shows that the 
presence of women as graduating computer science majors declined in the U.S. 
from 37% in 1983–84 (Thompson 2019) to 18% in 2021–22 (Zweben and Bizot 
2021). British statistics show consistently low participation, ranging from 17% 
in 2014–15 to 18% in 2018–2019 (HESA 2020). The U.S. CRA Taulbee survey 
shows that of 1,614 CS and engineering PhDs in the U.S. and Canada last year, 
only ∼23% were awarded to women, and two were awarded to people it labels 
‘non-binary/other’ (Zweben and Bizot  2021). The British survey did not even 
have a category to collect data for gender-divergent people (HESA 2020). The 
evidence below (Section 6.3) shows how few CS and engineering PhDs are being 
awarded to people with historically marginalized gender identities.

Margolis and Fisher (2002) argue that the decline in women American 
CS PhDs stems from a culture in which girls were (implicitly and not neces-
sarily intentionally) excluded from participating in the personal computer 
revolution primarily by fathers, who brought computers home from work 
and favored their sons in playing with them, and school clubs, which devel-
oped (cis) male culture. Girls felt excluded from the conversation in prac-
tice. Their voices were not represented. We extend this argument to gender-
divergent people (Wajcman 1991).

5.3 � Binary gender recognition systems

Keyes (2018) and Hamidi et  al. (2018) have researched the adverse impact of 
binary gender recognition by AI on the trans community. Here designers’ cis/
heteronormative (and, perhaps, implicit) values lead them to disregard trans iden-
tities in their software. This is shown to injure members of these communities, as 
their identities are, literally erased while systems misgender them. In these ways, 
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cis/heteronormative software and interaction designs give both users and com-
puter scientists social clues as to whether they are welcome within computing.

5.4 � The significant screwdriver

A final example addresses gender in technology design. Bardzell et al.’s (2012) 
investigation of the ‘Significant Screwdriver’ develops a critical design proto-
type that transgresses gender norms around domestic labor by giving home tools 
feminine characteristics. As such it provides a strong example of a technology 
that is explicitly symbolically gendered as feminine in the design process. Gen-
dering the screwdriver as feminine helps erase stereotypical gender binaries 
around domestic work. It reflects the values we raise, manifesting potential for 
how structural gender and gender symbolism in computing can be represented 
as more inclusive. Just as the significant screwdriver focused on designing tech-
nology to support women, we mention it to highlight how intentional examples 
of gender-sensitive design can support the needs of other users from historically 
marginalized genders identities and presentations.

5.5 � Summary

Combined, the gender diversity issues with CHI Best Paper Awards and CS PhDs 
show biases in who creates technologies. Further, Keyes (2018) and Bardzell 
et al. (2012) show us how intersectional values can be embedded into technology 
design. Thus, in this paper, we push back against cis/heteronormative treatments 
of CSCW in computing as oppressive. We need to take into account the diversity 
of attitudes towards gender, across the world and in subcultures, in order to avoid 
reinforcing sexism and gender essentialism, and to meet fundamental human 
rights social justice obligations to people with historically marginalized gender 
identities and presentations. Incorporating diverse people improves the spaces of 
experiences and forms of computing with emergent benefits for all human beings.

6 � Gender (In)authenticity: technology as Cis/heteronormative masculine 
culture

These instances demonstrate how cis/heteronormative practices are problematic 
and how we need to reframe CSCW on the basis of genders. We look to femi-
nist scholars, within Science and Technology Studies (STS), who first identified 
‘technology as masculine culture’ (Wajcman 1991).

Let us start with technology. Wajcman broadens definitions, ‘To include 
not only artifacts, but also the cultures and practices associated with technolo-
gies’ (Wajcman 2010, p.143). This is consistent with Newel and Simon’s (1976) 
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historic 1975 Turing Award lecture, ‘Computer science is the study of the phe-
nomena around computers’.

6.1 � Historical patterns of gender and work

We cannot think of gender categories in relation to work as stagnant; they flux. 
We need to understand historical patterns around domestic work. Cowan (1983) 
describes how domestic technologies have evolved over the last few hundred 
years. While the physical labor associated with housework has decreased, the 
hours spent per week remain constant. For example, the standards of cleanli-
ness have increased. Further, she argues, attitudes about middle and upper-class 
women working outside the home changed after World War II. Before that, wom-
en’s labor outside the home was conversely considered unacceptable for (cis/het-
eronormative) upper/middle-class feminine individual identities (Cowan 1983). 
Of course, working-class women have long done work outside the home, in addi-
tion to housework, highlighting the importance of an intersectional perspective.

This historic example of women’s involvement in labor inside and outside the 
home shows how structural gender is deeply enmeshed in practices around class 
(Cowan 1983). Davis (1983) presents evidence connecting this devalued house-
work with both race and class. Tronto (1998) also relates housework, performed 
as part of an ethic of care, to gender, race, and class (Section 7.1.2). We saw this 
pattern proliferating in the more recent transition to online education during the 
COVID- 19 pandemic, which adversely impacted working mothers as caregiv-
ers (Senior 2016; Walter 2021). While this historical data does not engage with 
gender-divergent identities or presentations, we use it to make the point that the 
technologies themselves, work and family practices, and associated gender cat-
egories are subject to social construction, and that this construction reinforces 
heteronormativity.

6.2 � Effects in computer science

The social construction of gender and its manifestation in technologies are par-
ticularly relevant. Wajcman (2010) uses her concept of ‘technology as masculine 
culture’ to argue that technology is often socially constructed and symbolically 
gendered in male-dominated ways. She argues that technology development is 
mediated by its creators’ values regarding gender, finding examples of mascu-
linely gendered technologies, ‘…everything from the microwave oven (Cockburn 
and Ormrod 1993), the telephone (Martin 1991), and the contraceptive pill (Oud-
shoorn 2003) to robotics and software agents (Suchman 2008).’ Wajcman does 
not engage with cis or trans politics directly, but applying her argument to com-
puting, predominantly cis, hetero, men, and white, computer scientists implicitly 
and explicitly enmesh their values into their circuits and code. Thus, we raise 
technology as cis/heteronormative masculine culture as a binary gender norm 
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that adversely impacts all historically marginalized gender identities and presen-
tations. In these situations, computer scientists embed cis/heteronormative mas-
culine gender values into the design.

Wajcman (2010) cites Malaysia as an example culture, where women are well- 
represented among CS studies. While there are examples of individual countries, and 
regions, such as the Middle East or Scandinavia, where the gendering of the comput-
ing field is less masculinized (Schlombs 2022), in many parts of the world this remains 
a challenge. This is what motivates the rhetoric around ‘women in computing’ and by 
extension broader gender diversity efforts geared towards all historically marginalized 
gender identities and presentations. As we have seen, we cannot close the gap only 
through Liberal Feminism’s focus on material aspects, but rather have to expand out to 
address the social construction of technology by using a structural gender framing, and 
how technology itself is symbolically gendered to make participation for some people 
of historically marginalized gender identities and presentations difficult.

Why do we say only some? Because, even in the West, some people with his-
torically marginalized gender identities and presentations already feel at home 
within computing culture. People experience the cis-masculine norms of comput-
ing in different ways, and some find it comfortable. For instance, the pressures 
on a woman in computing with a feminine sense of self, versus a woman with a 
more masculine sense of self are different. While this experience is not relevant 
to all historically marginalized gender presentations and identities, we make this 
point here as Rode’s positionality underlines this statement’s importance. Rode 
as a young woman felt very oppressed by being told to present more masculinely, 
and many of her female-presenting students still emphasize this is a problem.

There are related issues, which Booker (2019) addresses as forcing trans peo-
ple to present in line with gender binaries which are similarly oppressive. Kvande 
(1999) talks about acting like ‘one of the boys’ as a coping strategy for women 
in computing. She ethnographically depicts the challenges of presenting one as 
more feminine in computing. She calls this the dilemma of difference, in that 
women ‘have to negotiate whether the meaning of gender should be sameness or 
difference from men’ (Kvande 1999, p.306). This is yet another example of how 
heteronormativity can take contradictory forms (Berlant and Warner 1998).

Gender-divergent people often face the need to pass in order to be at least 
safe, possibly accepted, and taken seriously (Stryker 2017). Passing means that 
an individual is indistinguishable from cis members of the gender they identify 
as. The pressure to pass is cis/heteronormative and trans-hostile—it creates a 
need for individuals to expend additional effort to attempt to fit cis/heteronorma-
tive expectations. This is harmful to non-binary transgender people, as passing 
requires a substantial amount of work to reach; non-binary transgender people 
are likewise harmed, as their gender identity is essentially erased in favor of the 
binary. Booker expressly writes against the ‘need’ for trans people to pass, that 
we should be accepted for our own identities (Booker 2019).
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Related, Micha Cárdenas’ concept of shift reflects how trans individuals mod-
ulate visibility in choosing when and how to present—passing or otherwise—
themselves in the world (Cárdenas 2015, 2022; Liang and DeAnda 2022). Places 
of safety and comfort reduce the need to pass; while being in public often raises 
the pressure. Shift is a necessary tool for trans people to act against the pressure 
to pass, while maintaining safety. An example of shift is Carrasco and Kerne’s 
(2018) notion of selective visibility, in which gender-divergent people choose to 
present themselves in different ways to different people in their social networks, 
in some cases out, while in others passing.

Given both the dilemma of difference for cis women, and pressures for gen-
der-divergent people to pass, the challenge, then, not one of biology as it is fre-
quently framed but one of supporting historically marginalized gender identities 
and presentations. This relates to why feminist STS scholars talk about gender 
(in)authenticity (Faulkner 2001). This has been framed as women’s struggles to 
feel comfortable presenting their true feminine selves within computing culture, 
and a tension perceived between being as a feminine woman and as technical 
(masculine) engineer. We would extend this theory to say gender-divergent peo-
ple can also be faced with gender (in)authenticity. Core to this theory is the word 
presenting, referring back to how feminist and queer theorists recognize gender 
as performative (Section 4.). In each moment, we choose to present ourselves, 
to shift (Cárdenas 2022; Liang and DeAnda 2022; Cárdenas 2015, 2022), on a 
multidimensional spectrum of femininity, masculinity, and many other diverse 
gender identities, yet a subset of these modes of presentation will be inauthentic 
for any individual. By extending this theory to all historically marginalized gen-
der identities and presentations, we highlight they all have to react to a norm that 
insists only cis/heteronormative masculinity is compatible with technical ability.

The problem for computing is supporting people’s struggles to present a range 
of non-cis-hetero-masculine identities that are taken seriously as technical. We 
extend the dilemma of difference to include the possibility of presenting oneself 
as more or less queer on a range of dimensionalities. Thus, for computer scien-
tists with non-cis-masculine individual gender identities, every encounter needs 
to be read through the lens of presenting one’s identity in the context of mascu-
line gender symbolism and in response to structural gender that assumes the cis-
masculine to be a position of privilege. It is a lot of work to authentically present 
as a historically marginalized gender.

6.3 � Binary gender systems impact non‑binary people

The impacts of binary gender and the need to take it into account become espe-
cially stark when we consider gender-divergent people explicitly. Medical 
research shows stigma has adverse health effects for LGBTQIA + youth (Hatzen-
bueher and Pachankis 2016) with suicide ideation, suicide attempts and self-harm 
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at rates 2–3 times their cisgender peers (Reisner et al. 2015). The U.S. organiza-
tion GLAAD reports significant numbers of 18–34 year olds report their gender 
as something other than cisgender, including 3% gender fluid, 2% trans, 1% bi, 
1% genderqueer, and 3% agender (Harris Poll 2017). While we have been unable 
to find comparable European statistics, this is a significant shift in U.S. society, 
which it may be indicative of powerful demographic that may impact Europe, 
and run counter to the omnipresence of heteronormative, binary gender systems.

Fields outside of computing, such as medicine, psychology and public health, 
have embraced engaging with non-binary gender in structuring research analysis 
(Hyde et al. 2018; Gogovor et al. 2021; Meerwijk and Seveliu 2017; Thorne et al. 
2019). Yet presently, non-cis/heteronormative genders remain largely invisible 
in computing. As mentioned earlier (Section 5.2), the Zweben and Bizot (2021) 
Taulbee Survey shows marginalized genders in computing. We have seen com-
parable EU statistics in terms of binary gender in single-country studies (Bjørn 
et al. 2022) and in cross-EU databases (Informatics Europe n.d.). To date how-
ever, we have not been able to obtain data on gender-divergent PhD comple-
tions in Europe as the cross-EU data does not trace it. Further, Valeria Borsotti’s 
(2024) dissertation in a section called ‘Collective action: Complaint about gen-
der-binarism in the HR management system’ highlights the problematic nature of 
trans and non-binary data being omitted.

The actual deaths of LGTBQIA + youth, lack of representation, and concerted 
effort to restrict the gender-divergent community constitute a practice of nec-
ropolitics. Necropolitics holds that those who are represented in society effec-
tively drive decisions of who is valued enough to live (Mbembé 2003) in failing 
to recognize the needs of trans and genderqueer people often has fatal conse-
quences (Hatzenbueher and Pachankis 2016). Without representation in CSCW, 
the prevailing necropolitics devalues gender-divergent people: we exist and no 
one can speak for us. By acting against these necropolitics, through reframing 
gender representation, the community can foster care and help to ensure that we 
are valued, and represented in CSCW research.

7 � A reframing of diversity

We draw on feminist and queer theories, research results, and creative work to 
build inclusive, polyvocal integrated trans-feminist theory of what it means to 
live having a historically marginalized gender identity and/or presentation. Our 
goal is to support gender diversity in CSCW, HCI, CS, computing, and broadly, 
STEM. We synthesize voices across gender perspectives to coalesce diverse 
visions of gender in computing. We draw on examples of research on historically 
marginalized genders in computing in practice to connect theory with practice. 
We build intersectional connections through gender and queer theory.
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7.1 � Visions of gender in computing

We recognize that computing, as part of the privileged, provisional, and implicit 
program of cis/heteronormativity, marginalizes voices and so renders diverse 
genders invisible and unwelcome. To build new integrated trans-feminist theory 
and practice, we bring together key ideas from feminist and queer theory scholars 
and artists—in diverse fields, including Chicana studies, Black studies, disability 
studies, queer theory, English, poetry, psychology, philosophy, and theology—
who have articulated the importance of voice, of being heard, in transformative 
change toward reclaiming the legitimacy of participation and power. Each of 
these passages convey different aspects of gender with polyvocality that is often 
minimized in cis-masculine discourse, which we choose to vocalize, here, for 
CSCW and computing.

7.1.1 � Claiming voice
Gloria Anzaldúa was a scholar in Chicana cultural theory, feminist theory, and 
queer theory. She sparked a chorus reclaiming feminine, queer, and Chicana 
identity forms by raising her voice, despite social pressures, in the essay, ‘How to 
Tame a Wild Tongue’:

‘I will no longer be made to feel ashamed of existing. I will have my voice... 
I will have my serpent’s tongue – my woman’s voice, my sexual voice, my 
poet’s voice. I will overcome the tradition of silence’ (Anzaldúa 1992).

Anzaldúa uses a conversation with her dentist about how her tongue interferes 
with treatment as a metaphor of how throughout her own lifetime, her Chicano 
voice has been marginalized by Anglo authorities who claimed that making her 
speak like them was for her own benefit. We likewise territorialize a space for lan-
guage expressing diverse identities that include aspects that are feminine and gen-
der-diverse. In this research, we begin raising voices of diverse genders to moti-
vate identification and transformation of how computing research and practice can 
be transformed to include and empower. Anzaldúa’s work thus motivates the need 
for computing researchers and practitioners to sensitively understand and use the 
vocabulary that people invoke to describe themselves, lest our voices be marginal-
ized. This language is not jargon, but rather a basis for voicing authentic identities.

Recently deceased activist and scholar of English, ethnic studies, and Afro-
American studies, Bell Hooks, built with Anzaldúa’s concept of finding and claim-
ing voice as a key to feminist identities. Hooks worked to include and empower her-
self and others like her through discourse and action that transgresses domination.

‘The idea of finding one’s voice or having a voice assumes a primacy in 
talk, discourse, writing, and action... Coming to voice is an act of resistance.  
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Speaking becomes both a way to engage in active self-transformation and a rite of 
passage where one moves from being object to being subject... We live in a world 
in crisis—a world governed by politics of domination... Clearly, differentiation 
between strong and weak, powerful and powerless, has been a central defining 
aspect of gender globally, carrying with it the assumption that men should have 
greater authority than women, and should rule over them’ (Hooks 1989).

In this vein, we identify this reframing as a step of resistance against cis-
masculine dominated framings of computing. We recognize Anzaldúa and 
Hooks’ assertion of their voices as intersectional, as based in race times gen-
der. We connect the assertion of marginalized voices as valuable with the 
struggle against necropolitics. Speaking one’s own primary process is a form 
of resistance against erasure. It is an affirmation of life.

7.1.2 � Relationships, not hierarchy
Award-winning lesbian feminist poet, Adrienne Rich, penned an important anthol-
ogy, The Dream of a Common Language. Rich dreamed of the language of this 
empowering voice in action. As a poet, she shows the power of imagery in represent-
ing transformative potentials that we yearn for, despite oppressive circumstances.

‘The rules break like a thermometer, quicksilver spills across the chartered 
systems... Whatever we do together is pure invention. The maps they gave 
us were out of date... The hallucinations turn to simple villages. The music 
on the radio comes clear’ (Rich 2013).

We recognize and encourage divergent investigations that likewise break 
unnecessary linear rules and draw new maps to invent proverbial new social, cul-
tural, and media forms of invention.

Different voices  Carol Gilligan is a psychologist and ethicist who did pioneering 
research about gender roles in social processes. Her work, In a different voice: Psy-
chological theory and women’s development, presents a combination of qualitative 
and quantitative data about how women tend to think differently than men (Gilligan 
1993). The emphasis becomes on how non-cis masculine perspectives more often 
incorporate relational thinking, in which participants prioritize the needs of others, 
rather than exclusionary thinking, in which they just advocate for themselves. An 
example data analysis characterizes this different voice in practice, contrasting the 
perspectives of a woman study participant, Karen, with Jeffrey, a man.

‘While Jeffrey sets up a hierarchical ordering to resolve a conflict 
between desire and duty, Karen describes a network of relationships... 
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focuses on who is left out... contrasting images of hierarchy and network 
in thinking about moral conflict and choice.’ (Gilligan 1993)

Our reframed perspective on life, work, and computing is based in the non-cis 
masculine gendered empathetic networks of connection that Gilligan uncovered, 
rather than cisgender masculine hierarchies of priority. Gilligan’s own empirical 
work about differences across genders, is consonant with her articulation of the 
need to include diverse populations in research studies in order to derive valid, 
generalizable findings (Section  4). Likewise we recognize the methodological 
need for representation on the basis of genders in empirical studies.

Ethics of care  Scholars have developed an ethics of care from this work, which 
sits among fundamental ethical frameworks, including deontology (Kant 
2012), virtue ethics (Aristotle. 350 BCE 2014), and Ubuntu ethics (Ewuoso 
and Hall 2019). Part of Gilligan’s original work was to articulate, ‘This ethic, 
which reflects a cumulative knowledge of human relationships, evolves around 
a central insight, that self and other are interdependent’ (Ibid, p.74). Her femi-
nist ethics of care are based in the relational networks of responsibility.

Fisher and Tronto (1990) further articulated that care is ‘comprehensive,... 
public and private, integrated..., and... often entails and perpetuates the 
oppression of women’. They observe that caring is social and ‘permeates our 
lives’. They define caring as, ‘... a species activity that includes everything 
that we do to maintain, continue, and repair our “world” so that we can live 
in it as well as possible’ (p.40). They define 4 phases that processes of care 
involve: caring about (becoming aware of and paying attention to a need), car-
ing for (assuming responsibility and marshaling resources, caregiving (per-
forming caring tasks), and care receiving (responding to caregiving) (Fisher 
and Tronto 1990; Tronto 1993, 1998). Tronto develops the importance of 
non-hierarchical perspectives in ethics of care but does not specifically engage 
with non-binary gender (Tronto 1993). A goal of the present research is to 
promote the values of different voices and ethics of care for the representation 
of historically marginalized genders in HCI, computing, STEM, and beyond.

Rhizomes  To provide semiotics, which underlie our integrated trans-fem-
inist relational ethics, philosophers and semioticians Gilles Deleuze and 
Félix Guattari developed a theory of non-hierarchical network thinking, 
which they call rhizomatic (Deleuze and Guattari 1987). The notion of rhi-
zome is based on horizontal root structures, along which new plants grow, 
which although appear independent are actually interconnected. Mangroves, 
ginger, and bamboo are examples. Rhizomes contrasts with the roots of 
deciduous and coniferous trees, which are separate, distinct, and hierarchi-
cal. Inclusion, interconnectivity, and open-endedness are rhizomatic. We 
call for a rhizomatic approach to gender diversity.
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We conjure an active space of co-creating alternatives to cisgender, heter-
onormative, and man-dominated framings, while based on awareness that being 
a subject means using one’s voice to define one’s own positionality and relation-
ships, to represent and so include oneself in discourse. This rhizomatic space is 
intended to serve as a haven for nurturing diverse positional gender voices of 
relationship, representation, and inclusion. There can be tensions and even con-
flicts among positions in the space, which we identify as a big tent of allyship.

7.1.3 � Authenticity
Reframing the basis of genders requires embraces the corporeality of non-cis-
masculine bodies as well as voices. Rosemarie G. Thomson, an English professor, 
in her foundational disability studies text, ‘Extraordinary Bodies: Figuring Physi-
cal Disability in American Literature and Culture,’ articulates how to value a what 
she calls ‘extraordinary bodies’ with disabilities. She highlights the incompatibil-
ity between disability and conventional attractiveness (Thomson 1997),

‘Moreover, such culturally generated and perpetuated standards as “beauty”, 
“independence”, “fitness”, “competence”, and “normalcy” exclude and disable 
many human bodies while validating and affirming others.... Consequently, 
the meanings attributed to extraordinary bodies reside not in inherent physical 
flaws, but in social relationships in which one group is legitimated by possess-
ing valued physical characteristics and maintains its ascendancy and its self-
identity by systematically imposing the rule of cultural or corporeal inferiority 
on others’ (p.7).

Thus, the disabled body is robbed of the possibility of being read as attractive 
relative to binary gender norms. Given that we are calling for an intersectional per-
spective, it is important to emphasize that disabled bodies can be as attractive as any.

Contemporary trans scholar Jennifer Booker (2019), in her auto-ethnography 
of her transition, engages with the privileges of passing as a cisgender woman, 
and her choice not to do so.

‘The media are full of prominent transgender women (e.g., Caitlyn Jenner, 
Laverne Cox, and Janet Mock) whom I consider hyper-feminine – they wear 
heavy make-up and wigs constantly, their appearance is almost as exagger-
ated as drag queens. Transgender women aren’t all that way. For me, my 
transition to be recognized as a women is a brazen act of authentic living in 
part because I don’t live an exaggerated flavor of feminine just for the sake 
of fitting in better. “Passing” as a woman isn’t needed or a relevant concept 
for me, because I AM a woman. This is who I am. I refuse to hide.’
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Booker affirms a space for trans-femininity without the need to pass as a 
woman. We include this passage to draw attention who gender identity and pres-
entation may differ.  Gender identity does not require the physical trappings of 
structural gender, but rather self-identification, in itself. As Booker says, ‘I AM 
a woman,’ regardless of her sartorial and presentational choices. One’s defini-
tion of individual gender identity is independent of cis/heteronormative structural 
gender.

7.1.4 � Embodied identities
In reframing on the basis of genders, we link to embodiment and the corporeal, 
even though we reject mapping sex to gender. Like Dourish (2001) and Höök 
(2018), we call for using CSCW theory to explore experiences based in the body. 
Computing must be a safe space for diverse bodies’ articulations of experience 
and identity. We recognize that CSCW, in practice, often involves, as Berlant and 
Warner (1998) recognizes, ‘the production of non-heteronormative bodily con-
texts.’ Part of this is to understand how making sexualities of individual gender 
private and invisible, rather than public and explicit, is a component of the heter-
onormative yoke.

Again, our inclusive approach recognizes that gender identity and presenta-
tion can be independent of sex. At the same time, as per Young’s (2002) Lived 
Body experience, we recognize that aspects of gender identity and presentation 
are based in the body. Young builds concepts, which we identify as embodied, 
such as ‘pregnant embodiment’, ‘menstrual meditations’, and ‘breasted experi-
ences’. She reinterprets the pioneering work of feminist film theorist, Laura Mul-
vey (2013), on the ever-present male gaze.

While accepting diverse bodies and their physical sex characteristics, our 
viewpoints are defined rhizomatically, relationally to networks of diverse under-
standings and experiences of feminine bodies. For example, Young’s theory 
builds on prior work by bringing the physicality of gendered bodies into focus, 
including height, weight, and frailty in the discussion; it extends with race, class 
and disability. She writes, ‘The lived body is a unified idea of a physical body 
acting and experiencing in a specific socio-cultural situation, it is body-in-situ-
ation’ (Young 2002, p.16). Our gender diverse approach has the potential to be 
useful for HCI when wrestling with issues of embodiment (Dourish 2001) and 
somaesthetics (Höök 2018).

How people navigate in large information spaces is an example of embod-
ied identity. In this vein, we propose extending research by Patrick et al. (2000) 
and Czerwinski et  al. (2002) about gender and virtual reality navigation. This 
prior work found that binary gender is significant factor in determining people’s 
display needs in virtual reality spaces. Specifically, women’s navigation perfor-
mance relative to men is improved with larger displays—though it is unclear the 
mechanism behind this, e.g., how and when genetic traits, sex hormones, and/or 
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socialization may impact a user’s ability to make the best use of such displays. 
We encourage future research to investigate the effects of non-binary gender on 
navigation performance. Further, the study of simulation sickness and gender can 
be extended to newer interfaces such as mobile telepresence, the Apple Vision 
Pro, and the Ray-Ban Meta glasses.

7.2 � In practice

Our visions and prescriptions for re-framing are rooted in data about gender in 
practice. Prior work has previously been defined to describe how people perform 
a range of gender positionalities. Those works acknowledge a multiplicity of gen-
der identities and presentations. We contribute a space of common language, of 
dreams and realities, an idealized rallying point and banner for empowering and 
relating a wide range of gender identities; where they are empirical, our approach 
is prescriptive. Let us take this argument in three parts. First, we discuss inclu-
sion of trans, genderqueer, and intersex individuals. Second, we discuss the rel-
evance for making a place in computing for distinctly feminine femininity. While 
we are making an argument about all historically marginalized gender presenta-
tions and identities, we will discuss feminist and queer theory separately as they 
do not overlap well. Then, we will integrate these perspectives, making our argu-
ment for all historically marginalized gender identities and presentations.

7.2.1 � Gender‑divergent people
A reframing works to remove barriers for people with gender-divergent iden-
tities in computing. Hoskin (2017) critiques how cis-masculinity is often pre-
sented as social norm, and that ‘failed masculinity descends into femininity’. 
Individuals from across the dimensionalities of gender, she writes, risk ‘slip-
page’ from a masculine norm. Hoskin constructs femmephobia as a theory of 
subversive femininities. This can be extended beyond cis/heteronormativity. 
Gender-divergent identities are subject to homo-, trans-, and femme-phobia, in 
that they too deviate from cis-masculine norms. While these identities range in 
how they approach masculinity (some transmasculinities may embrace the mas-
culine, whereas others do not), they are all subject to cis/heteronormative, patri-
archal hegemony.

Haimson et  al. (2020) develop participatory CSCW research, involving 
trans people, which exemplifies a reframed approach. They conducted a series 
of speculative design sessions in which 71% of participants identified as non-
binary. They asked participants to ‘develop technologies using a community-
centered framework… to benefit and center transgender and non-binary peo-
ple…’ Participants envisioned new technologies in four categories: ‘technologies 
for changing bodies, technologies for changing appearances/gender expres-
sions, technologies for safety, and technologies for finding resources.’ The envi-
sioned new technologies include ‘a body-changing laboratory, a buddy-finding 
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application, technologies to improve safety, and augmented mirrors and glasses 
that shift how a person views their own physical appearance.’ The process of this 
research is appropriately representative. The findings provide a valuable spring-
board for innovative technology development and a push back against prevailing 
necropolitics.

Liang et  al. (2023) investigate how human–computer interactions can trig-
ger gender dysphoria experiences. The work shows how cis/heteronormativity 
and a lack of diversity in design teams leads to trans harm through the design of 
games. This project analyzed popular game designs from the perspective of four 
trans researchers for the ways in which they propagate dangerous stereotypes of 
trans people and render game players complicit in anti-trans violence. As a move 
against necropolitics, they call for greater attention from designers and develop-
ers for how trans people are marginalized and harmed through design.

Technology development must recognize the diverse range of gender identities 
that are performed in practice. Mappings of traits to concepts like masculine and 
feminine are themselves culturally constructed. In Strathern’s (1980) ethnogra-
phy among the Hagen people, concepts like Mbo (domestic) and RΦmi (wild) are 
considered both masculine and feminine. This practice transcends gender essen-
tialism to create exemplary models of individual and structural gender. It sug-
gests that framings of gender themselves are culturally dependent, and that one 
culture’s gender(s) might map differently than the next.

7.2.2 � The feminine: diversified
Next, let us consider the feminine. We need space for a range of feminine indi-
vidual gender identities and presentations. One deserves to be taken seriously in 
CSCW, no matter how one presents their gender, such as if it is in a hyper-femi-
nine way. At the same time, we need to recognize that this is not all people. The 
space of femininity in computing includes trans femininities, non-binary, gender-
queer, aporagender, and neutrois identities.15 We work to reclaim the feminine 
in terms of such diverse concepts of individual gender in light of our theory of 
technology as cis/heteronormative masculine culture.

Feminist scholars, such as sociologist Rhea Ashley Hoskin (2017), argue that 
even in traditional feminist scholarship, the feminized remains ‘subordinated’ 
(p.95) to the masculine. Western feminism has tended to devalue femininity, in that

‘Femininity became synonymous with female subordination, with male right 
of access, and with disciplinary practices enforced under patriarchal rule. 

15  The terms aporagender is a non-binary gender identification for those who identify with gender, but 
have neither masculine nor feminine individual gender identities (Nonbinary Community 2022a). The 
term neutrois is a term that refers to individuals who identify with neither masculine or feminine identi-
ties (Nonbinary Community 2022b).
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In other words, femininity became the scapegoat of patriarchal oppression’ 
(Hoskin 2017).

We interpret Hoskin to mean that we cannot assume an individual with a feminine 
identity (a feminine individual gender) is a passive subject. Assuming that femininely 
identified people are passive denies the possibility of an active feminine identity.

7.2.3 � Diverse genders
In contrast, feminine characteristics have been reductionistically defined as the 
absence of the cis-masculine presentation. This is problematic, because doing 
so reinforces a cis/heteronormative binary gender system. For example, Paechter 
(2006) goes as far as to discuss the need to ‘shift femininity from its position as 
the negated Other of hegemonic masculinity, to break through the dualistic rela-
tion and have a more equal construction.’ Tong and Botts (2018), drawing on 
Vetterling-Braggin, question the inherent hierarchy that the patriarchy assigns to 
gendered traits, placing a higher value on (conventional Western) cis-masculine 
traits—such as assertiveness, aggression, and rationality—versus conventional 
feminine traits, such as gentleness, modesty and humility. She continues, ‘if soci-
ety can learn to value “feminine” traits as much as ‘masculine’ traits, women’s 
oppression will be a bad memory.’ (p.16). In this vein, Paechter (2006) writes,

‘Distancing oneself from stereotypical femininity, on the other hand, is a 
claiming of power. Whether from feminist standpoint, or through the per-
sonal rejection of the feminine declared by tomboy girls and butch women 
(Halbertsam 1998), to oppose stereotypical or normalized feminine posi-
tion is to reject the disempowerment that comes with it....Without feminin-
ity, masculinity makes no sense; without the rejection of femininity, butch 
is simply another way of “doing woman”; it loses its transgressive and 
oppositional quality’ (p.9–10).

In this way, we reject pressures for hierarchical values associated with gender 
traits. We encourage a rhizomatic multiplicity of claimed gender identities and 
presentations. Paechter continues,

‘A discourse in which “man”, “woman”, and, if an individual wants it, 
“intersex” (or something else entirely) is the noun, the solid term, with 
“masculine” and “feminine” as qualifiers, is one that allows for variety and 
variation, over time, place, social circumstances, and biography. It allows 
for girls and young women to behave in masculine ways, without having 
this as their central defining quality. Similarly, boys and men can be and 
act as feminine, without having to see femininity as central to their being. 
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This is surely a more flexible and equitable way for us to understand gen-
der, one which treats masculinities and femininities as truly multiple, and 
as ways of “being a man or woman, boy or girl”, rather than central to our 
whole existence. It allows identity to be related to, among other things, 
masculinities and femininities, but treats these only as aspects of identity, 
and does not insist that it depends on them entirely, with one’s sense of 
oneself as male or female as somehow secondary.’

We build, for CSCW research and practice, on this flexible and open rhizomatic 
multiplicity of gender qualifiers, which can be associated with any gender, at will.

7.3 � Intersectionality and doing differences

Critical Computing scholarship within CSCW increasingly addresses issues of intersec-
tionality (Brewer 2022; Erete et al. 2018; Alvarado Garcia et al. 2023; Harrington and 
Dillahunt 2021; Kumar and Karusala 2019; Menking et al. 2019; Rankin et al. 2020; 
Schlesinger et al. 2017; Wisniewski et al. 2018; Thomas 2023). In this, we observe a 
tendency to address intersectionality at a conceptual level, or by discussing a particular 
data set using some combination of gender, race, and class. We acknowledge how dif-
ficult it is to address all aspects of intersectionality, but we note that often elements such 
as disability and religion are omitted. As stakeholders in a field, we all need to push 
even further in considering wider intersectional perspectives in analyzing data. Further, 
as this excellent prior scholarship represents a small fraction of research, we believe that 
intersectionality needs to be more broadly applied throughout computing.

Thus, in this paper we take initial steps to mix vital voices of intersectionality 
theory into our conceptualization. As we have mentioned above, issues of race, 
ethnicity, disability, and class are inherently enmeshed in individual gender iden-
tity. So, too, are issues of religion, and sexuality. We cannot afford to look at gen-
der in computing independently of these other intersectional factors (Crenshaw 
2017). The relationships among these factors of identity, which become sites of 
discrimination and oppression, while also gleaming with transformative potentials 
of social justice, are rhizomatic. They demand practice as branching potentials for 
inclusion, creation, and mutual support, even though history casts them as hierar-
chies of privilege and divide and conquer separation. Collins (1990) talks about 
gender and race as overlapping matrices of oppression, centering on Black wom-
en’s experience. Thus, a Black woman scholar in computing would be subject to 
two overlapping sources of oppression. Crucially, these are not additive, but multi-
plicative, forces. Intersectionality is not a merely a question of identity, but rather 
considering the privileges and power associated with those different identities. For 
instance, when bridging historically marginalized gender identities and presenta-
tion, we need to be mindful of the power dynamics given that older feminist litera-
ture is largely cis and white. Dialog between these communities do not start with 
equal privilege, and as such the matrices of oppression must be considered.
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West, in her collaborations with both Fenstermaker and Zimmerman (West and 
Zimmerman 1987; West and Fenstermaker 2002, 1995), also addresses relation-
ships among the impacts of race, class and gender. These scholars explore gender 
in an ethnomethodological sense, as something that is ‘done’, i.e., performative, 
as the ‘conceptualization of gender as routine, methodical, and ongoing accom-
plishment’ (West and Zimmerman 1987, p.126). This is similar to Butler’s con-
ception of gender as performative16 and Cárdenas’ attention to transgender indi-
viduals’ shifts (Cárdenas 2015, 2022; Liang and DeAnda 2022).

Accomplishment in this sense means enacted and performed, in a particular 
situated context, subject to the social norms of structural gender. They describe 
accomplishment as an ‘emergent feature of social interactions’ (West and Zim-
merman 1987). In her later scholarship, West extends her argument about gen-
der, to race and class. Drawing on Collins (1990), she and Fenstermaker write 
that class and race are similarly situationally ‘accomplished’, and that,

‘...to the extent that an individual Black woman is held accountable in one 
situation to her race category, and in another situation to her sex category [, 
we] can see these as “oppositional” demands for accountability’ (West and 
Fenstermaker 1995, p.25).

Thus, the pressures of race, class and gender (and by extension other 
aspects of intersectionality, such as disability that are not discussed here) all 
involve performativity and have different social norms which can be in tension 
with one another. When they talk about gender, race, and class holding people 
accountable, they frame the conscious act of negotiating these pressures as 
‘doing difference’ (West and Fenstermaker 1995). In this way, intersectional 
pressures, and the work of doing or not doing difference need to be included 
in the rich voices of a range of gender identities. We draw on West’s body 
of scholarship in addition to Crenshaw’s (2017), as it draws attention to how 
these categories themselves are both socially constructed and changing. We 
encourage further discourse connecting our re-framing with intersectionality.

8 � Implications for practice

Visions, data, and theory about how to ensure gender diversity raise the ques-
tion of what we within CSCW can do to address these issues. Indeed, strides to 
date have been made. The ‘Women’s Lunch’ at the ACM SIGCHI Conference 
on Human Factors in Computing Systems (CHI) has over time incorporated an 

16  Butler argues behavior does not follow sex, but is a matter of learning to behave in relation to social 
norms. West and Zimmerman extend this to remind us that this performance is on going and situated in 
repeated decisions each and every day.
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intersectional range of gender identities. It was re-instantiated as the ‘Global 
Communities, Diversity and Inclusion BLInner’ (Goyal 2021). In parallel, the 
CHI QueerSIG (Special Interest Group) has run annually since 2019 (DeVito 
et al. 2020, 2021; Spiel et al. 2019a, b). We acknowledge that other examples 
are active in other CS venues (e.g., Black in AI, Queer in AI). While all of 
these events are social signifiers that welcome intersectional gender identities, 
we call on CSCW to do more, to change its norms regarding research practice. 
We must consider how re-framing computing in terms of diverse gender iden-
tities would impact how we frame and ask research questions, what questions 
we ask, and what methods we use.

8.1 � The imperative of diverse gender participation

Data matters. Buolamwini and Gebru developed the Pilot Parliaments Bench-
mark training dataset for facial recognition in response to prior datasets that 
were overwhelmingly white and male (Buolamwini and Gebru 2018). This 
dataset demonstrated how badly facial recognition systems from Microsoft 
and IBM performed outside of that narrow set, especially on intersectional 
females. In response, notably Microsoft made their recognizer more effective, 
reducing false positives for those who had been underrepresented (Raji and 
Buolamwini 2019). The ACLU also used these results to push other corpora-
tions to make their facial recognition systems less biased. This demonstrates 
the significance of diverse human representation in data. However, at the 
same time, Keyes (2018) problematizes using binary gender at all in recogni-
tion because this gender essentialism erases trans people. A synthesis of these 
implications needs to be broadly applied in computing research.

Over a decade ago, Barkhuus and Rode (2007) called on HCI and, by exten-
sion, CSCW to require specifying the genders of study participants in publica-
tions. Recent work by Spiel et al. (2019a, b) calls attention to how non-binary 
people are frequently excluded by technological systems:

‘Issues of normalised forms of embodiment have implications for non-
binary people, but they also have implications for cis and binary trans peo-
ple, and interlock with the concerns of Disabled people and/or People of 
Color, since bodily standards and expectations that are premised on con-
ventional white, western aesthetic standards have long been linked to racist, 
ableist and body-shaming outcomes.’

Consequently, the research community has begun to confront such necropo-
litical trans erasure. Taylor et  al. (2024) comprehensively analyze how gender-
divergent people have been treated in CSCW and call for researchers to improve 
representation and reporting. Scheuerman et  al. (2021) examined non-binary 
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people’s data entry preferences for gender-related topics, showing how individu-
als are often faced with a choice to either incorrectly classify their own gender or 
to accept being denied access to a site or service. Spiel et al. (2019a, b) present 
best practices for how survey questions ask for a participant’s gender in CSCW. 
Scheuerman et al. (2020), add situational recommendations for asking about gen-
der in healthcare, social media, and dating contexts.

Despite Scheuerman et al.’s (2020) development of guidelines and the latest 
CHI call for papers recommending that researchers attend to the diversity of gen-
ders,17 at present, following such recommendations remains optional. We lack 
best practices in the CSCW community mandating their use. In fact, we still see 
the majority of CSCW research relying solely on binary gender data for demo-
graphics. This cis/heteronormative practice has continued despite evidence of its 
adverse social and personal consequences (Spiel et al. 2019a, b). As Berlant and 
Warner (1998) theorize,

‘It is hard to see these fields as heteronormative because the sexual cul-
ture straight people inhabit is so diffuse,... that their material conditions feel 
hardwired into personhood.’

As we have described above (Section  4), countries around the world recog-
nize more than two genders (PBS Independent Lens 2023; Fung 2021; Werft and 
Sánchez 2016) which highlighting the need for our surveys to allow international 
gender diversity.

Thus, as a matter of caring about, caring for, and caregiving, we call on the 
CSCW community to:

1.	 establish community norms for survey questions (Spiel et al. 2019a, b) (e.g., 
Figure 1) to enable people with historically marginalized gender identities 
and presentations to authentically present themselves, whenever it is safe and 
ethical18 for participants to do so;

2.	 mandate presenting qualitative and quantitative data regarding minority gender 
identities, even if not statistically significant;

17  ‘Inclusivity: Authors should ensure their work and writing are as inclusive as possible; where this 
is not possible, it should be acknowledged. For example, authors should use gender-inclusive language 
when developing their papers (see e.g., HCI Guidelines for Gender Equity and Inclusivity) and consider 
what communities their work is – and is not – supporting, as well as their geographical context.’ (https://​
chi20​24.​acm.​org/​for-​autho​rs/​papers/).
18  We emphasize safe and ethical as being considerations given discussing this information in Global South 
and the U.S.A. can be dangerous for participants and researchers. However, we advocate the inclusion of diver-
gent genders information whenever safe to do so.

https://chi2024.acm.org/for-authors/papers/
https://chi2024.acm.org/for-authors/papers/
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3.	 ensure that diverse genders are respected and valued during the review of 
research submissions—including calling out submissions and reviewers that 
advance necropolitics of erasure; and to

4.	 ensure members of historically underrepresented gender identities and pres-
entations in CSCW are appropriately represented in datasets.

8.2 � Reframing research questions

In recent work, the CSCW community has begun considering gender diver-
gence (Light 2011; Rode 2011b). Scholarship has examined how queer perspec-
tives challenge cis/heteronormative framings of research questions. Research has 
asserted broadening discussions of pregnancy and menstruation from a ‘wom-
en’s issue’ to one of all pregnant or menstruating persons (Marshall and Rode 
2018). It has asked what a social media platform would look like that represents a 
fuller pantheon of gender (Carrasco and Kerne 2018; Bivens and Haimson 2016). 
As discussed previously, automatic gender recognition research (Keyes 2018; 
Hamidi et al. 2018; Haimson et al. 2020) has ‘troubled’ the often-binary gender 
basis for AI to algorithmically determine gender. Intersectionality is core to the 
approach of Bennett et  al. (2021), who consider how race, gender and disabil-
ity factor into image captioning for blind users. All of this research shows how 
including perspectives of historically marginalized gender identities and presen-
tations challenges the framing and conclusions of practice and research questions 
written from a heteronormative cisgender masculine perspective.

Given that this is the case, then what would it mean if the research questions 
themselves are shaped by diverse gender identities, such that they consider the 
multiplicity of identities and commensurate roles that individuals self-associ-
ate? Research shows questions in science tend to be framed, likely as a result 
of implicit biases19 (Friedman and Nissenbaum 1996) by white, cisgendered, 

Figure. 1   Spiel and et al.’s 
(2019a, b) recommended gender 
question for surveys.

19  ‘Implicit bias’ is a term for choices that an individual makes, does not articulate, and is unaware of 
due to their own race, gender, (dis)ability or class.



820 J. A. Rode et al.

able-bodied men, who are in the majority. This leads to the under-representation 
of research questions framed in terms of historically underrepresented people’s 
issues (Kearney et al. 2020).

Implicit biases have important implications for how the field of CSCW works 
in practice. We have encountered people saying, ‘It doesn’t seem like a CHI [or 
CSCW] topic,’ to dismiss research addressing gender as ‘out of scope’ in reviews 
and program committees. The first author, in personal correspondence with many 
of the authors cited, is aware of a large volume of work on gender, race, and dis-
ability that has in this way initially been resisted in our field. This, in turn, has a 
knock-on effect, limiting intersectional gender perspectives within CSCW schol-
arship, and limiting the careers of scholars from historically underrepresented 
groups, which in turn limits representation of intersectional gender minorities at 
the highest levels of the academy, where large scale decisions are made. Conse-
quently, we call on the CSCW community to articulate, in its community norms, 
that minority and non- heteronormative research are subject to implicit biases 
and implement additional checks to ensure adequate representation of Queer, 
Disabled, Black, Hispanic, and Indigenous people, and other perspectives that 
have historically been underrepresented.

8.3 � A speculative re‑framing of gender diverse research questions

In this section we move from systemic effects and prescriptions, to pose specula-
tive research questions that embody integrated trans-feminist intersectional treat-
ment of gender diversity, through an ethics of care:

•	 What if labs, classrooms, and clubhouses, at all levels of education, 
research, and industry, are rooted in diverse gender voices? What if they 
are pervasively represented, rather than marginalized, in design processes 
for making and learning about circuits, interaction techniques, program-
ming, systems, applications, services, ubiquitous computing, the home, the 
workplace, and the underlying ethos?

•	 What if research focuses on intersectional minority identities in comput-
ing? What would a study of trans women of color tell us about lived expe-
rience with technology in a public space? What would a study of femi-
ninely presenting persons with disabilities tell us about identity issues in 
an online dating platform? What if these minority intersectional gender 
identities were moved out of the margins of CSCW, to the center, as the 
object of study?

•	 What if we reframe home research, which overwhelmingly focuses on cis-
gender heterosexual couples, in terms of Kath Weston’s (1999) Families 
We Choose and Todd Parr’s (2011) The Family Book, extending investiga-
tions to include genderqueer and trans individuals? Weston considers fami-
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lies in light of gender-divergent individuals’ constructing families based 
on choice rather than purely based on biology.

•	 What if we consider widows and widowers who take on cross-gender 
roles? How can that reshape how we constitute smart home technologies?

•	 What if we consider gender diversity issues in computing in light of Rode 
and Sheenan Poole (2018) socio-technical model of the co-construction of 
gender and technical identity? What would it look like to design technolo-
gies with the assumption that they were going to be used by a range of 
gender identities, who might strategically hide and display their technical 
skills? How could we design technology to explicitly provide a forum for 
all historically marginalized gender identities and presentations?

•	 How can we use selective visibility (Carrasco and Kerne 2018; Dym et al. 
2019) in social media to support diverse people in presenting different 
versions of their identities, with and without linkages, to themselves and 
different constituencies? This contrasts with Facebook’s cis/heteronorma-
tive model of a single authoritative identity for each person that includes 
a set of rules for what does and does not constitute a name. This denies 
and invalidates trans identities who may use ‘unconventional’ names and 
Queer people who are out in some social contexts but not in others.

•	 What if (like Ogbonnaya-Ogburu et al. (2020); Kesewaa Dankwa (2021); 
Race in HCI Collective et al. (2021); Salehi et al. (2023)) we use Critical 
Race Theory and/or the social justice model of disability (Degener 2017; 
Lawson and Beckett 2021) as the starting point for intersectional design? 
How would these framings change our exploration of problems relating to 
race and/or disability?

•	 What if we normalize reflexive practices in research, drawing on long stand-
ing social science precedents (Clifford 1981; Kerne 2005), to encourage and 
even expect researchers to reflect on their own gender and intersectional iden-
tities as an essential part of framing their research contributions?

We challenge the CSCW community to embrace gender diversity and modern 
intersectional critical theory as starting points for design processes and as theo-
retical frames for investigating the bi-directional shapings involving society and 
technology.

8.4 � Considering research methods in light of gender diversity

An open question going forward is what methods support us in addressing these 
research questions. Just as artifacts have politics (Winner 1980), including gender 
(Berg and Lie 1995) and race (Hankerson et al. 2016), we argue that so do research 
methods. Methodological choices are critical in avoiding necropolitics of erasure of 
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historically underrepresented gender identities from scholarly discourse. The afore-
mentioned Harris Poll reports that 10% of 18–34 year olds report their gender as 
something other than cis- gender (Harris Poll 2017). Similarly, the UCLA Wilson 
Study (Wilson and Meyer 2021) cites data that 5.9% of the population is LGBTQ 
and that of that, 11% are trans, which is a small enough number that some ‘scien-
tists’ might push to ignore this population as statistically insignificant. We argue that 
statistical significance is sometimes inadequate to capture significant phenomena of 
CSCW experience, which are essential to our field. Using the magnitude of the 
number of gender-divergent people to justify not reporting on them is a cis/het-
eronormative method for advancing necropolitics of erasure, thus to be inclu-
sive, our field must oppose this.

The data on trans people is inherently incomplete. We recognize the vicious 
cycle, that a lack of choices regarding trans identities on surveys, or exclusion crite-
ria for trans people means we are less represented in research (Haimson et al. 2020; 
Spiel et al. 2019a, b). Additionally, for many, there are safety factors that prevent us 
from participating (Reed 2023; Scheuerman et al. 2020). Consequently, trans people 
are consistently and inherently erased due by prevailing necropolitics of cis/heter-
onormativity—which impacts how likely adults are to identify as transgender both 
in everyday life and when we share data about our lives with researchers. Based on 
these methodological issues of erasure, we problematize relying solely on statisti-
cally significance in research on trans people. Researchers need to discover alterna-
tive methodologies to take into account the socio-cultural impact of this data.

We are epistemologically compelled to highlight the value of qualitative methods 
as a way of exploring trans identity and avoiding erasure even when numbers are small 
(e.g., Austin 2016; Dickey et al. 2012; Liang et al. 2023). When data itself is not statisti-
cal, reflexive work can contribute theory (Clifford 1986; Dourish 2006). Rode (2011a) 
builds on Clifford (1986, 1981) to argue that reflexivity allows us examine structural 
patterns in qualitative data to provide the basis for grounded and critical theories. Kerne 
(2005) also builds on the Introduction of Clifford’s to Writing Culture (Clifford 1986), 
but they argue that any scientific discourse is as much about the scientist(s) and how 
they frame as it is about their subject(s) and the data. In other words, cis/heteronorma-
tive omission of non-cis/heteronormative people results in biased research.

Thus, resultant theories of reflexivity can impact CSCW broadly by shaping 
its discourse around diverse gender identities. Theories of reflexivity, combined 
with ethics of care, have a key role to play in present and future research combat-
ing necropolitics of erasure. We see this as a site for potential contributions of trans 
research, without reductionism to measurable statistical significance of trans people.

8.5 � U.S. update 2025

The current time is notable for many deleterious heteronormative changes in U.S. 
government policy. Trans rights are under attack. Official U.S. policy is now, ‘...  
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to recognize [only] two sexes, male and female’ (The White House 2025). All 
U.S. policies that have supported transgender people—e.g., The White House 
Toolkit on Transgender Equality, Enforcement of Title IX With Respect to 
Discrimination Based on Gender Identity, Supporting Transgender Youth in 
School—have been rescinded. NSF grants that address diversity, equity, or inclu-
sion have been terminated (Garisto and Kozlov 2025). These actions constitute 
a necropolitics of erasure. They show how the synthesis of asserting trans and 
feminist rights in this paper is imperative and timely.

9 � Conclusion

The point of this paper is to build a vision, space, and ethos, based on genders, 
which is inclusive. Undergirding this space is a new integrated trans-feminist 
theory. We argued that computing is hostile to forms of gender divergence and 
needs to open up. We recognize that gender has a range of forms. We believe in 
manifesting an ethics of care to move against necropolitics of erasure. The data 
show that, in addition to and beyond material access to equipment and education, 
social and cultural factors are critical for engendering equity in computing for 
groups that society has underrepresented and undervalued. Representation and 
practice—including in CSCW education, in study participation, in research meth-
ods, in best papers, in conceptualizations, in design processes, in social media, 
in AI, in technology for the home, and in research teams—have the potential to 
function as emblematic manifestations of this ethos of ethics and innovation.

In this paper, we argue the need to reframe an aspect of the discussion about 
diversity in computing from the basis of sex to the basis of genders. We offer 
our framing as a safe space for all people with historically marginalized gender 
presentations and identities to ensure our voices are used to advance research 
and practice for equity and innovation. We synthesize a rich panoply of theo-
retical constructs, in order to critique practices that interfere with equity and 
give support in CSCW research and beyond. These include:

•	 Structural gender refers to a society’s system of norms involving gender. 
Different societies construct structural gender in different ways.

•	 Gender essentialism refers to assumptions that sex and gender designa-
tions can be reduced to stereotypical behaviors.

•	 Similarly, binary individual gender reduces gender identity to two forms 
of sex. Yet, we know that gender is, in fact, a social construction, whose 
performance people can and do choose in  situated social contexts. And 
there are more physical forms of biological sexuality, such as intersex.

•	 Cis/heteronormativity refers to an invisible, necropolitical, yet pervasive 
panoply of sociocultural conditions that render cisgender heterosexual 
practices as normal, while marginalizing queer ways of being.
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•	 Related is the notion of symbolic gendering of technology as cis/heter-
onormative masculine culture, which addresses how technology becomes 
gendered as cis-masculine through invisible, implicit norms, which prom-
ulgates inequities of representation in CS and other fields.

•	 Intersectionality refers to how, when an individual experiences a matrix of 
sociocultural oppression, such as through dimensions of gender and race, 
the effects are multiplicative, not just additive, and filtered through power 
dynamics.

•	 An ethics of care recognizes that acts of caring about, caring for, and 
caregiving, which have historically been undervalued, have a potentially 
transformative role to play in beneficial changes for gender, race, and class 
involving technology.

•	 Liberal Feminism relies on a reductionist, heteronormative, necropoliti-
cal, binary gender system, whose thinking bases policy for equity only the 
assignment of material resources, while ignoring the roles of social and 
cultural factors, including gender symbolism, as well as people’s actual 
intersectional gender diversity.

In order to reframe diversity in computing on the basis of genders, we need 
to replace cis/heteronormative, binary bases of sex with diverse understand-
ings of how gender identities and relationships are socially constructed, and, 
further, to recognize that structural genders differ globally across cultures. We 
need to move past Liberal Feminism. Doing so will enable us to avoid both 
amplifying sexism and gender essentialism and ostracizing our gender-diver-
gent students and colleagues.

We work to build a response to the pervasive hegemony of ‘technology as 
cis/heteronormative masculine culture.’ Computing  research needs to gener-
ally incorporate ways of knowing involving fields including cultural theory, 
philosophy, and feminist, queer, disability, Indigenous, post-colonial, Black, 
and Chicana studies. For example, feminist and queer theories, which consider 
the complex relationship between gender and other intersectional (Crenshaw 
2017; Collins 1990) characteristics, are vital in computing. Counter to the 
social norms of technology as cis/heteronormative masculine culture, in prac-
tice, gender is performative and difference is ‘done’ (e.g., (West and Fenster-
maker 1995)). Our methods to study computing in social contexts—such as 
at home, at work, at play, and through crowds across the cloud—must reflect 
this. We encourage future research and practice that further builds on this 
argument to address scopes in and beyond CSCW to diversity in the whole of 
computing, STEM, and society. We also encourage future research for CSCW 
that engages with diversity of genders and intersectional theory with regard to 
race, ethnicity, colonialism, class, caste, disability, religion and other bases of 
marginalization.
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We celebrate a focus on all historically marginalized gender presentations 
and identities, including gender divergent, transfemininities, transmasculini-
ties, aporagender and neutrois. This is not just a liberal argument that impacts 
minorities and their inclusion in computing. We adopt an ethics of care (Sec-
tion 7.1.2) to repair the worlds of computing so that everyone can live in them 
as well as possible. Recognizing pervasive cis/heteronormativity and building 
a safe space of alternatives has the potential to even support cisgender men in 
computing in exhibiting a wider range of identities. Most importantly, it ena-
bles new symbolic genderings of technology, to help the technologies we cre-
ate address the needs and desires of all.

We live in an era where news media, popular culture, and research reviews 
thereof, are replete with algorithms, computer vision systems, and AI systems 
that possess racial, gender, and disability biases (Ashley 2021; Collier 2021; 
Hankerson et al. 2016; Spiel et al. 2019a, b; Weatherbed 2021; Bender et al. 
2021). What is more, we need to respond to the historical challenges of our 
time, especially in America, where marginalized groups are being targeted. 
This reaffirms the need for marginalized communities to band together. Wield-
ing an integrated trans-feminist theory is a key aspect of this agenda.

Technology conceptualization and design must address these biases to over-
come cis/heteronormativity. Given our ideals, that technology should be inclu-
sive and democratizing. We cannot do this without rethinking how to represent 
intersectional gender values in our designs and making space for diverse gen-
ders in computing. Berlant and Warner (1998) write, ‘Heterosexuality involves 
so many practices that are not sex that a world in which this hegemonic cluster 
would not be dominant is, at this point, unimaginable. We are trying to bring 
that world into being.’ By offering our call to shift diversity work to focus 
on all genders and not binary sex, we are working to challenge the cis/heter-
onormative foundations of CSCW, computing, and STEM, in order to broadly 
repair our world and foster the design of more equitable and participatory 
interactive artifacts and experiences on the basis of genders.
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