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HIGHLIGHTS

e A 3D lattice Boltzmann model with free surface model is developed.

e A random bubble generation model is constructed to link with electrochemistry.
e The dynamic bubble evolution in the PTLs and flow channel is studied.

o The differences caused by spherical and fibrous PTLs are investigated.

o Different PTL properties are studied to understand oxygen transport.
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The transport and management of oxygen bubbles significantly impact the performance of proton exchange
membrane water electrolyzers (PEMWE). The 3D structures of sintered and fibrous porous transport layers
(PTLs) were reconstructed using randomly distributed spherical particles and layer-by-layer generated cylin-
drical fibers, respectively. The two-phase flow dynamic behavior of oxygen in the PTL and flow channel with
lateral velocity were simulated based on the lattice Boltzmann method with a free surface model. At the bottom
of the computational domain, spherical bubbles were added at random positions at specified intervals, corre-
sponding to different current densities. The effects of bubble generation time interval, contact angle, initial flow
velocity, graded porosity and microporous layer structure are investigated. The similarities and differences be-
tween spherical and fibrous PTLs are analyzed in detail. The results demonstrate the feasibility and necessity of
operating PEMWEs at high current densities. Hydrophilic PTLs facilitate the upward movement of oxygen
bubbles, with an optimal contact angle range observed. Maximizing the flow channel velocity within laminar
conditions promotes the lateral expulsion of bubbles. Compared to spherical PTLs, fibrous PTLs are more suitable
for high current density operations. Reducing the porosity or decreasing the fiber diameter near the catalyst layer
side can effectively minimize bubble accumulation.

1. Introduction

Achieving carbon neutrality goals urgently requires innovative de-
velopments driven by transformative energy technologies. Search and
rational utilization of clean energy sources that do not produce carbon
dioxide have proven to be one of the most effective approaches [1,2].
Hydrogen, a plentiful, green, low-carbon secondary energy source, plays
a crucial role in this context. It can be used for seasonal energy storage,

as well as a fuel or chemical feedstock, with applications across trans-
portation, industry, and construction. Hydrogen serves as a vital vehicle
for achieving carbon neutrality goals and accelerating the transition to
green, low-carbon energy consumption [3,4]. Currently, water elec-
trolysis is the cleanest method for hydrogen production [5], with the
main technological pathways categorized into four types: Alkaline
Water Electrolysis (AWE) [6-10], Proton Exchange Membrane (PEM)
[11-13], Solid Oxide Electrolysis Cells (SOEC) [14,15], and Anion
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Exchange Membrane (AEM) [16-20]. Each of the four water electrolysis
technologies presents its own advantages and challenges in terms of
materials, performance, efficiency, and cost. Hydrogen production using
proton exchange membranes exhibits enhanced resistance to corrosion
and functions effectively under reduced cell voltages, increased current
densities, and higher pressures [21]. This method provides rapid
response capabilities and exceptional load adaptability, rendering it
ideal for pairing with renewable energy systems such as photovoltaic
and wind power. These energy sources are known for their significant
fluctuations and inconsistent availability. [21,22]. Despite their
compact design, they are sensitive to water impurities and require
expensive materials for durability and conductivity. The porous trans-
port layer (PTL) is essential in optimizing the efficiency and catalyst
utilization of PEMWE, thereby contributing to reducing the cost of
hydrogen production [23]. Overall, the PEM technology is gaining
traction in applications such as automotive hydrogen and fluctuating
renewable energy [24].

PEMWE:s typically operate at high current densities (greater than 2
A/cm?), where oxygen gas accumulation at the anode becomes a major
source of performance loss. Generated in the anode catalyst layer (CL),
oxygen accumulates in the PTL, leading to three main issues: (1)
impeded transport of reactants and products, (2) reduced active area,
and (3) poor thermal management [25]. Bubbles trapped in the PTL’s
pore spaces obstruct mass transport, and the low porosity (30-50 %) of
typical titanium PTLs further restricts reactant flow. Increased oxygen
saturation exacerbates these limitations, lowering the reaction rate and
accelerating the phase transition from dissolved to gaseous oxygen. This
results in higher gas phase oxygen content near the electrode and a
significant reduction in available active area. Additionally, oxygen’s
thermal conductivity is lower than that of liquid water, increasing
thermal resistance. High current density regions can develop "hotspots"
[26,27] where inadequate heat dissipation through cooling or conduc-
tion can accelerate membrane degradation. Consequently, addressing
the transport issues of oxygen bubbles is crucial for enhancing PEMWE
performance.

After bubbles detach from the PTL surface, they disperse within the
water flow. At elevated current densities, distinct flow patterns emerge
within the flow channel [28]. At lower current densities, bubble coa-
lescence occurs less frequently, resulting in smaller bubbles within the
channel. This regime is termed bubbly flow. As the current density in-
creases, bubble coalescence becomes more common, leading to the
formation of slug flow, which can occupy the full diameter of the
channel, transitioning the flow state to slug flow. With continued gas
production, slug flow eventually evolves into annular flow. In this
regime, the gas phase occupies a substantial portion of the channel, with
water confined to the channel walls. This transition in flow patterns can
be observed using a transparent end plate. In a single serpentine flow
field, bubbly flow dominates near the inlet, while slug flow appears as
water progresses through the channel, and the flow eventually shifts to
annular flow in the later sections. Higher current densities not only in-
crease the proportion of slug and annular flow patterns but also accel-
erate the onset of annular flow [29].

Due to the microscopic and opaque nature of the PTL, it is considered
challenging to visually and quantitatively investigate the development
and progression of oxygen bubbles within the electrolyzer, as well as the
mechanisms of oxygen transport in the PTL. Recent investigations have
primarily utilized imaging techniques such as optical microscopy,
neutron radiography, X-ray imaging, along with simulation methods.
Dedigama et al. [30] and Lee et al. [31] used optical microscopy to
examine oxygen transport in PEMWE and microfluidic platforms,
enabling them to visualize the behavior of oxygen gas within the elec-
trolyzer. Seweryn et al. [32] and Zlobinski et al. [33] employed neutron
radiography to study two-phase flow within the PTLs. Their imaging
results indicated that at low current densities, the distribution of oxygen
gas remains unaffected by the current density. Selamat et al. [34]
employed simultaneous neutron radiography and optical imaging to
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visualize two-phase transport in an electrolyzer. X-ray imaging was used
by Arbabi et al. [35], Lee et al. [36], Hoeh et al. [37], De Angelis [38],
and Kulkarni et al. [39] to investigate the gas transport dynamics within
the PTL. Leonard et al. [40] studied the generation and movement of
oxygen bubbles using X-ray computed tomography (CT) and radiog-
raphy. Their findings show that elevated current densities lead to
increased oxygen production, followed by faster oxygen bubble
detachment. However, it is experimentally challenging to differentiate
between water and oxygen for titanium PTLs, due to titanium’s X-ray
attenuation properties. Therefore, monitoring oxygen in PTLs with X-ray
imaging involves expensive and intricate techniques, including the use
of appropriate stains, high-resolution optics, and specialized image
processing techniques [38], which pose significant challenges for
research in this field.

Several theoretical studies have been developed for study of the
complex two-phase flows in PTL. Khorasani et al. [41] developed a 1D
model to study the growth of the O2 bubbles inside the anodic PTL.
Computational approaches have emerged as key tools for addressing
multiscale and multiphysics flow challenges, providing essential insights
into the two-phase flow dynamics within porous structure. Arbabi et al.
[42] developed a three-dimensional, two-phase numerical model using
OPENFOAM to simulate oxygen transport in the PTL, employing the
Volume of Fluid (VOF) method to accurately capture the gas-liquid
interface. The simulation results showed strong agreement with exper-
imental data. Their analysis of oxygen inlet pressure revealed that the
critical throat size within the PTL is a crucial factor influencing oxygen
transport. Jiang et al. [43] established a 3D, two-phase model for
PEMWE which integrates electrochemical reactions, two-phase flow,
heat transfer, and hydrogen migration processes. Their study found that
optimizing the wettability characteristics of the PTL and CL could
significantly improve oxygen expulsion efficiency. Zhou et al. [44]
employed the VOF approach to study the development of bubble
transport within the PEMWE flow field. Their findings revealed that
homogeneous distribution of contact angles in the PTL enhances the
mass transfer performance of PEMWE more effectively than gradient
distribution. Li et al. [45,46] established a two-dimensional transient
VOF model to obtain the detailed gas-liquid interface. Their work
focused on the interaction between multiple independent oxygen
transport paths. Sun et al. [47] employed the phase field method to
precisely capture the two-phase interface and investigated the impact of
various structural parameters of the PTL on the dynamics and evolution
of liquid water.

One of the pore-scale modelling techniques that has been introduced
recently in PEMWE is pore network modelling (PNM) [48]. Vorhauer
et al. [49] were among the pioneers in applying PNM to investigate the
invasion pattern (IP) of oxygen in the anodic PTL. In a later study, Altaf
et al. [50] further expanded on this work by further developing the PNM
to explore the invasion pattern at high current densities. Stiber et al.
employed a PNM to analyze the mass transport phenomena in PEMWE
[51]. The main advantage of PNM lies in its ability to achieve faster
simulation times and reduced computational costs [52]. However, PNM
simplifies geometric structures and underestimates the impact of critical
invasion phenomena, for instance the Haines jumps and capillary valve
effect [53].

The lattice Boltzmann method (LBM) has been verified to be an
powerful tool for understanding multiphase transport phenomena in
porous media, which possesses several advantages over other methods
in terms of parallel computational efficiency and ease in treating com-
plex porous structures [54]. Satjaritanun et al. [55] explored the dy-
namic transport within the PTLs of PEMWE using both X-ray CT and
LBM. Their findings showed that the LB model successfully captured the
oxygen pattern in the PTL. However, discrepancies were observed be-
tween the experimental and simulation results, which were attributed to
the LB model’s limitations in accurately simulating bubble nucleation
and growth. Bhaskaran et al. [56] utilized LBM to analyze the oxygen
invasion mechanism in titanium-based PTL, revealing that the spatial
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porosity and pore size distribution are key factors governing the final
oxygen concentration pattern. Lin et al. [57] presents a numerical
simulation study using a 3D pseudopotential multicomponent model to
investigate the effects of perforated cracks in the microporous layer of a
proton exchange membrane fuel cell on liquid water distribution and
flow regime. Jeon et al. [58] explored the motion characteristics of
oxygen bubbles in the PTL with a free surface model on the basis of a 3D
structure stochastically generated from spherical particles. Their find-
ings indicated that porosity has a significant influence on bubble
behavior, whereas the effects of particle radius and PTL thickness were
comparatively minor. Paliwal et al. [53] employed LBM to model the
oxygen invasion distribution in a water-saturated anode transport layer
with a 2D structure, demonstrating that the incorporation of a micro-
porous layer effectively mitigates oxygen accumulation. Lin et al. [59]
discussed the influence of contact angle on oxygen transport based on
3D structure of commercial PTLs reconstructed by X-ray tomography.
The results indicated that increasing the hydrophilicity reduces oxygen
saturation, while simultaneously prolonging the oxygen breakthrough
time.

The existing literature reveals a scarcity of studies focused on the
evolution of two-phase flow and bubble transport characteristics within
three-dimensional pore-structured PTLs utilizing the LBM.

In the present study, the microscopic transport behaviors of oxygen
bubbles within the porous transport layer and flow channel are
emphasized. A three-dimensional lattice Boltzmann model with a free
surface model was utilized to investigate the invasion of bubbles within
PTLs and their flow patterns in the flow channel. Specifically, bubbles
will be generated at random positions according to a controllable gen-
eration interval in the simulation process, corresponding to the oxygen
generation rates at different current densities. The effects of porosity,
wettability, initial flow channel velocity and microporous layer struc-
ture on bubble transport characteristics were investigated. Additionally,
the similarities and differences between sintered and fibrous types of
PTLs were revealed. This study aims to enhance the understanding of the
mechanisms governing the transport of oxygen bubbles within PTLs and
flow channels, providing valuable insights to support the selection and
optimization.

2. Model development
2.1. LBM

The traditional method in CFD involves simulating the evolution of a
flow problem through the discretization of the Navier-Stokes equations.
Different from this, the LBM is based on solving a discrete form of the
Boltzmann equation and has gained popularity in the last few decades.
LBM solves the mesoscopic kinetic equation for the particle distribution
function (DF) f(x, &, t), where x, ¢, andt are the phase space, particle
velocity space and time [60]. It is well established that the particle ve-
locity space, denoted as &, can be reduced to a finite set of discrete ve-
locities {&|i= 1, ..., b}, while maintaining the accuracy of the
hydrodynamic moments up to a specified order in & [61].

The lattice Boltzmann equation for adequate space-time discretiza-
tion is given by:

Filoe+ et t 4+ At) = fi(x, 1) fATt [fix.t) — fx,0)] +F, a

where e; is the i th lattice velocity vector, 7 is the relaxation time, At is
the time step and F; is an external force (e.g., gravity). The equilibrium
distribution function of the i th discrete velocity is defined as f{(x,t) =
f4(p,v), where v is velocity and p is density. Eq. (1) is implemented in
the BGK approximation, where the collision term is computed using the
single relaxation time (SRT) approximation. [62]. The particle velocity
space in the fluid is discretized into a set of velocity vectors. In this
study, the D3Q19 model is employed, which consists of 19 velocity
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vectors in three-dimensional space, as illustrated in Fig. S1.
The equilibrium distribution functions are expressed as detailed
below:

fp,v) :pwi(l +3(e;-v) +g(ei~v)2 —gv-v) 2)

where the weights w; are 1/3 fori=0,1/18fori=1, ..., 6, and 1/36 for
i=7, ..., 18. The macroscopic density p and momentum pv are calcu-
lated as follows:

18

18
p:Zfiandpv:Z ef; 3
Py

i=0

The basic LBM numerical algorithm is typically split into two steps of
collision and streaming as follows:

Collision : 7 (x,t) =f"(x,t) 7% [ﬂ" (x,t) — fA(x, t)} +F; @

Streaming : (X + e;, t + At) =4 (x, t) 5)

where fi and f°“ are the incoming and outgoing DFs. In the collision
process Eq. (4), the right-hand side of the equation is the known quantity
of the current time step t. In the streaming process Eq. (5), all calculated
distribution function but f, are transported to their neighboring lattice
sites based on their velocity. The sequence in which these two steps are
executed is flexible and may differ depending on the implementation in
various codes. For example, in WALBERLA, the streaming step is per-
formed first, followed by the collision step. This approach offers the
advantage of merging the streaming and collision processes, eliminating
the need to store and later retrieve macroscopic values from memory.

The viscosity v follows from: v = 1 <1 - %)

The bounce-back scheme is the most straightforward boundary
condition for modeling no-slip obstacles, ensuring zero normal and
tangential velocities at the fluid-solid interface. In the streaming step,
the DFs are bounced off the obstacle surface [63]; this is mathematically
represented by transforming Eq. (5) into (6)

Fin(x, £+ At) = £ (x, 1) ©

where subscript i refers to the value of the DF in the opposite direction of
the corresponding subscript i; thus, e; = — e;.

2.2. The free surface model

The FSLBM enhances the traditional LBM by incorporating a VOF
approach [64], where the distinct interface between the two phases is
tracked using an indicator field. An extra variable, the volume fraction
of fluid ¢, which represents the proportion of the cell area occupied by
fluid, is assigned to each interface cell. The representation of the lig-
uid-gas interface is shown in Fig. S2.

The simulation of free surfaces involves distinguishing fluid-gas re-
gions by designating cells as fluid cells (i.e., containing fluid) or empty
cells (i.e., lacking fluid). However, it does not consider the gas part
directly, thereby reducing computational complexity in the gas regions.
[65]. During the simulation, all cells except obstacle cells can undergo
state changes. However, it is important to note that direct transitions
between fluid and gas states, and vice versa, are not permitted. Tracing
the free surface involves three steps: calculating the interface move-
ment, determining the boundary conditions at the fluid interface, and
reinitializing the cell types. The fluid mass content of a cell is repre-
sented as m(x,t) = p(x,t)e(x,t), where mass exchange occurs due to the
streaming of f;. The mass transfer Am;(x, t) between an interface cell at
lattice site x and its neighboring cell in e;-direction at x + e; is deter-
mined as:
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0

Amy(x, ) = P (x+ e t) — f(x,t) F

1
5 (60,0 + e(x+ e, ) (P (x + €1, 6) — U (x,0) T
where G, F and I denote the gas cell, fluid cell, and interface cell,
respectively.

The temporal change in the mass content of an interface cell is
expressed as follows:

b
m(x,t+ At) =m(x,t) + Z Am;(x,t) @
i=1
For the boundary conditions at the fluid-gas interface, distribution
functions are defined only for fluid and interface cells, while those from
gas cells are not specified within the interface cells. As a result, the
missing distribution functions are reconstructed as follows:

frx—ent) =f(p°,v) +£(p% v) = £ (x,1),¥i:n-e > 0 (8)

where pC is the gas density and v is the velocity of the interface cell. The
influence of surface tension is accounted for through a localized
adjustment of the gas pressure: pS(t) = 1pS(t) — 2«(t)o — I1, where &, ¢
and IT denote the curvature, the surface tension and disjoining pressure,
respectively.

2.3. Structure reconstruction

Perforated thin titanium sheets, sintered porous titanium, and tita-
nium fibers constitute the primary types of PTLs. Fig. 1 presents the SEM
cross-sectional images and three-dimensional reconstructed geometries
of fibrous PTLs and sintered PTLs. Porous media are highly individual,
the 2D SEM images were selected to extract the key characteristic geo-
metric features of these two PTL types for 3D structure reconstruction.
The porosities selected for the simulation fell within the range in real
PTLs. In this work, we constructed the sintered PTL with different
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Fig. 1. (a) SEM image of fibers PTL; (b) SEM image of sintered porous sinter
PTL; (c) 3D reconstructed structure of fiber PTL; (d) 3D reconstructed structure
of spherical PTL.
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porosities based on the random sphere generation method [58] by
adjusting particle diameter and spacing, as commercially fabricated
PTLs typically consist of powder-based porous materials with complex
microstructures. Solid particles represented the titanium powders with a
radius of 20 lu (lu: lattice unit), and void space referred to the pore
region characterized by a specific porosity value. For the fibrous PTL, a
stochastic generation method [66] was adopted, where the fibers were
modeled as randomly arranged cylinders with a predefined diameter,
allowing for possible overlap, which reflects the elongated and inter-
woven characteristics observed in real PTLs. Furthermore, the fibrous
PTL with different characteristics was constructed by generating cylin-
ders with a diameter of 20 lu at random position and orientation layer by
layer until the required PTL thickness.

2.4. Computational setup

To simulate the whole dynamic process of oxygen bubble transport
related to PTL and flow channel, we developed a 3D LB model, as seen in
Fig. 2. The model contains a cubical PTL and flow channel with lateral
initial velocity in the X direction. The computational domain was
selected to be 300 x 300 x 500 lu® initially filled with water and a 300 lu
PTL thickness was adopted. At the bottom of the domain, corresponding
to the catalyst layer, different bubble generation time intervals can be
set to add spherical bubbles with a diameter of 20 lu at random posi-
tions, corresponding to the oxygen generation rate under different cur-
rent densities. Spherical bubbles coalesce during their ascent, invade the
PTL, and eventually enter the flow channel. The bubble nucleation
processes were not considered, and the focus was instead placed on the
bubble removal process within the PTL and flow channel. The bounce-
back scheme was applied to the solid particle surfaces, a no-slip condi-
tion was enforced at the top boundary, and periodic boundary condi-
tions were applied at the side boundaries in both the x- and y-directions.
All simulations were simulated on ARCHER2 with 45 nodes (128 cores
per node).

3. Model validation

We performed rising bubble and Taylor bubble benchmarks to vali-
date our model’s capability to simulate fluid-gas behavior. The valida-
tion study focused on the ascent of a single bubble driven by buoyancy in
an unconfined liquid channel. In the simulation, a gas bubble was
initialized as a sphere with a diameter D, positioned at coordinates
(4D,4D,1D) within a computational domain of size 8D x 8D x 4D

Flow Channel

Porous Transport Layer

Catalyst Layer

Fig. 2. Diagram of bubble evolution with a computational domain extension in
the X-direction. Different colored contours represent bubbles at different
timestep. The red region in the slice denotes the flow channel, while the gray
area represents the porous transport layer. (For interpretation of the references
to color in this figure legend, the reader is referred to the Web version of
this article.)
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(x—,y—,z— direction). Gravity was applied in the negative z-direction.
The bubble will eventually stabilize, characterized by a stable upward
velocity and equilibrium shape after a certain period of ascent. The
simulated bubble shape, shown in Fig. S3, closely matches the experi-
mental results from Reference [67]. Furthermore, the steady-state
bubble shapes were found to correspond well with the experimental
outcomes, which maintained numerical stability in conditions of high
liquid-to-gas density ratio. This demonstrates the qualitative reliability
of the current model.

Another test case involves a large gas bubble ascending through a
stationary liquid within a confined cylindrical tube, conforming to the
experiments in Reference [68]. As the bubble rises, it assumes an elon-
gated form with a rounded front edge. As illustrated in Fig. S6, the
computational domain, measuring 1D x 1D x 10D (x— ,y— ,z— direc-
tion), represents a cylindrical tube with a diameter of D aligned along
the z-axis. A gas bubble was initialized as a cylinder with a diameter of
0.75D and a length of 3D, positioned concentrically within the boundary
of the tube. The bottom of the gas bubble was located at a distance of D
along the positive z-direction. The computational results capture the
interface contour of the bubble moderately well. In Fig. S4, at a radial
line situated at 0.504D behind the bubble front, the non-dimensional
radial fluid velocity and axial velocity achieved convergence and
showed strong agreement with the experimental data. Therefore, the
FSLBM model is qualitatively and quantitatively validated using these
benchmarks. More verification can be found in Ref. [69].

4. Result and discussion
4.1. Bubble transport characteristics in spherical PTLs

Firstly, we define bubble breakthrough time as the time required for
gas-labeled cells in the LBM simulation to reach the top plane of the PTL.
This represents the time it takes for a gas bubble to travel through the
PTL and break through into the flow channel. Fig. S5 illustrates the
oxygen transport process and bubble breakthrough time under different
bubble generation time intervals. This study differs from previous
research in that those studies employed continuous gas injection or pre-
existing square bubbles, whereas we introduce bubbles from the bottom
layer. Continuous gas injection imparts an upward initial velocity to the
gas phase, and the square shape of the bubbles is not physically realistic
[58]. Therefore, our approach to bubble handling aligns more closely
with real-world conditions. It is evident that at shorter generation in-
tervals, particularly when compared to time intervals exceeding 102, the
bubble breakthrough time remains relatively constant. As simulation
time progresses, oxygen bubbles coalesce during their ascent and do not
invade all the pores uniformly. Instead, it selectively moves along
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specific pathways, with only a few branches reaching the top of the PTL.
This selective pathway choice is primarily attributed to the influence of
capillary forces on oxygen transport within the PTL. Driven by capillary
forces, oxygen preferentially breaks through pathways with larger
throat sizes. However, as the generation interval increases, the time
required for bubble breakthrough increases. When the generation in-
tervals are relatively large, oxygen bubbles within the porous transport
layer (PTL) exhibit minimal coalescence, rendering the effects of capil-
lary forces nearly negligible. As a result, the bubbles ascend almost
independently, leading to a stable breakthrough time. This further un-
derscores the feasibility and necessity of operating PEMWEs under high
current density conditions.

To examine the impact of contact angle on oxygen transport, six
distinct contact angles were considered, while keeping all other condi-
tions constant. The following equation can describe the capillary pres-
sure in porous structures: p. = 20 cos §/R, where ¢ is the surface
tension, 6 is the contact angle, and R is the pore size. With constant
surface tension and pore size, lower capillary pressure corresponds to a
larger contact angle. Fig. 3 illustrates the representative oxygen trans-
port process and bubble breakthrough time under different contact an-
gles. Additional breakthrough state under different contact angles can
be found in Fig. S6. From the liquid perspective, a smaller contact angle
reflects enhanced hydrophilicity of the PTL and increased capillary
pressure, whereas from the gas’s perspective, it signifies a stronger
"repulsive force" exerted by liquid water on the gas. This study shows
that hydrophilic PTLs (with contact angles less than 90°) significantly
accelerate bubble breakthrough time and more easily facilitate the for-
mation of bubbly flow when the bubbles reach the flow channel. As the
contact angle increases, the breakthrough time shortens, primarily due
to capillary pressure. When the conditions are hydrophilic, oxygen be-
haves as the non-wetting phase, where capillary pressure hinders its
movement. As the hydrophilicity increases, the resistance to oxygen
transport also increases, as described by the equation of capillary pres-
sure. Hence, as the contact angle increases, the time required for oxygen
breakthrough decreases. An optimal contact angle is likely around 60°.
The results are generally consistent with previous experimental studies
[70]. Oxygen typically moves through capillary fingering, involving a
breakthrough event where oxygen surmounts the capillary resistance at
the pore throat. As a result, oxygen preferentially penetrates pores that
have the lowest capillary resistance. Under conditions of higher hy-
drophilicity, the elevated capillary resistance limits oxygen movement
to a few pathways containing larger pores. Conversely, with an increase
in the contact angle, the capillary resistance at pores of equivalent size
diminishes, facilitating greater oxygen penetration into more pores. This
results in a more uniform distribution of bubbles within the PTL,
enabling them to ascend into the flow channel through multiple

(b)

Fig. 3. (a) Bubble breakthrough timestep of different contact angles (b) Oxygen distribution of PTL with contact angle = 60°. The transparent part of the
computational domain represents the liquid phase, the gray parts represent the porous transport layer, and the green parts represent oxygen. (For interpretation of
the references to color in this figure legend, the reader is referred to the Web version of this article.)
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pathways, thereby approaching the desired bubble flow regime. In the
hydrophilic regime, capillary forces act as resistance, limiting bubbles to
propagate along larger pores and leading to faster breakthrough. In
contrast, under hydrophobic conditions, capillary forces switch to a
driver role, causing bubbles to occupy more pores, which slows down
the longitudinal breakthrough process. For hydrophobic PTLs, the
bubble breakthrough time is longer and exhibits minimal variation, and
bubbles are more prone to coalesce and develop into slug flow. oxygen
transport is governed by capillary pressure, which drives it into pores
with varying throat sizes. Instead of capillary fingering, the movement
transitions to a stable displacement mode, aligning with the model
described in the literature [71]. The above analysis successfully explains
why the bubble breakthrough time remains relatively constant under
hydrophobic conditions, with a slight decrease observed as the contact
angle increases. Once the bubbles reach the flow channel, they are more
prone to coalescence, although they remain more dispersed than when
the capillary pressure is zero (at a contact angle of 90°).

Fig. 4 illustrates the representative oxygen transport process and
bubble breakthrough time at varying initial flow channel Reynolds
numbers. Additional breakthrough state under different Reynolds
numbers can be found in Fig. S7. This study demonstrates that an in-
crease in Reynolds number accelerates the bubble expulsion process. At
lower flow velocities, ascending bubbles within the channel are more
likely to reach the top of the computational domain, where the no-slip
boundary condition at the top impedes bubble movement within the
flow channel. This situation favors the formation of slug flow.
Conversely, when the initial Reynolds number exceeds 2000, conditions
become more conducive to suppressing slug bubble formation, leading
to a reduced separation diameter and enhanced mass transfer within the
PEMWE. The stress analysis diagram illustrating the detachment of ox-
ygen bubbles from the PTL is presented in Fig. S8. Influenced by the
interplay of various forces, oxygen bubbles progress through three
distinct phases: growth, migration, and detachment within the flow
channel. Finally, they are carried out of the electrolysis cell by the
entraining action of liquid water within the flow channel. From the
stress analysis perspective, an increase in flow velocity within the
channel generates greater drag forces exerted by the flowing liquid
water on the bubbles, thereby facilitating their detachment from the
PTL/flow channel interface. Consequently, the size of the bubbles within
the channel decreases, promoting the establishment of a bubble flow
regime. If the flow velocity continues to increase, it may transition into
turbulent flow, which can result in a slight increase in breakthrough
time. However, flow velocity cannot be excessively high due to con-
straints imposed by operating conditions, reactant supply and demand,
energy consumption, and other factors.
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4.2. Comparison of bubble transport characteristics between fibrous PTL
and spherical PTL

This section aims to systematically analyze the differences between
fibrous and spherical PTLs under high current density conditions. Fig. 5
presents the comparison of breakthrough time and gas spatial saturation
for fibrous and spherical PTLs with the same porosity, under bubble
generation time intervals of 10 and 50 time steps. The diameters of the
spherical particles and cylindrical fibers are both 10 lu, and the two
types of PTLs share the same porosity of 63.5 %. For spherical PTLs,
decreasing the generation interval further under higher generation rates
does not accelerate breakthrough time; instead, it slows down. This
occurs because the increased branching of tree-like bubbles within the
pores complicates lateral movement, resulting in delayed discharge and
a greater likelihood of bubbles remaining trapped in the PTL, thereby
affecting the two-phase mass transfer process on the anode side. For
fibrous PTLs, further shortening the generation interval accelerates the
bubble breakthrough process, and the residual bubbles near the catalyst
layer are fewer compared to those in spherical PTLs. For both types of
PTLs, further reducing the bubble generation interval results in an in-
crease in the detachment bubble size into the flow channel. Compared to
fibrous PTLs, the geometric structure of spherical PTLs is also more
prone to the formation of slug flow. In general, PEMWEs operate at
higher current densities, resulting in a faster hydrogen production rate.
From the above comparisons, we can conclude that fibrous PTLs are
more suitable for high-current density operations.

4.3. Comparison of bubble transport characteristics between graded
porosity fibrous PTLs

Fig. 6 compares the bubble breakthrough time and spatial distribu-
tion of gas saturation for high-to-low and low-to-high porosity gradient
PTLs (from the catalyst layer to the flow channel), with a reference
porosity of 63.5 %. In the figure, the time is expressed as a percentage of
the breakthrough time relative to that of the reference porosity. In
comparison to sintered PTLs, layer-by-layer fabricated fibrous PTLs are
more amenable to processing into features with graded porosity. We
configured two types of fibrous PTLs with porosity gradients ranging
from 45 % to 75 % and from 75 % to 45 % (from the catalyst layer to the
flow channel). Three-dimensional structures are presented in Fig. SO.
Similar to the water saturation analysis method in Reference [57], the
oxygen saturation analysis was conducted along the height of the PTL.
The bubble breakthrough time for low-to-high porosity gradient PTL
does not show significant differences compared to high-to-low porosity
gradient PTL. However, it is evident that the accumulation of bubbles in
the middle of the PTL is noticeably reduced. Larger pore spaces may

(b)

Fig. 4. (a) Bubble breakthrough timestep of different Reynolds numbers (b) Oxygen distribution of PTL with Reynolds number = 2500. The transparent part of the
computational domain represents the liquid phase, the gray parts represent the porous transport layer, and the green parts represent oxygen. (For interpretation of
the references to color in this figure legend, the reader is referred to the Web version of this article.)
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Fig. 5. (a) Comparison of breakthrough time for fibrous and spherical PTLs with the same porosity (b) Oxygen distribution for spherical PTL with interval = 10 (c)
Oxygen distribution for spherical PTL with interval = 50 (d) Oxygen distribution for fibrous PTL with interval = 10 (e) Oxygen distribution for fibrous PTL with
interval = 50. The transparent part of the computational domain represents the liquid phase, the gray parts represent the porous transport layer, and the green parts
represent oxygen. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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Fig. 6. (a) Comparison of bubble breakthrough time for PTLs with gradients transitioning from low to high and from high to low porosity (b) Oxygen saturation
distribution along the normalized thickness of different PTLs at breakthrough time (c) Gas saturation distribution for 45 %-75 % (d) Gas saturation distribution for
75 %-45 %. The transparent part of the computational domain represents the liquid phase, the gray parts represent the porous transport layer, and the green parts
represent oxygen. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

offer bubbles a faster upward migration, leading to a slightly shorter
breakthrough time compared to the control group. For low-to-high
porosity gradient PTL, the upper layer features larger pore throat
sizes, enabling oxygen to merge into larger bubbles. The gradual
reduced capillary resistance in this region also facilitates the entry of
bubbles with larger detachment diameters into the flow channel, making

slug flow formation more likely. Compared to the control, the gas
saturation in the middle of the PTL is lower. In the bottommost layer
where gas infiltrates, the rapid bubble generation combined with limited
porosity leads to a localized region of elevated gas saturation, which
quickly diminishes. For high-to-low porosity gradient PTL, the lower
layer provides larger pore spaces, where bubbles accumulate after
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coalescing during their ascent. As the porosity decreases along the
height, the density of the fibers increases, leading to higher capillary
resistance, which makes the bubble breakthrough process to the upper
layers more challenging. The gas saturation in the middle layer of the
PTL significantly increases, thereby hindering the heat and mass transfer
processes. In summary, the selection and manufacture of PTLs should
carefully balance the effects of gradient porosity on bubble detachment
diameter and gas spatial saturation. Building on these findings, the next
section explores how modifications in fiber diameter, rather than
porosity, influence bubble transport characteristics in PTLs.

4.4. Effects of microporous layer structure on bubble transport
characteristics

While Section 4.3 focused on the effects of graded porosity, this
section explores the effects of changing fiber diameters under constant
porosity conditions. Both sections contribute to a comprehensive un-
derstanding of how varying structural parameters affect bubble trans-
port in PTLs. Fig. 7 presents the bubble breakthrough time and gas
saturation spatial distribution for spherical PTLs with different pro-
portions of microporous layer. For spherical PTLs, we first provide an
explanation of the microporous layer configuration. The basic form of
the PTL consists of particles with a diameter of 20 lu, while a group of
particles with a uniform diameter of 10 lu is positioned at the bottom to
serve as the microporous layer. Importantly, both the upper layer (with
20 lu particles) and the lower layer (with 10 lu particles) maintain the
same porosity, ensuring a consistent overall porosity distribution
throughout the PTL structure. The proportion of the microporous layer is
defined by the height of the 10 lu particle group relative to the overall
height of the PTL. Smaller diameter fibers are utilized on the side
adjacent to the catalyst layer to promote reaction uniformity, minimize
resistance, and enable the efficient expulsion of oxygen. In contrast,
larger diameter fibers are employed on the side near the flow channel to
widen the throat, thereby decreasing oxygen transport resistance. This
study indicates that the presence of a small proportion of the micropo-
rous layer can effectively accelerate bubble expulsion. However, as the
proportion of the microporous layer increases, changes in pore size and
flow pathways lead to a transformation in the shape and size of bubble
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clusters from a clumped distribution to a branched distribution. This
enhanced lateral diffusion consequently slows down the bubble expul-
sion process. For PTLs with global diameters of 20 lu and 10 lu, it was
found that a smaller diameter corresponds to an earlier breakthrough
time and a lower saturation in the dynamic equilibrium state. However,
under constant porosity conditions, decreasing the fiber diameter in-
creases the fiber density and reduces the average pore throat width,
thereby enhancing capillary resistance.

Fig. 8 illustrates the impact of a microporous layer (MPL) on the
transport characteristics of fibrous PTLs with varying porosities. For
fibrous PTLs, the diameter of the fibers in the bottom four layers is set to
half that of the fibers in the upper section, functioning as a microporous
layer, as seen in Fig. S10. In the case of fibrous PTLs, the presence of a
microporous layer, similar to that in spherical PTLs, reduces the accu-
mulation of oxygen near the catalyst layer (CL). However, unlike
spherical PTLs, it does not accelerate the ascent of bubbles. Increased
lateral movement consumes more time, particularly as porosity de-
creases and fiber density increases, which further prolongs the time
required for lateral movement. Additionally, the incorporation of a
microporous layer can effectively reduce the bubble detachment diam-
eter into flow channel. The comparison reveals that while higher
porosity facilitates the expulsion of oxygen, it simultaneously reduces
the contact area between the PTL and the catalyst layer, potentially
impacting efficiency. This presents a dual influence on the two-phase
transport within PEMWE.

5. Conclusion

In this work, we study the oxygen bubble evolutionary characteris-
tics in the porous transport layer and flow channel of a PEMWE. The 3D
geometries of sintered and fibrous PTLs were reconstructed based on
randomly distributed spherical particles and layer-by-layer generated
cylindrical fibers, respectively. At the bottom of the domain, corre-
sponding to the catalyst layer, different bubble generation time intervals
are set to add spherical bubbles at random positions, corresponding to
the oxygen generation rate under different current densities. The 3D
two-phase bubble flow dynamics within the PTL and flow channel was
simulated using a new pore-scale lattice Boltzmann model with a free

Fig. 7. (a) Bubble breakthrough timestep of different MPL proportions (b) Oxygen distribution of spherical PTL without MPL (c) Oxygen distribution of spherical PTL
with 20 % MPL at porosity = 63.5 %. The transparent part of the computational domain represents the liquid phase, the gray parts represent the porous transport
layer, and the green parts represent oxygen. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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Fig. 8. (a) The effects of MPL on breakthrough timestep of fibrous PTLs with varying porosities (b) Oxygen distribution of fibrous PTL without MPL at porosity =
63.5 % (c) Oxygen distribution of fibrous PTL with MPL at porosity = 63.5 %. The transparent part of the computational domain represents the liquid phase, the gray
parts represent the porous transport layer, and the green parts represent oxygen. (For interpretation of the references to color in this figure legend, the reader is

referred to the Web version of this article.)

surface model. This study explores the oxygen transport characteristics
in the PTL and flow channel, focusing on the effects of bubble generation
time interval, contact angle of porous media, initial flow velocity,
graded porosity and microporous layer structure. It also investigates the
differences caused by spherical and fibrous PTLs. The key conclusions
can be summarized as follows.

(1) The breakthrough time for bubbles generated at shorter time
intervals is significantly less than that for longer intervals, with
smaller variations observed at shorter generation intervals. This
further underscores the feasibility and necessity of operating
PEMWE:s at high current densities.

(2) Compared to the stable displacement bubble movement pattern
in hydrophobic PTLs, hydrophilic PTLs are more conducive to the
bubble expulsion process. Under the hydrophilic condition, the
larger contact angle accelerates the bubble breakthrough time
and facilitates bubbly flow pattern in the flow channel, with an
optimal contact angle around 60°. Increasing the velocity in the
flow channel can enhance bubble expulsion. However, the tran-
sition from laminar to turbulent flow may counteract this effect.
Unlike spherical PTLs, further reducing the bubble generation
time interval leads to faster breakthrough times and less bubble
accumulation within the pore spaces for fibrous PTLs. Therefore,
fibrous PTLs are more suitable for operation at high current
densities.
For low-to-high porosity (from the catalyst layer to the flow
channel) gradient fibrous PTLs, the accumulation of bubbles near
the catalyst layer side is significantly reduced. The gradual
reduced capillary resistance along the height also facilitates
larger bubble detachment diameters into the flow channel,
making slug flow formation more likely.

(5) Microporous layer structure affects gas saturation spatial distri-
bution and mass transport. The presence of a microporous layer
efficiently reduces the accumulation of oxygen near the catalyst
layer side. In terms of breakthrough time, the microporous layer
facilitates the performance of spherical PTLs, while it has the
opposite effect on fibrous PTLs.
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