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Exploring the Usability of Gaze-based Mobile Communication in Ghana

ANONYMOUS AUTHOR(S)

In Ghana, people with communication challenges could benefit from gaze-based Augmented and Assistive Communication devices
(AACs), widely used in countries with greater resources. However, there is limited evidence about the potential of such devices by
people with communication disabilities in the Global South. Our study sought to evaluate the usability, identifying barriers and
facilitators of adoption of a freely available Android-based eye-gaze AAC application called Look to Speak. The study included training
of 10 local speech and language therapists and 15 people with communication difficulties. Our findings highlight how, despite some
initial successes and the positive opinions of clients, caregivers and speech and language therapists the Look to Speak application
largely failed to deliver substantial communication benefits to individual users. This was due to a combination of factors including the
high cognitive load, design flaws of the application - such as the lack of optimization of the selection process depending on the chosen
interaction mode, and lack of wheelchairs with adequate postural support, which are necessary for users to be able to successfully
utilise the application. We contribute insights surrounding the mismatch between expectations and reality of gaze-base AACs, and

considerations about the broader ecosystem required to support adoption and impact of such technologies in Ghana.
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1 Introduction

The first Global Report on Assistive Technology (AT) [44] found that 2.5 billion people need AT today, a figure likely
to rise to 3.5 billion by 2050, yet in some countries, access is as low as 3% for those who need it. Therefore, many
people are still without access to the AT they need to carry out activities of daily life, and this is especially true for
the 28-49% of people globally with communication disabilities [27]. In the last decade, digital devices, and especially
smartphones with accessible applications, have become increasingly important as AT for the billion of disabled people
worldwide, as they offer a variety of tools that enable people to address access barriers experienced in daily life
[7, 8,48, 49, 57, 58]. In contrast to often more costly and less available dedicated assistive devices such as Braille readers
or digital communication boards, low-cost Android smartphones are available in most of the Global South through a
variety of different providers [46, 67]. However, to date studies looking at the use and impact of smartphone applications
to support the needs of people with communication difficulties in the Global South are still relatively scarce [6, 15, 39].

Impaired speech makes communication challenging and is compounded by stigma, which can isolate or marginalise
people [16, 68]. Often, people who have impaired speech will be understood by and communicate with and through

trusted individuals, limiting their speech to others due to the risk of ‘failing’ to communicate within a social exchange,
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leading to a feeling of inferiority and reduced participation in the moment and cumulatively over time [13]. These
issues can also be more pronounced in Ghana and other countries in the Global South where disability stigma and
other systemic failures contribute to lack of access to support and subsequent further marginalization [24, 70, 71].

People with conditions such as Cerebral Palsy or Stroke can have very limited ability to articulate sounds or may not
be able to form any or only some full words. When this is the case, gaze-based communication devices can provide
a vital bridge to supporting communication [40]. When used, gaze-based technologies convert purposeful looking
behaviours, such as gaze fixations and gaze transfers, to select text or icons on a screen [29, 52, 64], which can then be
read aloud by the device.

In Ghana and other West African countries, there is a lack of trained Speech and Language Therapy services with
trained therapists (SLTs), and poor access to communication-based assistive technologies [6, 26, 39, 71]. However,
there is also a fast-changing technology infrastructure; providing new fundamental approaches to support people
with communication difficulties in their day-to-day lives [34]. Whilst gaze-based technologies are largely available in
high-resource settings, they are rarely found in low-resource settings [39]. The vast majority of gaze-based technologies
are, for many, prohibitively expensive. For example, the Tobii PCEye camera costs approximately £2000 and requires
additional software and hardware, while ‘all in one’ hardware devices with eye gaze and software can frequently cost
£8000 or more !. People who require these devices are often those from the most marginalised segments of society and,
as a result of systemic injustice, including the unaffordable cost of the AACs they require, the ones with the least met
needs [14, 39].

For people living with significant physical disability and who can utilise purposeful ‘looking” behaviours [52],
eye-gaze control technology is argued to support increased autonomy by providing access to computers and speech-
generating communication software [25]. This technology may also enable increased environmental control and
facilitate participation in a variety of activities, including using social media and listening to music, in addition to
supporting communication [30]. Eye-Gaze technology normally utilises an infrared camera, which tracks and responds
to eye movements in conjunction with specialist software and applications [69]. The technology enables a person to
make selections when deliberately fixing their gaze on a target on the screen for a set period of time. Globally, there
appears to be limited literature to support the decision for the most suitable candidates for eye gaze, and how it should
be implemented [29].

In a thematic qualitative analysis of narrative responses from 126 professionals supporting people to use eye-
gaze devices in the UK, key recommendations for incorporating eye-gaze control technology included: ensuring
optimal seating and positioning, involving a multidisciplinary team, tailoring implementation and content to individual
needs, engaging in regular practice sessions, supporting communication partners and consideration of motivation and
personal preferences [30]. While the emergence of novel gaze-based applications on low-cost Android smartphones
can potentially make such technologies more easier to access for people with severe communication disabilities in the
Global South, previous studies have pointed to how infrastructural shortcomings and design which fail to account for
contextual factors can hinder the ability of individuals to benefit from assistive applications on smartphone devices
[6, 7,9, 28, 46, 50].

Our study sought to evaluate the usability of the free smartphone application Look to Speak, a gaze-based AAC
application available for the Android operating system for users with severe communication disabilities in Ghana.

Through training and evaluation sessions with 10 Ghanaian SLTs and 15 clients, we examined what are the barriers and

I Tobii: https://uk.tobiidynavox.com/products/pceye?variant=37068958793887 and SmartBox: https://hub.thinksmartbox.com/topic/grid-pad/
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Exploring the Usability of Gaze-based Mobile Communication in Ghana 3

facilitators that influence the effectiveness and impact of the application, to extrapolate implications for adoption of
gaze-based smartphone-based AAC in the Global South. Our results show that while participants had positive opinions
of Look to Speak, the application often failed to offer significant advantages for many users. These shortcomings were
due to a combination of factors including sub-optimal choices in the design of the application, which are partially
dictated by technological constraints but also due to inconsistency in interaction modalities, lack of supporting assistive
technologies such as adaptive seating which are needed to offer appropriate postural support, and poor familiarity with
gaze-based AAC from stakeholders, which made it difficult to evaluate the suitability of the technology compared to
potential alternatives. Based on these results we provide recommendation for more context appropriate smartphone-
based AAC applications, as well as broader implications around the need to integrate design-level and ecosystem-level

considerations to support the adoption of gaze-based smartphone applications in the Global South.

2 Related Work
2.1 Gaze-based Augmented and Assistive Communication

Overall, AAC is a set of tools and strategies designed to supplement speech and writing if these are impaired [10].Among
the high-technology AAC options available, eye gaze technology may enable eye-movement to be used to control
electronic devices using only their eyes [37]. This technology may support people living with individuals with severe
physical and communication disabilities, potentially enabling greater autonomy for communication and environmental
control [12].

The early 2000s witnessed the emergence of dedicated eye gaze AAC devices, marking a significant milestone in the
field. In 2003, the first desktop eye gaze communication aid for communication and computer access using eye gaze
was launched [21]. Integration with different operating systems, such as Windows and iPadOS, and various devices,
including tablets and laptops, has increased the versatility of these systems [34]. Portable and mountable systems have
been created to enable use in a variety of settings, including home, school, and work [62]. Many eye gaze systems now
include support for symbol-based communication or visual scene displays (VSDs) - beneficial where literacy may be a
barrier to access. The recognition that people often employ multiple methods of communication including gesture and
vocalisations has also influenced interface design to support a range of expressive options [32].

Eye gaze technology can be used for environmental control - including controlling lights, doors, phones, and other
electronic devices in their surroundings [35]. Additionally it can be an input method browsing the internet, sending
emails, and engaging in social media platforms [17, 72]. In recent years, the integration of artificial intelligence (AI) and
machine learning is being utilized to improve communication rates for people using eye gaze - through more accurate
gaze prediction and reduced latency [11, 65].

Eye gaze technology as AAC has been utilized across a diversity of aetiologies that affect communication and motor
control. People living with Amyotrophic Lateral Sclerosis (ALS), a progressive neurodegenerative disease, frequently use
eye gaze AAC, as do people living with Cerebral Palsy, spinal cord injuries, muscular dystrophy, and other conditions
that result in severe motor impairments [12]. However, compared to high-income countries, the availability and adoption
rates of eye gaze technology for AAC in Africa remain limited [18]. Limited resources, including financial constraints
for purchasing relatively expensive eye gaze devices and providing ongoing intervention, pose a significant barrier in
most of the Global South [66]. This includes the cost of the devices themselves, the specialized software required, and
often necessary accessories like mounting systems. There is also a lack of trained professionals and local expertise in

both AAC in general and the specialized area of eye gaze technology [66]. In 2014, for example, the first study in the

Manuscript submitted to ACM



157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207

208

4 Anon.

African region on gaze-based technology was reported by the Centre for Augmentative and Alternative Communication
(AAC) at the University of Pretoria in South Africa, which claims to be the only centre in Africa providing assessment,
training, and conducting research in AAC, including gaze-based technology [66].

Compounding this issue is the shortage of speech-language pathologists, occupational therapists, and assistive
technology specialists who possess the necessary training and expertise in AAC, particularly in the specialized area
of eye gaze technology [6, 26, 39, 66]. Infrastructure limitations, such as unreliable electricity supply and limited
internet connectivity, can impact the practicality and sustainability of high-tech devices in many regions [53]. Moreover,
the cultural and linguistic diversity of the African continent requires the development of culturally appropriate and
multilingual AAC solutions, which are often lacking [39, 63]. Many existing systems are primarily English-based, which
can be a significant barrier in multilingual environments [63]. Culturally relevant vocabulary, symbols, and interaction
styles that resonate with local communities are also required [2, 42]. When selecting hardware, consideration must also
be given to local terrain and climatic conditions, as some imported devices may not be suitable for these environments
[53]. Ultimately, in many low-income contexts, low-tech AAC options often still represent a more immediate accessible
and sustainable approach [39, 42, 53].

Despite these challenges, there are also opportunities to leverage the increasing penetration of mobile technologies
across Africa and to develop more affordable and contextually relevant AAC solutions [6, 26]. The increasing integration
of eye tracking capabilities into mainstream mobile technologies like smartphones and tablets represents a particularly
significant emerging trend for low-resource settings [1, 34, 45, 72]. The development of AAC applications that can run
on these readily available and relatively affordable devices reduces the reliance on dedicated and expensive hardware.
Leveraging the ubiquity of mobile technology in many low-income countries might be on factor for wider adoption and
integration of eye gaze AAC into everyday digital interactions [39, 45]. In the following section we look in more details
at studies that have documented the design and deployment of AAC applications in the Global South utilizing low-cost

smartphones which might be more easily accessible to users.

2.2 Mobile-based AAC applications in the Global South

Mobile-based AAC applications can help overcome stigma and usability issues associated with traditional AAC devices
[38]. They are also particularly well suited to the Global South where mobile phone penetration rates are relatively
high and access to traditional healthcare services such as speech and language therapists alongside stand-alone AAC
devices are low [6, 24, 26, 39]. However, despite increased technological possibilities, concrete advances towards the
development and widespread adoption of mobile-base AAC applications is still limited. This is in part due to “an urgent
need to develop AAC options in local languages with culturally appropriate and relevant vocabulary” [39].

To date, there are some examples of mobile-based AAC applications which satisfy this criteria. One example Avaz
AAC - amobile application made in India for Indian Language speaking individuals that provides picture and text-based
vocabulary with predictive text and supports six Indian languages — Hindi, Tamil, Kannada, Malayalam, Telugu, and
Marathi, it can also be personalized for Gujarati and Bengali. Avaz AAC has been trialled successfully with people with
Cerebral palsy [61], non-verbal autistic children [60], and stroke survivors with aphasia [19].

Recently Ayoka et al. [6] have assessed the local suitability of a an Automatic Speech recognition application
developed to understand atypical speakers based predominantly on a US-English model of atypical speech. Although
the application was developed in the Global North it has been launched in several Global south countries including
Ghana where the study took place [6]. Whilst it demonstrated usefulness as a tool, it fell short of being a solution

for people’s everyday commination needs due to a lack of local language integration [6]. The authors recommended
Manuscript submitted to ACM
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Exploring the Usability of Gaze-based Mobile Communication in Ghana 5

future iterations of the application move beyond English and develop applications in the languages used in different
regions for everyday communication. An example where this has been attempted is in a recent use of the Qfrency - a
TTS technology developed by South Africa’s Council for Scientific and Industrial Research [41]. The model generates
synthetic speech that closely mimics human speech, including articulation and accent, for the eleven official South
African languages. These voices have been successfully integrated into a commercial AAC device the Grid 3 in a pilot
study [56]. However this Text-to-Speech model South African languages has not been implemented on a mobile device.
In fact, the scoping review of Augmentative and Alternative Communication (AAC) interventions in the Global South
by Muttiah et al. [39] found only six studies which focused on the use of mobile-based AAC applications out of the 18
included.

We were only able to find one study which proposed the development and deployment of gaze-based AAC through a
smartphone application in the Global South, specifically India [45]. Pai and Bhardwaj [45] created the E-ACE application,
and AAC that features different thematic boards, each containing a set of standard words and phrases that might
facilitate communication in daily life. The user select a board via a pre-defined eye movement and can then chose
between four different options in each board, by directing their gaze in the direction of the desired card (up, down, left,
right). The system was positively rated by both people wiht ALS and those with experience as patients in Intensive
Care Units of a hospital to support communication of basic needs. Despite the initial promising results, we found no
evidence of other publication that evaluated the usability and feasibility of the application in out-of-the-lab conditions.
Our work seeks to contribute to the current research in gaze-based AAC in the Global South by evaluating the usability

and suitability of a freely available Android application in Ghana.

3 Methods
3.1 Positionality

As a collective of authors, we represent a diversity of identities and values and have worked collaboratively together
across several years. Part of the team is Ghana-based, some UK-based and one member is currently in Japan. All of us
have benefited from higher education and work experience in relevant sectors which we recognise as a privilege and an
opportunity to develop deep insight. Some of us experience impairments ourselves, including difficulty in articulating
speech, and some of us have clinical experience, while others of us have a background in global health or technology
for development. Across the group, we offer disciplinary experience in Engineering (including computer science) and
Inclusion (social, economic, political and disability justice). This research is part of a trajectory of collaborations in
Ghana, as part of the [project name annonymised for review], which seeks to understand how to leapfrog barriers to
AT access for people living in lower-income settings to enable inclusion.

Our normative position aligns with other work on feminist HCI, postcolonialism, and disability justice [6, 23, 31, 33, 43],
was not to find ways to make the existing technology work for the people that need it, or worse attempt to teach
disabled participants how to adapt to the technology. Instead, it was to objectively and kindly establish how and if it
was useful as a tool to enable communication for those that need it. In keeping with our overarching research intention,
we sought to understand ‘what works’ and what does not in the context we examined.

Like any study such as this, complexities arise and are handled as the work progresses. We sought to keep the
question ‘Are we being too optimistic about the usefulness of the technology?’ intentionally held as we navigated the

research. The results presented in this paper tell the story of our evolved understanding and this critical reflection. As
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we believe that the work presented in this paper is made possible by expertise and contribution as a collective and with

no hierarchical order, we present all authors as equal contributors and simply list ourselves in alphabetical order.

3.2 Look to Speak Application

. Look to Speak is an Android application developed by Google Creative Lab. Designed to assist individuals with speech
and motor impairments, the app enables people to communicate by selecting images or pre-written phrases using
eye movements alone. Using the smartphone’s front-facing camera, users can navigate through a customisable list of
images or phrases by looking left, right, or up, which the app then vocalises aloud.

The device needs to be positioned at eye level, ensuring the front camera can clearly detect eye movements. Ideally,
the phone should be mounted on a stand. The Look to Speak interface displays images/phrases divided into two columns:
left and right (see Figure 1, step 1). To select a phrase, look off-screen in the direction (left or right) corresponding to

the column containing the desired phrase. This action narrows down the choices (see Figure 1, step 2)

1. Example Selection interface 2. To select an item, the user must look off-screen towards their desired item

x User is looking here to

select Fanta

3. Confirmation Screen 4. User must look right to confirm 5. Confirmed choice
BTN I
P =

. a® . . O,
L— %
Fi (4 L W |
H V W2
" L S
* s
k3 LT

-

User confirms by looking right

Fig. 1. Workflow for a user in selecting an item using Look to Speak application

Once the application detects the selection, all the items on the relative side of the screen are rearranged across the
two sides, and the system waits for the user to use their eye movement to make a new selection (see Figure 1, step 3).
The process is repeated until the user makes the final selection, and then the associated phrase is spoken aloud by the
app (see Figure 1, step 4). A confirmation screen is shown when a final selection is made (see Figure 1, step 5). Looking
upwards pauses the app or cancels the current selection, and to resume, glance left and then right.

A settings tab enables customization of images or phrases, adjusts gaze sensitivity, and practice using the app. This
cannot be accessed using eye movement.
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Exploring the Usability of Gaze-based Mobile Communication in Ghana 7

Look to Speak Includes a basic set of words that can be displayed in writing, as icons, or using pictures loaded by the
user. New words, expressions, and icons can be added according to the individual’s needs, and the system simply reads
aloud in English the words or sentences typed by the user when configuring a particular icon.

Operating Look To Speak can feel counter-intuitive in at least two ways: firstly to select an item you have to look
away from the item off the phone screen, rather than looking at it. Additionally, an item is not selected immediately,
only the available options on the side of the screen that the item sits on according to the procedure explained above.
This means that if there are multiple objects to choose from (there can be up to 16) then multiple steps of looking left or

right off the screen may be required to choose a single item, up to three selections if one is using all 16 available slots.

3.3 Collaboration with local SLTs

To ensure that participants would be supported beyond the duration of the project, we used our connections to recruit
ten SLTs operating in different parts of Ghana and who had experience working with a variety of clients living with
severe physical and speech limitations due to a variety of conditions, including Cerebral Palsy, Parkinson’s Disease, and
Stroke. The SLTs participated in a training session to go through the operation and customisation of Look-To-Speak.

At the start of the session, our team provided an overview of the Look to Speak application, illustrating how one can
create and add words to the application, arrange existing items, customise settings depending on individual preferences,
as well as verifying and adjusting the position of the phone using the provided adjustable holds procured by our team
to ensure that the camera would be able to track the eyes of the users, and discuss potential challenges that might arise
due to light variation especially in outdoor environments. After familiarising themselves with the interface, the SLTs
then worked in pairs to configure Look To Speak, role-playing how they would introduce the tool to a new client. An
image of the SLTs practising with the application is shown in Figure 2.

Our experience is that the operation of Look To Speak can take some time to learn, and the cognitive skill required
to learn is sometimes a barrier to practical use. We discussed these challenges in the training sessions and that they
should be considered ahead of introducing Look To Speak to a client. Based on our previous clinical experience we
recommended the SLTs configure Look To Speak with only two available selections initially and provide scaffolded
support to help the client get used to how Look To Speak works. Additional selections can be configured as the client’s
confidence in using the tool grows. We also recommended making the selections something that each client might find
relevant and might choose in daily life, not an abstract option or concept unrelated to their lived experience.

Additionally, as no Ghanaian language is currently available in Look To Speak, we recommended that the SLTs use
the ‘Text Free Mode’, which enables photos, symbols or images to be selected rather than only text (Text Free Mode
also allows both images and text be displayed at the same time if preferred). However, once an image is selected, text
describing the item will be ‘spoken’ in the default language of the phone setting (English in this case) — there is no way
of turning the read aloud feature off in the settings, and simply displaying the chosen image to a conversational partner.

The only strategy is reducing the volume of the phone to zero.

3.4 Participants

The local SLTs recruited participants identified as having severe motor and speech limitations who may benefit from
eye- movement-based phrase selection and who had the cognitive skills to operate Look To Speak. To qualify for
participation, individuals had to be over 18 years old, be able to provide informed consent, and be able to communicate
in English or a Ghanaian language spoken by at least one of the SLTs. There was no restriction on aetiology.
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8 Anon.

Fig. 2. Three SLTs practising the use of the Look to Speak application during the training session

Fifteen people participated in the study. Twelve are living with Cerebral Palsy, two with Stroke and one with
Parkinson’s Disease. Seven identify as male, and eight as female. The youngest person was 18 years old and the oldest
78 years old. Before this research, none of the SLTs or participants were aware of or had used Look To Speak. All
participants had access to a mobile phone, but several did not own a smartphone with the required specifications to
download and use the Look To Speak application. If participants’ mobile phones did not meet the minimum specification
(Android version 8), we provided them with a Samsung A05, which they could retain beyond the end of the project.
If participants already 10 possessed a smartphone meeting the required characteristics, we provided the equivalent
compensation of approximately 120 USD. In our exchanges with the ethics committee at «annonymised for review»
we identified the potential risk of coercing participants to join the research out of interest in obtaining a phone or
receiving substantial compensation. To mitigate this, we leveraged the connection and existing relationships of trust that
participants had with local organisations and SLTs. Participants were explained how joining the study was voluntary,
and they could withdraw at any time and retain their phone or the compensationprovided as an alternative. Their
participation in the study would also not affect any SLT services they were already receiving or would request in the
future. However, prolonged engagement with the research team could mean that we could provide support with the
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Exploring the Usability of Gaze-based Mobile Communication in Ghana 9

application if they needed it and help get their voices heard as we planned to lobby for requested changes with the
Google Look To Speak team.

3.5 Procedure and Data Collection

Onboarding sessions with participants were carried out at the office of the SLT in the local hospital or clinic, or at
participants’ homes, depending on their preference. Onboarding sessions were conducted by the treating local SLT with
support from at least three members of the research team. Participants were invited to bring along a family member or a
support person if they wished to do so. After obtaining informed consent from participants and setting up their mobile
phones and Google accounts, we downloaded the Look To Speak application from the Play Store. The local treating SLT
then worked with the client and carers to identify items familiar to the client to set up in Look To Speak so that the
client could initially train on 2 items, progressing to 4 and more as and when the client demonstrated ease of use.

The local SLT led the session, talking in the client’s preferred language, and demonstrated how Look To Speak could
be operated, selecting on the app images of items that the client is known to choose to have frequently (for example, a
drink or a snack). One research team member is a physiotherapist and supported the carers with positioning the app in
the most accessible way for the client when assistance was needed.

Finally, we conducted semi-structured interviews with participants and their supporters to understand their existing
communication difficulties in daily life, their aspirations for more equitable and accessible communication in various
aspects of life, their expectations for the application, the difficulties encountered during the onboarding session, and
any other feedback about the session or the application. As most participants had extremely little if any residual speech,
we relied on supporters and their SLTs to provide details as needed and invited participants to express themselves
either verbally or non-verbally to their prefer extent. Some participants and supporters also showed us short videos,
pictures, meaningful objects and in one cases even their social media profiles to illustrate specific episodes of relevance
in relation to their communication modalities in everyday life, their thoughts on the application and aspirations for
appropriate communication tools. When external digital material, such as pictures or videos, belonging to the participant
the researchers took notes and detailed descriptions to record the information while preserving the privacy of the
participants as much as possible. Onboarding sessions were video recorded with the consent of participants and their

supporters consent.

3.6 Data Analysis

Our data corpus consists of notes, pictures, videos and transcribed recordings of semi-structured interviews and
debriefing sessions with SLTs. We analysed data collaboratively using reflexive thematic analysis with a bottom-up
approach, with members of the research team reflecting on codes individually and discussing them with the other
members during debriefing discussions after each session with a client and for a total of 4 group meetings that took
place after data collection was completed. After conducting the four meetings, data had been organised in 85 codes
grouped under three different themes: Application promises and shortcomings, Ecosystem successes and failures,
Knowledge gaps and awareness of workarounds. For example, the theme "Application promises and shortcomings”
categorized the ways in which the Look to Speak application would support participants communication needs as well
as the way in which particular design features, or lack thereof, caused unnecessary usability challenges or breakdowns
in communication. Examples of codes included in the theme are: "Lack of language support”, "Confusing support of
multimodal interaction”, and "Hear my voice".
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4 Results

As none of the clients, supporters or SLTs had previous practical experiences with gaze-based AAC, they were all
understandably excited by the prospect or trailing the Look to Speak application. However, results from our trials
indicate that while most of the clients were able to operate the application, at least to a point, Look to Speak was
unlikely to become a functional tool for communication in daily life. This is due to a variety of factors that affected
if and how participants could utilize Look to Speak, how well it would fit their contextual circumstances, and what
impact it could have on their lives. In the following sections ,we present the insights that emerged from our research,

conceptualised across three different teams.

4.1 Application promises and shortcomings

Of the 15 clients who took part in our study, the majority had little or no functional residual speech, with most being
able to consistently produce basic vocalizations to communicate with their supporters (P2, P4, P5, P6, P8, P11, P12,
and P15), others being able to occasionally utter some simple words in daily communication (P1, P13, P14), two who
had limited issues with speech articulation and were primarily affected by challenges with word finding or incoherent
speech due to aphasia (P7, P9), and two who had no functional residual speech or vocalization (P3, P10).

The Look-to-Speak application was particularly suited for clients with varying conditions and degrees of residual
speech, especially those with little or no speaking abilities. After learning about the application and seeing their Speech
and Language Therapists (SLTs) demonstrate its use, all clients showed interest in trying it.. However, during the
introduction of the project with both P7 and P9 it became clear that their verbal abilities likely exceeded the ones that
Look to Speak could provide,. Despite this both clients as well as their accompanying supporters expressed an interest
in trying out the application to evaluate if it could offer any advantages in daily life. For some participants and their
supporters, the primary motivation was that Look-to-Speak was the first tool they encountered that could help clients
communicate with people unfamiliar with them. This can be seen by P2’s mother and P9:

"When P2 moves or makes a sound I know what she wants to tell me because I am her mother, but other people never
understand or listen if I don’t explain. I think this thing can help her say things to others when she wants" - P2’s mother

"Saying what I want is hard sometimes and maybe this program in the phone could help me" - P9

Others were more cautious, wanting to explore whether the application would indeed be helpful.

A few participants displayed a fast understanding of how to operate the Look to Speak application using their eye
movements, with P4 being able to master selections with more than two items on the screen after a remarkably short
time. P4 is a 25-year-old power wheelchair user who lives at home with her family. She is a frequent social media user
and was able to post and exchange messages with friends, using her tongue to type out messages into a smartphone
positioned on a tray table in front of her wheelchair, which she was keen on demonstrating to the researcher to show
she could interact with the phone in various ways. After trialling Look To Speak, P4 showed how she could use eye
movement to call her carer and ask for a drink using the synthesised voice in English. Both P4 and her cousin, who was
one of her carers, did not feel that Look to Speak would substitute daily communication, but stated that it could be a
useful tool to call when specific needs arise or when she wanted to use repeated common sentences.

"This can help me and P4 when I am in the kitchen as she can tell me what she wants, and it is easy for me to understand
because I have understanding of English" - P4’s cousin

As mentioned by P4’s cousin, when pronouncing selected words Look to Speak utilized English. More specifically

Look to Speak currently supports 17 languages through the speech to text interface embedded in the Android operating

Manuscript submitted to ACM



526

532

538

539

540

541

542

543

544

567

568

569

570

571

Exploring the Usability of Gaze-based Mobile Communication in Ghana 11

system. However, none of these are languages commonly spoken in Ghana, with the exception of English. Most of the
clients and supporters stated that they would have preferred for the application to speak in their own local Ghanaian
language ("I do not know any English, and nobody in the village does, so they could not communicate with my brother
if he uses this phone. Only he could understand." - P10 sister). To support clients, SLTs experimented with phonemic
spellings of words to try to enable Look to Speak to respond using words that were better suited to the client and
their communication partners. Although this was judged to be partially successful - the spoken words were often
understandable even though they were pronounced incorrectly - it would have clearly been better for the languages
spoken by Ghanaians to be available in the first place.

Although the communication opportunities that Look to Speak supported often did not meet functional requirements
for many situations, the simple experience of being able to select and speak the desired words represented a meaningful
opportunity to connect for clients and their caregivers. P1 for example is a 19-year-old girl with Cerebral Palsy who has
almost no functional speech. She had been abandoned as a child because of her disability, but thanks to the support of
the local church, she lives, together with her two adopted brothers P2 and P3, who had a similar background, in a house
in Accra where their three adoptive mothers help to care for them. After experimenting with simple "Yes" and "No"
options to gain confidence. When asked which words she wanted to add, she pointed at her mother and mimicked a
kiss, indicating that she wanted to add the words "I love you". Using Look to Speak, she was able to express her love for
her parents by saying the words "Mum, I love you" - P1, causing her mother to hug her warmly, both smiling with joy at
being able to share such a moment. The mother of P2, who was also present, stated:

"We know that our children want to say many things, but it is so different when they can say what they want" - P2’s
mother.

P2, in a similar fashion to P6, P11, and P13 and P15 preferred utilizing the touch screen to make selections with
their fingers rather than using their eye movement, as shown in Figure 3. This is actually a possible option, as Look
to Speak does not deactivate the touch screen so participants can make selections by touching the corresponding
side of the screen (left, right, or up to snooze the application), following the exact same procedure they utilized to
make gaze-based selections. However, the application does not provide different settings depending on the interaction
modality, meaning that the camera would still detect their eye movement, causing unwanted selection or snoozing
which generated frustration ("I think he is getting tired because the application makes mistakes when he is trying to
chose" - P15’s mother). Although we attempted to cover the smartphone front camera to minimize mistakes, this caused

Look to Speak to snooze itself as the application could not detect the eyes of the user.

4.2 Ecosystem successes and failures

The creativity displayed by SLTs and clients’ supporters in experimenting with phonemic spelling to overcome the
language limitations of the Look to Speak application showed how, as documented in previous research on mobile
technology in the Global South [7, 8, 55], the human infrastructure can often step in to bridge the gaps left by
technological mismatches. Supporters and SLTs also helped users to customise the options, for example adjusting for
the often preferred ‘text-free’ option over the ‘text only’ option for the user interface. SLTs explained how this was
sometimes due to the low literacy of their clients, but also because when utilizing the phonemic spelling for the local
Ghanaian, especially for words that included characters not used in English such as ¢, seeing the word written would
only cause confusion.

"Some of the clients don’t read well so looking at the pictures is easier, and if you write the Ghanaian words they sound

correct but this is not how you normally write them" - SLT of P8, P9, and P12
Manuscript submitted to ACM
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Fig. 3. P11 attempting to use look to speak using his hands as assisted by the SLT and researcher

Supporters and SLTs would also play a huge role in helping, participants practice, provide encouragement as they
learned to navigate through the selection process, and offer suggestions which could facilitate their loved ones in
selecting words that were meaningful to them ("I want to try use the world football and Jollof rice as my brother is
amazing at football and he likes to eat a lot of rice that our mother cooks" - P12’s younger sister). Supporters would also
step in to provide reassurance when the technology failed to meet the needs of a client. This was evident in the case of
P7, a 66-year-old man who lives at home with his wife. P7 has been diagnosed with Parkinson’s disease for more than
three years and often requires extended time to start speaking or find the right words - frequently more than a minute
or two. His voice is often low volume - a near whisper, making communication with his wife very challenging for
both of them ("Early in the morning he can communicate more when he is refreshed, but as the day goes and he becomes
tired sometimes he cannot say things anymore" - P7’s wife). Both of them hoped that Look to Speak could be useful to
speed communication especially when he became tired. However, after testing the app, it was clear that the progression
of Parkinson’s had affected P7’s eye movements - shifting gaze from one point to another during the selection of
phrases was particularly difficult and fatiguing. The SLT and researcher advised exploring other AAC options, such as a
touch-based communication device with pre-programmed phrases, or a communication board which could provide
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more reliable support as the disease progressed. P7 was visibly discouraged by the faillure of Look to Speak, but his
wife was quick to offer support "Don’t worry, this is not your fault, this application does not work but with [name of the
SLT] we can try other things that are easier for us" - P7’s wife.

Despite the dedication they demonstrated there was one substantial issue which was experienced by P5, P14 and P15
which supporters and SLTs could not address during the trials. Look To Speak requires stable positioning so that the
phone camera can always see the face of the user to allow them to select items (See Figure 4). This was a particular
difficulty for these clients who had complex postural support needs, did not have appropriate seating or a wheelchair,
and experienced muscle spasms which required frequent and recurrent repositioning by carers. One of our team is an
experienced Physiotherapist and was frequently able to support with the positioning in the sessions and offer advice
to carers about how to use common cushions to provide some postural support. However, available strategies could
not address clients needs satisfactory. As an example, P14 who is 19 years old and lives with her mother in temporary
housing within a camp originally designated for refugees. As the mother explained ("She has Cerebral Palsy, so she
cannot talk and moving is difficult. But she can understand me when I talk to her in English. She can sit, but she gets
uncomfortable and her back hurts so she prefers to stay on the floor in the hour because she moves more freely" -
P14). P14 does not have access to a wheelchair and was seated in a communal child car safety seat to try Look To
Speak. Due to frequent involuntary movement, we were unable to consistently position Look To Speak so that she
could easily select items. It was clear that P14 understood how to operate Look To Speak wanted to communicate
through it and has the cognitive skills to use it, but the need for consistent repositioning, made the application too
cumbersome for her and her mother. This was further exacerbated by the lack of feedback from Look to Speak in case
of misalignment. While the application provides a warning message on the screen (in English only) when the phone
camera cannot see a face, it does not offer help when the positioning can be improved. This lack of feedback makes it
extremely challenging for clients and supporters to what the cause of a problem may be when someone looks away
from the screen to select an item and nothing happens as it could be due to incorrect positioning as much as by the user

having difficulty performing the correct eye movement.

4.3 Knowledge gaps and awareness of workarounds

Although some participants experienced some degrees of success when operating Look to Speak, for most of the referred
clients, the initial assessment and trials showed that alternative approaches for AAC or communication support, such
as direct access touch based communication boards, would have likely been preferential. Six clients demonstrated very
significant cognitive communication difficulty and could not operate or access Look to Speak or the smartphone at all,
by any modality. For example, P8 is a 60 years old woman who is living with a stroke that has severely affected her
communication and left her with significant muscle weakness on her right side. P8 experienced aphasia as a result of
the stroke which makes it difficult for her to find and articulate words ("Sometimes she gets very upset as she wants to
say something but cannot” - Carer in the facility where P8 lives). Although the SLT, P8 and the carers at the facility
hoped that Look to Speak could help her express her desires more clearly and communicate with others, after several
attempts, it was clear that the cognitive challenges to use the app were a barrier for her as she struggled to move her
gaze to make selections. We discussed with P8 and her team what might be some alternative AAC options, such as
simplified boards with icons, continued use of non-verbal communication, as well as the use of simple signs.

P8 was not an isolated case, and for the majority of the clients, even those who were willing to continue attempting
to use Look to Speak for daily life, we discussed with clients and supporters potential alternatives which could be more

functional in everyday life. The high rate of unsuccessful referral from SLT was partially due to the lack of knowledge
Manuscript submitted to ACM
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Fig. 4. P4 operating the Look to Speak application while sitting on her wheelchair, showing good alignment between the position of
the eyes and the camera

concerning the strengths and limits of this type of AAC, which is difficult to acquire without direct experience ("At the
start of the project, even with the explanation and training it was hard to know which clients might benefit from the
application. Now that I have seen many assessments I can think better of which client needs the application can meet -
Participating SLT).

An additional reason for referral which was discussed with the SLT of P12 was linked to the lack of success or
availability of other AAC approaches and ‘trying out’ eye gaze as a possibility. This has been documented in other
contexts as well [20], where eye gaze may be seen as something to try when the SLT and clients have run out of possible
alternatives. Moreover, P12’s SLT explained how sometime excessive perseverance could be due to fear of stigmatization
from parents or supporter who pushed for the use of technology in the hope their loved ones could overcome their
speech difficulties.

"The mother is very worried about her son being bullied if he cannot communicate with words, so when we suggest using
signs, they would still prefer the app even if it is not the best solution" - P12

Although it is good practice to try out different options based on the strengths and needs of the client, technology
should only be included where it fits the needs of a user. This may indicate that training may be beneficial - in client
Manuscript submitted to ACM
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needs-based AAC and options for communication strategies in addition to AAC - such as conversation partner training.
Moreover, although fear of stigmatization and the desire for verbal communication is understandable, pushing a person
with communication difficulties to persevere with a technology that does not address their needs will simply cause
unnecessary frustration to the individual, often with individuals blaming themselves for technological failures, and

preventing them from exploring more beneficial strategies.

5 Discussion

To the best of our knowledge, our study was the first attempt to assess the usability and feasibility of the Look to Speak
Android application for Ghanaian users who experience communication disabilities. Our findings highlight how, despite
a small number of participants being able to operate the application to engage in communication, Look to Speak did
not meet the needs of the majority of the clients. This was linked to a variety of reasons that included shortcomings in
the design application, excessive complexity for those experiencing impaired cognition, ecosystem failures such as
the lack of adequate postural support, and knowledge gaps of SLTs around gaze-based technologies which prevented
them from identifying who would and would not benefit from the technology. Based on our results we propose ways
to improve contextual appropriateness of Look to Speak and other AAC technologies, as well as highlight necessary
gaps that needs to be addressed from an ecosystem point of view to enable people with speech difficulties in the Global

South to access and benefit from gaze-based AAC devices.

5.1 Develop more context appropriate AAC apps

One significant limitation of Look to Speak, as well as other mainstream AAC developed in most of the Global North
is the lack of support for local languages and dialects spoken in much of the African region [6, 39]. In multilingual
societies, especially in the Global South, this presents a substantial barrier to effective use [5, 63]. Many potential users,
including persons with disabilities and their caregivers, may have limited literacy in dominant or official languages.
Incorporating local language options would not only enhance usability but also support cultural relevance and user
dignity. As emphasized by scholars, clients and practitioners, integrating cultural and linguistic dimensions into the
localization of assistive technologies is essential for ensuring meaningful interaction and user engagement [39, 54, 63].
When AAC tools are available in users’ native languages, they become more intuitive and inclusive, particularly for
individuals with limited exposure to formal education or digital technology. As we acknowledge the difficulties and time
necessary to develop appropriate Text-to-Speech models for all minority languages in the Global South, we also suggest
that a possible work around for quickly enabling users themselves to make the application more contextually relevant
do exist. In the case of Look to Speak it would simply require the addition of an option that removes the reliance on
Text-to-Speech and allows the users to record messages directly to be read aloud when an item was selected. This would
mean that the message would be spoken in the correct way with the appropriate accent and construct suited to the
communication environment. This approach has a secondary benefit in that someone could record a message longer
than the maximum 40 characters allowed by the application for text based messages.

Contextualization was not only related to the available language of the application, but also the words and icons
displayed on the user interface. When installed and opened for the first time Look to Speak comes with a default
selection of suggested items to choose from, and it is up to the user to customise this set based on their needs and
preferences. As shown before in other studies in different region of the Global South when deploying AACs with
culturally irrelevant images [3, 4, 51], for our participants in Ghana, many of the items needed to be replaced with

more appropriate options, taking time and adding a barrier to usability ‘out of the box’. One option to offer a more
Manuscript submitted to ACM
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contextually relevant experience from the beginning would be to specify the default setup by country. For example a
Ghana setup could include popular phrases, food items, places and things, with relevant representative images, such
relatively simple adjustment would enable for an easier onboarding of new users.

Finally, our study aligns with previous research which highlights the importance of correct positioning for optimal
use of gaze-based AAC and other interfaces [12, 30]. While ensuring appropriate seating and postural support falls
outside the responsibilities of design teams of mobile AACs, providing feedback about erroneous user input is something
that should be included. Unfortunately, Look to Speak only notifies the users if the camera does not detect the face, but
if the eyes are not placed in a central position, which might influence the sensitivity of left vs right movements, no
feedback is provided to the person. Moreover, we argue that when users are attempting to interactive with something
cognitively complex such as gaze-based AACs, each actions they undertake should result in an outcome: either a
successful selection, or feedback that the selection has been unsuccessful and steps to remedy. We observed many
occasions when a client appeared to do an action successfully (for example looking off the screen left or right), with no
result, but Look to Speak provided no feedback about potential mistakes. What would be more helpful would be for the
application to show it recognizes that the client is doing something (like looking left off the screen) and provide a clear
indication of how much longer or how much further left (or both) the client would need to perform the action in order
to successfully complete the selection. As previous studies with clients and practitioners have documented, eye-gaze
interfaces are complex and often hard to understand for people, relying on small movements that is challenging to
perform correctly and receiving appropriate feedback from the interface is essential for the users to be able to learn

more quickly [20].

5.2 Acknowledging Ecosystem Requirement of gaze-based AACs

Our results show the importance of understanding the human and technical infrastructure within which an application
such as Look to Speak will be used. Previous work has highlighted the increased work on human infrastructure that is
often necessary in the Global South to overcome the lack of technical infrastructure [7, 8, 47, 55]. This was also the
case in our study. Additionally, we found that the lack of integrated healthcare systems particularly the provision of
wheelchairs with appropriate postural support to enable correct positioning of clients, could hinder the usability of
Look to Speak, even if the person was able to correctly execute the interactions and would ha benefited from using
the technology. In the accessibility and HCI research community there is increased awareness about the dependencies
between multiple assistive technologies which are often used by a single person [8, 22, 47, 59]. However less attention is
paid to the diverse service ecosystems on which the user depends on to access the assistive technology in the first place.

Within the assistive technology domain, scholars have offered significant contributions to map this, for instance, in
the SMART matrix approach [36], which takes a micro (user) meso (service provider) and macro (inter/national) level
view of the systems levels. According to this framework, Ghana would be seen as a minimally functioning market —
where at an individual level, people find it difficult to get products that match their needs, with limited person-centred
assessment and prohibitive costs. This is in part due to problems at the meso level — where there are limited services
to provide and maintain assistive devices due to problems at the macro level — a lack of national level procurement
and limited innovation. Within this framework, Technology such as Look To Speak might have been thought to be an
innovative solution that could leapfrog the system’s challenges. Ideally, this would have been the case, as it is in places
such as Ghana that there is real demand and the possibility of transformative impact if we, as HCI researchers, are able
to design for and, in this context, understand the limitations of infrastructure and knowing what is within our power to

change.
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Finally, integral to the ecosystem is the SLT. They play a critical role in identifying and recommending appropriate
AAC tools to individuals with complex communication needs. As noted by van Niekerk and Tonsing [66], awareness
of eye gaze technologies among professionals is a key determinant of their adoption and implementation. It was clear
that by the end of our sytudy SLTs had a much greater understanding of the use cases where Look to Speak could be
useful, as well as the potential of the technology to raise hopes, and then not meet these. There is a need for SLTs to be
aware of the existence and functionality of digital assistive technologies such as Look to Speak. As well as for tools that
can help them identify available options depending on the needs of different clients to be able to make more informed
recommendations about which technologies might or might not be most suitable to them. Engagement between the
accessibility and AAC development community with SLTs in the Global South is a crucial step in facilitating the creation
of such a tool for organizing knowledge and their integration clinical practice which would ultimately promote better

outcomes for clients with speech disabilities.

6 Conclusion

In conclusion, our research into the novel free-to-use Look To Speak gaze-based AAC application with people living in
Ghana with communication challenges demonstrated that while the application offered some positive experience to a
number of clients, it did not sufficiently meet the needs of the majority of participants for a functional communication
aid. For many the application was too cognitively demanding, and the lack of local language support made it difficult
for people to to be understood by others. Participants and their supporters often developed strategies, such as utilizing
phonemic spelling to produce audio in local language, to bridge certain design shortcomings in the application, but
challenges including lack of postural support necessary for correct positioning, could not be adequately addressed.
Finally, due to low familiarity with the technology, local SLTs struggled to identify potentially suitable clients, which
highlights the need for better training about gaze-based interfaces and other AAC amongst professionals in the Global
South.
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