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Abstract
Trust is crucial for teachers’ adoption of AI-enhanced educational technologies (AI-
EdTech), yet how this trust is formed and maintained remains poorly understood. 
An aspect of the system design that seems profoundly related to trust is transpar-
ency, which can be achieved through explainable AI (XAI) approaches. The pre-
sent study seeks to explore the dynamic nature of teachers’ trust in AI EdTech sys-
tems, how it relates to understandability, and XAI’s role in enhancing it. Building 
upon Hoff and Bashir’s ‘trust in automation’ model (2015), we propose a theoretical 
model that connects these factors. We validated the applicability of the proposed 
model to AI in Education context using a mixed-method, within-subject design that 
measured understandability, trust, and acceptance of AI recommendations among 41 
in-service chemistry teachers. The results showed a significant positive correlation 
between the three factors, as anticipated by the model, and demonstrated the hetero-
geneous understandability of different XAI schemes, with domain-driven schemes 
superior to data-driven ones. In addition, the study reveals two additional factors 
influencing teachers’ adoption of AI-EdTech: pedagogical perspectives and work-
load reduction potential. The study provides a theoretical explanation of how differ-
ent XAI schemes impact trust through understandability. Furthermore, it emphasizes 
the need for greater attention to XAI, which fosters trust and facilitates the accept-
ance of AI-EdTech.

Keywords  Explainable AI (XAI) · Trust · Acceptance of AI · Understandability

Introduction

AI-enhanced educational technologies (AI Ed-Tech) that provide machine learn-
ing insights and recommendations can potentially support teachers in various ways 
(Nazaretsky et al., 2022a; Siemens, 2013). However, despite the touted potential of 
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AI Ed-Tech to help education make a digital transformation, particularly following 
the recent introduction of generative AI (Saif et al., 2024), recent research highlights 
the key role that psychological factors, such as trust, play in influencing teachers’ 
adoption of AI-EdTech (Celik, 2023; Cukurova et al., 2020, 2023; Nazaretsky et al., 
2022a). Put simply, teachers may be reluctant to adopt an AI recommendation sys-
tem because they do not always trust the suggestions it provides (Qin et al., 2020). 
One reason behind this lack of trust is that AI is often experienced as a “black box” 
by its users, who might struggle to understand how and why certain algorithms reach 
specific results and generate particular outputs (Rudin, 2019). Trust is fundamen-
tal for teachers to embrace AI-EdTech, as highlighted, for example, by Choi et al. 
(2023), Khosravi et al. (2022), and Nazaretsky et al. (2022b). However, a review of 
the literature on the topic reveals that the dynamics of how trust in the recommenda-
tions of a specific AI-EdTech system is developed and sustained are not well under-
stood. Several studies found that providing explanations about the machine learning 
rationale underlying an AI-EdTech system (e.g., Nazaretsky et al., 2022c) or adding 
explainable AI (XAI) features that explain its decisions (e.g., Guleria & Sood, 2023; 
Wang et al., 2024), can increase users’ trust in the system’s recommendation. How-
ever, there is no theoretical framework that connects between enhancing educational 
users’ understanding of the process and its output and the users’ trust in it. In fact, 
there is also evidence that being knowledgeable about AI does not necessarily trans-
late to ascribing credibility to AI-EdTech (Cukurova et al., 2020). To close this gap, 
we propose a theoretical model that suggests how XAI, understandability of the sys-
tem’s recommendations, the formation of trust in them, and their subsequent accept-
ance are connected. Our model is based on Hoff & Bashir’s (2013, 2015) model of 
‘trust in automation’, adapted to the AI-EdTech domain. The adapted model explains 
how effective XAI schemes that foster understandability increase trust and accept-
ance and shed light on the dynamic nature of trust.

To study this model, we conducted empirical research with 41 in-service chemis-
try teachers who used an AI-powered recommendation tool that was developed in a 
previous study (Nazaretsky et al., 2022c). Trust in AI plays a crucial role in shaping 
the interactions between various educational stakeholders (Ifenthaler et  al., 2024; 
Nazaretsky et al., 2025; Schiff, 2022). In this study, we focus on teachers. This focus 
is critical because educators play a central role in shaping educational practices, 
selecting pedagogical approaches and technologies, and evaluating students’ work 
(Wang et al., 2024; Zawacki-Richter et al., 2019).

The AI tool includes a dashboard enabling teachers to analyze students’ per-
formance and assign follow-up activities based on its recommendations. In the 
experiment, the teachers followed a protocol in which they were requested to con-
duct an authentic data analysis task with the tool. We evaluated the dynamic nature 
of trust by examining the change in teachers’ trust after they were gradually pro-
vided with two types of XAI explanations: feature importance, which we refer to as 
‘data-driven,’ and semantic explanations articulated in curricular terminology that 
‘speaks’ the teachers’ pedagogical language, which we refer to as ‘domain-driven.’

Our findings showed that understandability, trust, and acceptance of AI-EdTech 
recommendations are positively correlated. They also indicated that the level of 
understandability which then impacts trust and acceptance through it, can vary 
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depending on the type of XAI, with domain-driven explanations fostering greater 
understandability than data-driven ones. In addition to the pre-defined focus on the 
connection between XAI, acceptance, and trust, bottom-up analysis of teachers’ pro-
tocols revealed additional factors that impact acceptance and are unrelated directly 
to XAI and trust. These factors are also reported, with a cautionary note that they 
are based on exploratory, qualitative analysis.

The contribution of this work is threefold. First, it suggests a model that explains 
the relationship between XAI, understandability, trust, and acceptance of AI-EdTech 
recommendations. Second, it sheds light on the dynamic nature of teachers’ trust in 
AI-EdTech and how it may be shifted by appropriate XAI design that communicates 
in domain terminology that teachers can interpret and apply. Third, it reveals two 
additional factors influencing teachers’ acceptance of AI-EdTech: pedagogical per-
spectives and workload reduction potential. By that, the research extends our theo-
retical understanding of trust in AI-EdTech and provides practical insights that can 
inform the design of trustworthy AI-EdTech that educators are more likely to adopt.

The following sections begin with a theoretical background on trust, acceptance, 
understandability, and explainability. Subsequently, we present our hypotheses and 
research questions in detail, basing them on these theoretical backgrounds. Next, we 
describe our methodology, followed by results and discussion.

Theoretical Background

Trust in AI

Trust is defined as “an attitude of confident expectation in a situation of risk that 
one’s vulnerabilities will not be exploited” (Corritore et al., 2003). In the context of 
automation, it can be defined as the attitude that an agent will help achieve an indi-
vidual’s goals in a situation characterized by uncertainty and vulnerability (Lee & 
See, 2004). With the advent of AI as a specialized form of automated system, atten-
tion to trust in AI has grown. This shift considers various factors: analyses of poten-
tially catastrophic risks associated with AI (Yudkowsky, 2023), concrete evidence 
of AI’s capability for error (Williams & Yampolskiy, 2021), and the subjective phe-
nomenon of AI Anxiety (Johnson & Verdicchio, 2017). For an overview of research 
on trust in AI, see Lukyanenko et al. (2022). Eventually, trust in an AI system can 
determine one’s positive or negative perceptions of it (Mohseni et  al., 2021) and 
if and how it will be used (Hancock et al., 2011; Sethumadhavan, 2019). As AI is 
increasingly integrated into decision-making processes (Jarrahi, 2018), one’s trust, 
or the lack of it, in AI (whether it is justified or not) may ultimately have a large 
impact on the quality of the decisions taken (Lukyanenko et al., 2022). Misplaced 
trust in agent systems can result in disastrous consequences (Liu et al., 2022; Quinn 
et al., 2021), and conversely, inappropriate distrust can lead to the disuse of auto-
mated systems (Huang & Bashir, 2017).

It is important to note that trust (in automation) is not a constant construct but 
rather a dynamic state that can evolve (Lukyanenko et  al., 2022; Lumineau & 
Schilke, 2020). Trust is influenced by numerous factors, including human ones, 
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the performance of automated systems, and the environment (Hancock et al., 2011; 
Huang & Bashir, 2017), and can increase, decrease, be repaired, or be maintained 
(Hoff & Bashir, 2015; Vereschak et al., 2021). Thus, users may have different feel-
ings of trust and mistrust during various stages of their experience with any given 
system (Mohseni et  al., 2021). Understanding the dynamic nature of trust in AI-
EdTech and its relation to personal, contextual, and system-related factors remains a 
major open research gap (Lukyanenko et al., 2022; Stackpole, 2019).

The theoretical model proposed by Hoff and Bashir (2013, 2015) provides a 
conceptual framework to investigate the factors that influence trust in automa-
tion, which are applicable to trust in AI (see Fig. 1). They distinguish between 
the three types of trust: dispositional, situational, and learned. Dispositional 
trust represents the variability of individuals’ instinctive tendencies to trust the 
trustee (e.g., automation) and cannot change in the short term. Culture, age, 
gender, and personality characteristics are the primary sources of variability in 
this most basic layer of trust. Situational trust varies depending on the specific 
context of an interaction. Learned trust is the most dynamic aspect of trust and 
is influenced by a user’s previous experiences with a particular system. It var-
ies according to the unique characteristics of that system. Thus, it depends on 
design features and system performance. Design features are significant because 
they can impact the user’s subjective evaluation of the system’s performance. 
During the course of one interaction, an automated system may perform vari-
ably, and its user’s trust will likely vary to correspond with the system’s real-
time performance (Hoff & Bashir, 2013). The dynamic nature of trust is thus 
a function of user-system interaction. When the performance of an automated 
system impacts its user’s trust, the user’s reliance strategy may change. In turn, 
the extent to which a system is relied upon can affect its performance, thus com-
pleting the cycle. To facilitate appropriate trust in automation, designers must 

Fig. 1   Model of factors that influence trust in automation (authors’ elaboration of Hoff & Bashir, 2015)
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carefully consider the interface’s ease of use, transparency, and appearance (Hoff 
& Bashir., 2013). This is in line with the research on trust in AI that highlights 
transparency in design, which may foster a better understanding of the system 
and its fair and accurate extent (Kizilcec, 2016), and guides that highlight the 
importance of transparency in promoting acceptance of AI (OECD, 2021).

Trust in AI EdTech

Trust in AI is important both for students’ and teachers’ interactions with AI. It 
is thus becoming an increasingly prominent research topic within the field of AI 
in Education, primarily examined through the lens of acceptance of technology 
recommendations among teachers (e.g., Antonietti et al., 2022; Cukurova et al., 
2023; Feldman-Maggor et  al., 2024) and learners (e.g., Choung et  al., 2023; 
Conijn et al., 2023; Kizilcec, 2016; Maheshwari, 2023).

In the context of students, Nazaretsky et al. (2025) investigated students’ trust 
in AI and found that student demographics, specifically gender and educational 
background, significantly correlated with their trust perceptions. Expanding 
the stakeholder scope, Qin et al. (2020) examined trust in AI-based educational 
systems among students, teachers, and parents through online interviews. Their 
findings revealed that some parents worry that AI EdTech systems might make 
students overly dependent on technology, reducing their independent thinking 
skills, which contributes to parents’ reluctance to place continuous trust in these 
systems. At the same time, many parents expressed concerns about discrimina-
tion from teachers. However, AI systems were seen as capable of diagnosing 
students’ needs and providing personalized suggestions based solely on relevant 
characteristics, thereby treating all students equally and reducing bias.

In the context of teachers, attention was given to characteristics of the human 
agents’ such as cultural differences (Viberg et  al., 2024), pedagogical beliefs 
(Choi et  al., 2023), and teachers’ understanding of the AI’s decision-making 
processes (Nazaretsky et al., 2022c). The observation that trust in AI is dynamic 
– namely, it can be learned or temporarily increased – was discussed in previous 
AI in Education studies (e.g., Wang et al., 2024). Wang et al. (2024) employed 
explainable AI to clarify the outputs of deep learning models used for classroom 
dialogue analysis and experimented to evaluate the impact of these explanations 
on teachers. In their study, fifty-nine pre-service teachers were recruited and 
randomly assigned to either a treatment or control group. Initially, both groups 
learned to analyze classroom dialogue using AI-powered models without expla-
nations. Subsequently, the treatment group received both AI analysis and accom-
panying explanations, while the control group continued to receive only AI pre-
dictions. The results showed that teachers in the treatment group demonstrated 
significantly higher levels of trust in and acceptance of AI-powered models for 
classroom dialogue analysis compared to those in the control group. Williamson 
et al. (2025) also found that the explanation raised trust in the AI model.
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Explainable AI (XAI) and User Understandability

One of the main ways to enable transparency is by developing AI models that can 
be explained in layman’s terms. In the literature, this concept has been referred to as 
XAI (Gilpin et al., 2018). More broadly, explainability encompasses everything that 
makes machine learning models transparent and understandable, including informa-
tion about the data, performance, and more (Jang et  al., 2022; Liao et  al., 2020). 
XAI makes the internal system more transparent, providing explanations of its deci-
sions in a certain level of detail. These explanations are essential to ensure algorith-
mic fairness, identify potential biases or problems in the training data, and ensure 
that the algorithms perform as expected (Gilpin et al., 2018).

However, precisely what kinds of explanations are human-interpretable is a com-
plex question (Narayanan et  al., 2018). For example, Bussone et  al. (2015) found 
that overly detailed explanations from clinical decision support systems enhance 
trust yet create over-reliance, while short or absent explanations prevent over-reli-
ance but decrease trust. One study of XAI in education tested three consecutive lev-
els of transparency and found that designing for trust requires balanced interface 
transparency,  not too little, not too much (Kizilcec, 2016). Still, this definition of 
transparency is qualitative and difficult to replicate. Kizilcec (2016) frames transpar-
ent information in a context of judicial fairness and shows that this framed informa-
tion leads to further adoption.

The main challenge in explainable AI is creating complete and interpretable 
explanations simultaneously, as these tend to be competing characteristics. This is 
because there is a tension between the most potent models to deal with complex 
and non-linear data (e.g., deep learning), which are more difficult to explain, and 
simpler models that are more explainable (Rudin, 2019), yet often fall short in 
their prediction power. Another challenge is that XAI developers often express an 
algorithm-centric view, relying on their own intuition regarding what constitutes a 
satisfying explanation (Miller, 2019). However, explainability and transparency are 
subject-dependent factors in that what is transparent to an AI developer might not be 
transparent to a particular group of end users (Chaudhry et al., 2022). In addition, 
although explanations can improve users’ understanding of AI systems, conclusions 
about their benefits for user trust and acceptance can be mixed, suggesting potential 
gaps between algorithmic illustrations and end-user needs (Liao et  al., 2020). To 
address this gap, Liao et al. (2020) developed an algorithm-informed XAI question 
bank in which user needs for explainability are represented as prototypical questions 
users might ask about the AI. Their research reviewed four methods of explaina-
bility: (1) Explain the model: describe the weights of features used by the model 
(including visualization that shows the weights of features); (2) Explain a prediction: 
show how features of the instance contribute to the model’s prediction; (3) Inspect 
counterfactuals: show how the prediction changes corresponding to changes in a fea-
ture (often in a visualization format) and describe the feature(s) that will change the 
prediction if perturbed, absent, or present. (4) Case-based: provide an example(s) 
with minor differences from the explained instance with a similar prediction.

Understanding and articulating the workings of AI is crucial for both its creators 
and users (Mohseni et al., 2021). However, different research communities focus on 
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different aspects of XAI. Research in machine learning seeks to design new inter-
pretable models and provide ad-hoc explanations for black-box models. In contrast, 
in human–computer interaction (HCI), the focus is mainly on end-user needs such as 
trust and understanding of machine-generated explanations (Mohseni et al., 2021). 
For example, Wang and Yin (2022) study the effectiveness of four XAI methods 
that support users in making better decisions. Their results demonstrate that the XAI 
methods are only effective in cases where the users have previous knowledge in the 
relevant domain.

Explanations in AI are often categorized as either global or local (Khosravi et al., 
2022; Mohseni et al., 2021; Setzu et al., 2021). A global explanation offers an over-
arching view of the ML model’s functioning. Techniques like model visualization 
and decision rules are types of global explanations (Mohseni et al., 2021). Another 
approach of global explanation is feature importance, which involves assigning 
and comparing scores to each feature during prediction, indicating their respective 
importance in the model’s output. These scores, which can be calculated using meth-
ods like linear regression, logistic regression, or more contemporary approaches like 
Shapley values (Fréchette et al., 2016), can be communicated through reports or vis-
ual graphs (Khosravi et al., 2022).

In contrast, local explanations focus on defining the connections between spe-
cific input–output pairs. They clarify the rationale behind the outcomes of individ-
ual queries or particular input instances (Mohseni et al., 2021). The need to provide 
explanations is highlighted in various educational contexts. Teachers require them to 
ensure accountability when offering personalized feedback to students, to aid teach-
ers in diagnosing areas where a student group may need more attention, and during 
consultations with parents, assisting them in supporting their child’s learning pro-
cess (Khosravi et  al., 2022). However, Conijn et  al. (2023) studied students’ trust 
and motivation when using an automated essay scoring system. The study provided 
students with two explanations: full-text global explanations and an accuracy state-
ment. Their results showed that neither explanation significantly affected students’ 
trust or motivation compared to receiving no explanation at all.

Dikmen and Burns (2022) emphasize an additional aspect of XAI: the signifi-
cance of domain-specificity when utilizing XAI systems in complex decision-mak-
ing scenarios. They underline this knowledge’s critical role in fostering trust and 
reliance within the context of XAI. This perspective is also found in the work of 
Donadello and Dragoni (2020), who demonstrate how semantic-based explainable 
AI enhances transparency by generating explanations that are understandable to 
humans. Likewise, Panigutti et al. (2020) illustrate that leveraging semantic informa-
tion within medical ontologies can significantly improve the quality of explanations.

Additionally, Shin (2021) suggests that an alternative approach to achieving 
model or algorithm explainability is through understandability, which involves 
how users interpret algorithmic features and comprehend algorithm-based sys-
tems. Addressing these aspects of user interaction is vital as AI becomes increas-
ingly widespread. Understandability is defined as a product of both transparency and 
interpretability. AI must be valid, reliable, and understandable for it to be considered 
trustworthy. In this context, understandability, serving as an operational proxy for 
explainability, requires an AI system to be transparent and interpretable (Joyce et al., 
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2023). The idea is that humans should know why they trust an AI tool (Merritt et al., 
2013). For instance, Joyce et al. (2023) studied the healthcare sector and described 
understandability as a proxy of transparency and interpretability. This combination 
depends significantly on the human operator’s ability to align the behavior of algo-
rithms with their professional expertise and knowledge. In other words, understand-
ability can be assessed as a perceived attribute, where users evaluate the quality of 
explanations based on their own understanding and interpretability levels (Samek 
et al., 2017; Shin, 2021). We adopt this definition for the present study.

To conclude, the body of AIED research on XAI and Trust lacks a theory that 
connects these aspects and an explanation of how and why specific XAI schemes 
contribute to trust and acceptance. The current research takes a step towards closing 
this gap by adapting Hoff and Bashir’s (2013, 2015) ‘trust in automation’ model. 
This adapted model places understandability as the factor connecting XAI and trust, 
and through this, it also explains why the understandability of certain XAI schemes 
influences their impact on trust.

Research Hypothesis and Research Questions

Based on the adapted model (see below), our hypothesis is that effective XAI inter-
faces enhance the understandability of the logic behind AI-generated recommenda-
tions, supporting the formation of trust in them and, through this, increasing their 
acceptance. In particular, we are interested in the projection of this hypothesis to 
AIED contexts and teacher: AI partnership.

The theoretical model that underlies our hypothesis is based on the model ini-
tially proposed by Hoff and Bashir (2013; extended significantly in 2015; see Sub-
Section “Trust in AI”). This model emphasizes the significance of design features 
in shaping users’ subjective system performance evaluation and how this evaluation 
enables them to establish and sustain trust in the system’s output. By that, the model 
connects system design, performance evaluation, and dynamic trust. We adapt this 
model and propose an appropriation based on the following observations. First, that 
XAI features are part of the system design features. Second, to assess system perfor-
mance effectively, users need to understand its performance (Hoff & Bashir, 2015). 
Therefore, we argue that understandability is a characteristic of evaluating system 
performance. The proposed integration of XAI and understandability into the origi-
nal model is shown in Fig. 2.

Based on the adapted model, the relationship between XAI and dynamic trust 
becomes clear: XAI increases the system’s understandability by enabling the user to 
interpret its output and validate it against the expected outcome. This validation of 
the system’s performance can establish trust in its behavior.

The study presented here has four primary objectives. The first is validating the 
relationships among understandability, trust, and acceptance, as Hoff and Bashir’s 
(2013) model suggested. This involves examining the correlations between these 
factors. The second objective is to investigate the dynamic nature that the model 
attributes to these constructs. The third objective is to evaluate how understandabil-
ity and, through this, their trust in the AI-EdTech system and their recommendations 
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shift after receiving domain-driven explanations following data-driven ones. While 
data-driven XAI received more attention within the AIED space (e.g., Swamy et al., 
2023), building on results outside the education domain (Donadello & Dragoni, 
2020; Panigutti et  al., 2020), we hypothesize that domain-driven information can 
significantly enhance the quality of explanations compared to relying solely on data-
driven ones. The last objective is to collect, in a bottom-up, qualitative fashion, addi-
tional factors that may shape teachers’ trust and acceptance of AI tools. These objec-
tives are realised through the following research questions.

RQ1. What is the relationship between understandability, trust, and acceptance, 
and do these variables change during the teacher’s interaction with the system? 
(Objective 1, 2)
RQ2. To what extent do teachers’ perceptions of system performance, trust, and 
acceptance of AI tools shift after receiving domain-driven explanations following 
data-driven explanations? (Objective 3)
RQ3. Which additional factors may influence teachers’ willingness to accept and 
rely on AI analysis? (Objective 4)

Methodology

To address the study questions, we conducted a within-subject staged experiment in 
which teachers performed an AI-aided student data analysis task in which explain-
ability information was gradually unveiled in two conditions. The conditions were 
data-driven and domain-driven. The research combined qualitative and quantita-
tive tools (mixed methods) that are known to increase the precision and trustwor-
thiness of the results (Leech & Onwuegbuzie, 2007), as described below. All tools 
described below were validated by the research team and four additional science 

Fig. 2   Model of factors influencing trust in automation, integrating explainable AI and understandability. 
The new components are dashed
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education experts who were not part of the research team. The aim of this validation 
was to ensure that the protocol and items were clear and that they measured what we 
intended to measure (Torrecilla-Salinas et al., 2019).

The rationale for choosing a within-subject design in this study stems from our 
aim to evaluate the adapted Hoff and Bashir (2013, 2015) model in the AIED con-
text, which theoretically evaluates changes in individual attitudes. Our hypothesis is 
that effective XAI interfaces enhance the understandability of the logic behind AI-
generated recommendations, thereby supporting the formation of trust and, in turn, 
increasing their acceptance. A within-subject design allows us to assess this process 
by demonstrating individual change (Charness et al., 2012).

Participants

The research population included forty-one in-service high-school chemistry teach-
ers (gender makeup: 37 females, four males). The sample displays diverse ages, 
educational backgrounds, and professional experiences. The teachers completed the 
research protocol (see Section "The AI Tool, the Procedure, and the Explainability 
Conditions"), which required 30 to 45 min. Eleven of the 41 teachers participated in 
a semi-structured think-aloud protocol while conducting the survey. Teachers’ teach-
ing and demographic backgrounds appear in Table 1.

The AI Tool, the Procedure, and the Explainability Conditions

The AI Tool

The AI tool that served as the research vehicle was GrouPer – an AI-based recom-
mendation tool developed in previous research (Nazaretsky et al., 2022a). The tool 
is an AI-for-Teacher technology that supports personalized instruction in the con-
text of science education. Its analysis engine uses an unsupervised machine learn-
ing algorithm (cluster analysis) to perform a multidimensional analysis of student 
responses to interactive assessment items. The clustering method assumes that stu-
dents perform similarly on items requiring the same skills and competencies (Naza-
retsky et al., 2019). It then divides students into groups with similar knowledge pro-
files (‘clusters’). The validity of the tool’s underlying algorithms and its ecological 
validity to in-class formative assessment scenarios that are similar to the ones led 
by the teachers who participated in the current study were established in previous 
studies (Din et al., 2023; Nazaretsky et al., 2022a). The clusters are presented in an 
interactive dashboard that enables teachers to examine each cluster’s performance 
and assign learning activities adapted to the needs of student groups based on their 
strengths and weaknesses. It was co-designed with teachers in a process described 
by (Nazaretsky et al., 2021) and is presented in Fig. 3.

As the tool’s dashboard proposes a recommendation based on the analysis con-
ducted by the underlying AI engine, it provides an authentic context to study issues 
of trust and explainability in AI decision-making. Specifically, clustering algo-
rithms generate bottom-up, data-driven grouping based on similarity rather than on 
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predetermined categories. Without predefined categories, the criteria for similarity 
can often be difficult to comprehend and explain (Moshkovitz et al., 2020).

Introducing the AI‑EdTech System to the Teachers

The procedure followed a staged research within-subject design. The teachers did 
not receive a formal training process, as we aimed to avoid any influence on their 
trust in the system. However, before the explanation phase, they were provided 
background information about the GrouPer tool (see Appendix A). In the initial 
phase, the teachers were introduced to GrouPer and how it operates (This was 
before presenting the XAI conditions). Teachers were given instructions about 
the basic dashboard shown in Fig.  3: GrouPer is an AI-powered tool utilizing 
large-scale data, applying a machine learning algorithm to divide students into 
groups based on the similarity in their response patterns in a specific assign-
ment. After analyzing many student responses, the algorithm forms groups and 
assigns each student to their most appropriate group. The circles in the dashboard 
represent students from the teacher’s own class. It is important to note that the 
clusters presented do not reflect the students’ general abilities (like ‘excellent’ or 

Table 1   Teachers’ teaching experience and demographic background

Teachers’ Characteristic Frequency and Percentage
(survey only) (N = 30)

Frequency and 
Percentage
(Survey + semi 
think aloud (N = 
11)

Age
 Below 40 13 (43.3%) NA
 41–50 9 (30.0%) 8 (72.7%)
 Above 50 8 (26.7%) 3 (27.3%)
Experience in teaching (years)
 0–5 8 (26.7%) NA
 6–10 11 (36.6%) 6 (54.5%)
 11–20 8 (26.7%) 1 (9.1%)
 Above 20 3 (10.0%) 4 (36.4%)
Experience in educational technology
 0–5 13 (43.3%) 2 (18.2%)
 6–10 12 (40.0%) 5 (45.4%)
 11–20 2 (6.7%) 4 (36.4%)
Above 20 1 (3.3%) NA
Missing 2 (6.7%) NA
Educational Background
 Bachelor’s Degree 14 (46.7%) 1 (9.1%)
 Master’s Degree 12 (40.0%) 6 (54.5%)
 PhD8 (19%) 4 (13.3%) 4 (36.4%)
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‘struggling’) but provide analytics on students’ knowledge profiles with respect to 
a set of assessment items at a certain point in time. For instance, GrouPer might 
group students sharing a common misconception, encompassing a diverse range 
of knowledge, abilities, and skills within each cluster. The table in the dashboard 
provides more details about the response patterns that are mapped to each pro-
file, with each column representing a specific cluster and each row indicating 
differences in student responses to particular items. This format enables teach-
ers to distinguish between groups. The cells in the table are colored according 
to the following logic: green means that over 70% of the students in the cluster 
answered the item correctly, red indicates less than 50% correctness, and yellow 
represents intermediate cases. The color scheme was co-designed with teachers in 
a previous study (Nazaretsky et al., 2021). The procedures for fitting thresholds, 
deciding the number of clusters, etc., can be found in (Din et al., 2023; Nazaret-
sky et al., 2022a). The full protocol is presented in Appendix A.

It is important to note that throughout all stages of the research, the teach-
ers had access to the assignment (see Appendix A), allowing them to potentially 
relate the identified clusters to the specific assignment if they thought it was 
necessary for them. Teachers were only introduced to the additional informa-
tion provided by the two types of XAI after they had received this basic instruc-
tion regarding GrouPer. In the staged research protocol, the teachers received the 
explanations together with the system’s recommendation. In the first stage, the 
teachers received the data-driven explanation. In the second stage, the domain-
driven explanations were unveiled, and the teachers were asked again to assess 
their understandability, trust, and acceptance.

Fig. 3   Teacher dashboard
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XAI Conditions: Data‑driven and Domain‑driven Explanations

The XAI conditions included two types of explanations presented to teachers gradu-
ally in order to evaluate their impact on understandability, trust, and acceptance. The 
first was a feature importance explanation, highlighting the most crucial questions 
for the model’s results and providing a global explanation. The technical framework 
used to validate this explanation was developed in a previous study (Feldman-Mag-
gor et  al., 2024), where feature importance methods, which are typically applied 
to supervised machine learning, were adapted to generate a global explanation for 
unsupervised machine learning (cluster analysis).

The second was a semantic explanation describing in the curricular language that 
teachers’ speak’ the skills and competencies that each profile masters or struggles in, 
synthesized from the items that were most important for each cluster (see appendix 
A). These explanations, which we refer to as domain-driven, build upon the feature 
importance analysis. The rationale for focusing on these two levels of explanation 
was based on previous studies discussed in Sections “Theoretical Background” and 
“Research Hypothesis and Research Questions”. The importance explanation acts as 
an information filter, highlighting the parts of the data that were most influential on 
the decision without providing synthesized meaning, and is thus referred to as ‘data-
driven.’ These types of explanations received the most attention in applications of 
XAI to AI-EdTech (e.g., Ghosh et al., 2024; Kar et al., 2023), but results on their 
interpretability by educators were mixed (Feldman-Maggor et  al., 2024; Swamy 
et al., 2023). Studies from outside the education domain suggest that incorporating 
semantic domain information can significantly improve the quality of explanations 
(Donadello & Dragoni, 2020; Panigutti et  al., 2020), thus referred to as ‘domain-
driven.’ We used this design to assess our research theory-driven hypothesis that 
domain-driven information can significantly enhance the quality of explanations 
compared to relying solely on data-driven ones (RQ2).

As explained in the previous section (The AI tool), GrouPer was used as a 
research vehicle. Validating its interface, which was co-designed with teachers (Naz-
aretsky et  al., 2022a), was not part of the current research. Still, to minimize the 
possible influence of the specific interface on the participants’ understanding, both 
types of explanations were also presented to the teachers in a textual format along-
side GrouPer’s dashboard (see Fig. 3 and Appendix A). The underlying rationale is 
based on previous HCI and XAI studies emphasizing supplementing visualizations 
with textual explanations (Haque et al., 2023).

Research Tools, Data Collection

Survey

After each stage of receiving an XAI explanation, teachers answered a short survey 
that included three items measuring perceived attributes: understandability, trust, 
and acceptance of the AI recommendations. The items were adapted from previous 
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studies that assess understandability, trust, and acceptance (Hadash et  al., 2022; 
Nazaretsky et al., 2022b; Ribeiro et al., 2016). Each item was measured twice: the 
first measurement was after the data-driven explanation, and the second measure-
ment was after adding the domain explanation (see Appendix A). The staged proto-
col and survey typically took about 45 min to complete, which is considered lengthy 
in real-world research contexts. To avoid participant fatigue and reduce attrition, the 
constructs of trust, acceptance, and understandability were evaluated quantitatively 
using a single item. We adopted this approach following previous study in the field 
of XAI (Ribeiro et al., 2016) and practices acceptable in the psychometric evalua-
tion (Fisher et al., 2016; Gogol et al., 2014; Williamson & Kizilcec, 2021). The vari-
ables and the items are listed below:

Acceptance: was measured using the item “I would accept the groups offered by 
the “GrouPer” tool,” a 5-point scale from 1 = Strongly disagree, 2 = Disagree, 3 = 
Neutral, 4 = Agree, and 5 = Strongly agree.
Understandability: was measured using the item “The explanation using the 
(data-driven/domain-driven) helped me understand the GrouPer tool more.” 
5-point scale from 1 = Strongly disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 
and 5 = Strongly agree.
Dynamic learned trust was measured using the item “The explanation using the 
(data-driven/domain-driven) helped me trust the GrouPer tool more.” 5-point 
scale from 1 = Strongly disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, and 5 = 
Strongly agree.

Semi‑Structured Think‑Aloud Protocol

Think-aloud is a research method that grants insight into the cognitive processes 
underlying actions or decisions. It involves the immediate and spontaneous ver-
balization of thoughts while performing a task or solving a problem, as Ericsson 
and Simon (1998) described. In this method, participants are instructed to articu-
late everything that crosses their minds during the activity without interpreting 
or analyzing their thoughts. This approach ensures that participants express their 
thought processes in real-time. Additionally, it enables triangulating quantitative 
data, as Becker et al. (2022) noted. Different types of think-aloud methods vary in 
their level of prompting (Charters, 2003). The study employed a semi-structured 
think-aloud technique to allow follow-up questions. The semi-structured think-
aloud protocol enables us to gather teachers’ ideas about the explanations and 
their perceived attributes without explicitly steering their opinions with leading 
questions. At the same time, this approach allows probing participants’responses 
in more depth than written responses alone (Good et al., 2020). We follow Good 
et  al. (2020), which suggested that, ideally, participants in a think-aloud study 
should not require coaching but should spontaneously verbalize their inner 
speech, as researcher modeling may introduce bias into think-aloud reporting. We 
follow Charters (2003), who emphasizes that researchers should allow partici-
pants’ think-aloud behavior to remain as natural as possible, even if this results 
in varying degrees of information among participants. We chose this approach to 
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ensure that we could also collect quantitative data from these participants, as we 
will explain in the next section. This method was specifically chosen to explore 
teachers’ perceived attributes about understandability, trust, and acceptance of an 
AI tool. It aimed to prompt honest opinions without leading the participants with 
suggestive questions while allowing for deeper probing than written responses 
permit, following the approach outlined by Good et al. (2020). The teachers who 
participated in this study were asked to describe their thoughts on each educa-
tional scenario and potential interfaces to an interviewer.

Data Analysis

In the quantitative analysis phase, we addressed RQ1 and RQ2. During the quali-
tative analysis phase, we provided additional support for the findings from RQ1 
and RQ2 and also answered RQ3. This is shown in Fig.  4. Figure  4 represents 
part of Hoff and Bashir’s (2015) model that was adopted in this research. In this 
study, we used “understandability” as a proxy for interpreting the results of XAI. 
As detailed in our literature review, understandability, in this context, serves as 
an operational stand-in for explainability. Hoff and Bashir (2015) note that design 
features significantly influence system performance, particularly regarding under-
standability. In our current study, we employed explainability as a key design 
feature, utilizing the concept of understandability to assess the system’s perfor-
mance. Consequently, the two types of XAI conditions—data-driven and domain-
driven—refer to XAI design features that aim to achieve explainability. We incor-
porated these conditions into the model studied, as shown in Fig. 4.

Quantitative Analysis

We used a non-parametric test since the study variables are ordinal and not normally 
distributed (Villasenor Alva & Estrada, 2009). First, we applied the Mann–Whitney 
U test to determine if significant differences existed between the perceived attributes 
of the participants: those who completed the survey using the semi-think-aloud pro-
tocol and those who did not verbalize their thoughts. This analysis aimed to assess 
the possibility of aggregating the data and to check for any observer-expectancy 
effect. Second, we applied the Spearman correlation between the three ordinal varia-
bles (understandability, trust, and acceptance). We hypothesize a positive correlation 
exists between the three-variable building on Hoff and Bashir’s (2013) and, there-
fore, use a one-tailed correlation test for each set of repeated measurements. We 
re-evaluated the significant correlations to show differences (α levels were adjusted 
by applying a Bonferroni corrected α-criterion of 0.025 (0.05/2). We interpret the 
strength of the relationship r as proposed by Xiao et al. (2016): r value that is above 
0.5 is considered high, and r value in the range of 0.3–0.5 is considered moderate. 
We applied a one-tailed Wilcoxon signed-rank test to assess the changes between 
measurements aligning with our research hypothesis.
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Qualitative Analysis

The qualitative analysis was designed with two primary objectives: firstly, to com-
plement and support the quantitative analysis conducted for answering RQ1 and 
RQ2, and secondly, to directly address and provide insights for RQ3. The qualita-
tive analysis was conducted in line with the methodologies of Shkedi (2004) and 
Corbin and Strauss (1990), encompassing both First-order and Second-order theo-
retical analyses. In the First-order analysis, descriptive categories were created to 
capture the range of teachers’ perceptions of the AI tool. This stage laid the foun-
dation for the subsequent Second-order theoretical analysis, which built upon these 
initial analyses. The established descriptive categories were further analyzed and 

Fig. 4   Data analysis methods in relation to the appropriated conceptual model
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interconnected, guided by trust, understandability, and acceptance (Cukurova et al., 
2023; Hadash et  al., 2022; Hoff & Bashir, 2013; Nazaretsky et  al., 2022b). This 
approach enabled a deeper understanding of the underlying thematic structures in 
the context of AI’s educational application. The validation process is aligned with 
Nowell et al. (2017) and Brod et al., 2009. The first author initially analyzed the data 
and identified various categories. The last author then validated this analysis through 
discussions, specifically to reach an agreement on whether particular perceptions 
aligned with trust, understandability, and acceptance. Following this, the first author 
re-analyzed the data, incorporating insights raised. The analysis was continuously 
refined and revalidated until both the first and last authors reached a consensus.

Results

The results section presents our findings in response to each research question. As 
outlined in the methodology, we conducted quantitative and qualitative analyses for 
RQ1 and RQ2 and a qualitative analysis for RQ3. The quantitative analysis is based 
on surveys completed by 41 teachers, with eleven of these participants also engag-
ing in a qualitative think-aloud protocol. During data collection, we observed varia-
tions in the level of detail provided by these eleven teachers; some offered extensive 
insights, while others were more reserved. Unlike the interviews, where respondents 
answered specific questions, the think-aloud protocol allowed teachers to choose 
whether or not to address specific points (Charters, 2003). It is important to note that 
if a teacher does not explicitly provide their view on a particular issue, it does not 
necessarily mean they lack an opinion. Therefore, when we report the perspectives 
of 3 out of the 11 teachers who participated in the think-aloud sessions, it does not 
imply that the others disagree; they simply may not have articulated their stance. To 
ensure the validity of our findings, we focus on qualitative insights that were consist-
ently observed among at least three teachers.

For the quantitative analysis, our objective was to collectively analyze all 41 
teachers’ responses. To ensure the validity of this approach, we conducted a pre-
liminary Mann–Whitney U test to determine if there were significant differences in 
perceived attributes towards trust, understandability, and acceptance between teach-
ers who participated in the think-aloud protocol and those who did not. The lack of 
significant differences allowed us to aggregate the data, facilitating a comprehensive 
quantitative analysis of all the responses.

RQ1: What is the Relationship Between Understandability, Trust, and Acceptance, 
and do These Variables Change During the Teacher’s Interaction with the System?

We begin by addressing RQ1, which assesses the relationship between teachers’ 
understandability, trust, and acceptance and examines whether these factors changed 
after their interactions with the system.

A one-tailed Spearman’s correlation analysis revealed a highly positive and sta-
tistically significant correlation between trust, understandability, and acceptance. 
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The results are presented in Fig. 5A and B. Figure 5A illustrates the correlations 
between the variables following the presentation of the data-driven explanation, 
while Fig.  5B shows the correlations after the domain-driven explanation was 
presented. As we can see in Fig. 5A and B, all correlations were high, above 0.5, 
except one moderate correlation with a value of 0.439. The strong positive cor-
relations indicate a significant relationship between understandability, trust, and 
acceptance. Notably, Fig. 5A and B demonstrate that the correlations between the 
variables were stronger following the Domain-driven explanation, suggesting that 
these factors vary during the teachers’ interactions with the system. We further 
explore these changes in the context of answering RQ2.

We also gained insights into the relationship between understandability, trust, 
and acceptance through our qualitative analysis, as described below. Specifically, 
we examined the relationship between 1) understandability and trust, 2) under-
standability and acceptance, and 3) trust and acceptance. Below, we present how 
analyzing the responses from the think-aloud protocol supports the quantitative 
findings.

As a preliminary step, we wanted to first establish the contribution of the XAI 
features to teachers’ perceived understanding of the analysis, namely, to examine 
the functionality of the explanations. Analyzing the protocol yielded that seven 
teachers reported that the XAI features increased their understandability of the AI 
tool recommendations. As an example, teacher #1 noted that “Information about 
the three questions that had the most impact helped me to understand the division 
of groups better”. The three questions represent the feature importance expla-
nation, which serves as a data-driven explanation. Since the teacher mentioned 
that this explanation helped her understand the division between the groups, we 
consider this an example that provides evidence that XAI can enhance perceived 
understandability. Next, we sought evidence that understandability enables teach-
ers to validate the results. We focus on this issue because, in Hoff and Bashir’s 
model (2013, 2015), the ability to validate the system performance establishes 
trust, and this ability relates to understandability. From five teachers, we learned 
that understandability enabled them to validate the AI group’s recommendations 
through statistics or domain expertise. For example, one teacher (#4) noted, “At 

Fig. 5   Correlation between variables. A – XAI = Data-driven, B – XAI = Domain-driven (N = 41). ** 
Comparison is significant at the 0.01 level (one-tailed). A Bonferroni correction was applied to the α 
value to determine significance
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least I’ll look at samples as they do in factories. The machine does everything; I 
am just taking samples and checking if the tool did it the same way that I did”.

Overall, the qualitative analysis supported our working assumption that the XAI 
features are effective in increasing understandability and that teachers are relying 
on understandability, as Hoff and Bashir’s model (2013, 2015) proposes, to validate 
the system performance. Furthermore, we assessed indications of the relationship 
between understandability and the development of trust among teachers, observing 
whether their perceived trust changed following their reports of perceived under-
standability. We examined teachers’ responses as indicators of changes in their per-
ceived attributes toward trust. Seven out of eleven teachers who participated in the 
think-aloud protocol expressed that the explanation provided improved their trust in 
the AI tool. However, this analysis also revealed that the relation between under-
standability and trust is not straightforward: For three teachers, understandability 
alone was insufficient to establish trust in the AI tool. These teachers reported that, 
for them, real classroom experience is needed to gain trust in the system. As one of 
these teachers (#5) said: “The more I will experiment and obtain results that align 
with my expectations, the more I will trust the system.”

Next, we evaluated the relationship between understandability and acceptance. 
We observed explicit expressions of the relationship between understandability and 
acceptance among four teachers. For instance, one teacher (10#) said, “So, what do 
I do with this information? OK, knowing that this question is difficult for one of the 
groups informs me about what I need to concentrate and work on (with the students 
in each group, indicating that the teacher is accepting the AI recommendation)”.

Finally, we looked for indications of the relationship between trust and accept-
ance. This indication emerged from three teachers. One teacher (#9) stated, “I gen-
erally trust these tools. I accept a certain margin of error, as no tool is perfect. Even 
if the tool (GrouPer) has only 20% reliability, it’s still valuable. It saves time by 
helping target students based on specific skills or content areas in chemistry. I trust 
the tool (GrouPer), knowing its effectiveness will improve as more data becomes 
available”. This teacher explained the logic behind her trust, stating that she accepts 
its analysis, although it may not be perfect, as she has positive expectations that it 
will improve her teaching.

RQ2: To What Extent do Teachers’ Perceptions of System Performance, Trust, 
and Acceptance of AI Tools Shift after Receiving Domain‑driven Explanations 
Following Data‑driven Explanations?

In this section, we explore RQ2 by examining how different types of XAI, specifi-
cally receiving domain-driven explanations following data-driven explanations, shift 
teachers’understandability of system performance, trust, and acceptance of AI tools.

The changes in teachers’ perceived attributes during their interactions with the 
AI system are presented in Figs. 6 and 7. These figures present an increase in under-
standability, trust, and acceptance of AI when transitioning from explanations that 
are based solely on data-driven methods to explanations that are domain-driven. This 
increase in teachers’ perceived attributes towards XAI, an increase from relying on 
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feature importance to integrating domain-driven, was statistically significant. Spe-
cifically, our research hypothesis was that leveraging domain-driven explanations 
will improve the quality of explanations compared to relying solely on data-driven 
explanations, increasing understandability, trust, and Acceptance. To test this, we 
employed a one-tailed Wilcoxon signed-rank test to compare the values measured 
for these constructs after the data-driven explanations and after domain-driven ones. 

Fig. 6   Differences in the three perceived attributes according to XAI type, as shown by a boxplot

Fig. 7   Differences in the three perceived attributes according to XAI type, as shown by a barplot
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The test yielded statistically significant results for all the variables: Understandabil-
ity—W = 80.5, p = 0.005**; Learned trust—W = 52, p = 0.002**; Acceptance—W 
= 22.5, p = 0.003**.

We next turned to qualitative analysis to triangulate and better understand the 
quantitative results. As we discussed in our response to RQ1, seven teachers indi-
cated that XAI enhances their understandability of the AI tool’s recommendations. 
Specifically, among these seven, three teachers noted that data-driven explanations 
increased their trust in the AI tool. However, all seven teachers found that domain-
driven explanations were more influential in building their trust in the tool. This 
suggests that some teachers prefer domain-driven explanations over data-driven 
ones in fostering trust. For example, one teacher (#3) commented, “Semantic infor-
mation about the difficulties and strengths helped me trust more”. Similarly, another 
teacher (#4), who initially expressed skepticism (after receiving the data-driven 
explanations), acknowledged a shift in her acceptance after receiving the domain-
driven explanations: “At first, I was doubtful, but now I am convinced of the tool’s 
utility, especially in mapping students”.

RQ3: Which Additional Factors May Influence Teachers’ Willingness to Accept 
and Rely on AI Analysis?

We addressed RQ3 qualitatively by evaluating which additional factors may influ-
ence teachers’ willingness to accept AI recommendations. We identified two catego-
ries highlighted by teachers as factors promoting acceptance. We interpreted them as 
situational factors that influenced acceptance and were not directly related to trust. 
These two categories are pedagogical considerations and AI’s workload reduction 
potential. The category of pedagogical considerations emerged in eight think-aloud 
protocols. For example, as noted by one teacher (#1), “In this approach, the learning 
material is broken down to allow some students to progress at a pace, that’s right 
for them, even if it’s slower than the rest of the class. This method supports a per-
sonal learning pace, ensuring that all students can advance in a way that suits their 
individual needs”. The role of AI as workload reduction potential’ was described 
by six teachers. For instance, a teacher (#5) explains: “Mapping students based on 
specific criteria, such as their proficiency in chemistry, can be time-consuming for 
me… It helps identify students needing more attention or support in certain areas”.

The qualitative analysis presented in the results section represents our second-
order data analysis. These results have been incorporated into our theoretical frame-
work, as shown in Fig. 8, where we added the option to validate AI recommenda-
tions by experience or understandability of the original model. In our theoretical 
framework, trust and understandability impact acceptance. However, we acknowl-
edge that acceptance is also influenced by situational factors that are not directly 
related to trust. Our qualitative analysis identified potential workload reduction and 
pedagogical considerations as additional factors unrelated to trust that may impact 
acceptance. For example, workload reduction is likely to enhance acceptance, and 
pedagogical considerations can lead to enhanced acceptance if teachers perceive the 
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system as aligned with their pedagogical approach. However, these two factors are 
certainly only a subset of the additional situational factors that impact acceptance.

Discussion

Trust is key to the teachers’ acceptance of AI-EdTech recommendations. Research 
in other domains underlined the dynamic nature of trust, and studying this aspect 
within AIED contexts with teachers was the first goal of this research. Specifi-
cally, previous AIED research on trust (e.g., Conijn et al., 2023; Nazaretsky et al., 
2022a) assumed that increasing knowledge and transparency by explaining how the 
AI system reaches its decisions will increase trust and acceptance. We concur with 
the approach, but our research sought to provide a more structured, theory-driven 
explanation highlighting the dynamic nature of trust with its different categories of 
dispositional, situational, and learned trust. We considered the model of Hoff and 
Bashir (2013, 2015; see Fig.  1) on trust in automation particularly appropriate to 
our purposes. The original model describes the relationship between design features, 

Fig. 8   Conceptual framework and second-order data analysis
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system performance, learned trust, and acceptance. We adapt it to study the relations 
between XAI, understandability of the system performance, trust in it, and accept-
ance of its decisions in the following manner. First, we observe that understandabil-
ity is an aspect of system performance (which Hoff & Bashir, 2013, 2015 also men-
tioned explicitly). We then make the additional observation that XAI features are 
Design Features meant to increase understandability. These two refinements of the 
model are illustrated in Fig. 2. This leads to the refined model presented in Fig. 4, 
which relates to XAI, understandability, trust, and acceptance (hereafter, we refer to 
this refined model as ‘the model’).

Our first research question then concentrated on validating the model’s con-
nections between understandability, trust, and acceptance. We did so in empirical 
research with teachers to evaluate the applicability of the model to explain impor-
tant dimensions in teacher-AI interactions. By doing so in varied conditions, we 
hoped also to shed light on the dynamic nature of trust. The quantitative analysis of 
RQ1 (see Fig. 5) reveals i) a strong connection between understandability, trust, and 
acceptance, as anticipated by the model, and ii) shows how trust changes as a func-
tion of temporal system-related aspects.

Next, in RQ2, we explored the relationship between XAI and understandability. 
To recap, our model interprets XAI as a system design feature that, according to 
the model, influences understandability, which impacts trust. This theoretical model 
can explain the findings of Nazaretsky et al., (2022a, 2022b, 2022c), who showed 
that understanding the internal logic behind how an AI grading system scores stu-
dent responses increased teacher trust in the automated assessment. However, fol-
lowing the more nuanced results of Kizilcec (2016), who provided a perspective on 
the possibly opposite effect of different types of explanations on trust, we decided to 
examine the relation between XAI and understandability under several conditions, 
namely, with different types of XAI schemes.

The specific example of understandability in our study concerned the cluster-
ing results. Since clustering is based on an unsupervised algorithm, the results are 
not pre-defined and can be difficult to explain (Moshkovitz et al., 2020). This algo-
rithmic approach to grouping differs from teachers’usual classroom practice, where 
groups are typically formed based on a range of grades (Boaler, 2020; Betts & 
Shkolnik, 2000). The findings from the think-aloud protocol provided evidence that 
teachers who received the data-driven explanation understood that the groups were 
not pre-defined but rather determined by the algorithm. Additionally, the domain-
driven explanation helped them relate the clustering results to their existing knowl-
edge and pedagogical practices. From this perspective, a combination of both expla-
nations may be necessary for better understandability and trust formation.

The analysis of RQ1 and RQ2 was confirmatory and primarily quantitative, 
but it was also triangulated with the think-aloud protocols, which provided 
richer data that included additional insights. When analyzing the think-aloud 
transcripts, it was evident that additional factors, which were not included in 
the model, might influence trust. Addressing this aspect was formulated through 
RQ3. To answer this, we conducted an exploratory, qualitative analysis to 
reveal additional factors that may play a role in shaping trust and acceptance. 
This analysis highlighted additional factors, potential workload reduction and, 
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pedagogical considerations as situational factors. These factors were also high-
lighted in previous research as significant factors influencing the adoption of AI-
EdTech with a survey approach (Cukurova et al., 2023), yet our work adds more 
nuance to these factors with its qualitative nature.

In terms of the strength of the influence that each factor has on trust, the cur-
rent study did not try to evaluate the relative influence XAI has on trust versus 
other factors. However, a few teachers stressed their need for a real experience 
with their own classroom using GrouPer. These teachers reported that real class-
room experience would be necessary to develop trust (see Fig. 8). Furthermore, 
our analysis provides evidence that understandability achieved through XAI is 
highly correlated with acceptance of AI-EdTech recommendations. This is in 
line with the work of Hancock et al. (2011), who argued that system features are 
more important than individual features in determining the amount of trust one 
would have in the system. Thus, our work provides strong evidence that justifies 
the investment in XAI as a means to increase teachers’ trust in and acceptance of 
AI-EdTech recommendations.

Research Limitations

The research has several limitations. One threat to the internal validity was the 
within-subject staged design that was used to evaluate the level of and the relation 
between understandability, trust, and acceptance under the two XAI conditions, 
domain-driven and data-driven explanations. The main risk with this type of design 
is a ‘carryover effect’ in which the second stage of the research is impacted by the 
first one. We chose a within-subject design since our aim was to evaluate the adapted 
Hoff and Bashir (2013, 2015) model in the AIED context, which centers on how 
attitudes change over time. A typical solution is conducting the research with mul-
tiple groups that receive the intervention in different orders. However, this solution 
requires a significantly larger number of research subjects, which was not feasible, as 
the ‘authenticity’ criterion imposed requirements that limited the number of suitable 
research subjects. In terms of the construct validity of our measurement, our model 
refers to understandability, which is an attribute of the system, but our measurement 
of this attribute is through its perception by the participants, which may differ from 
its actual one. Also, with respect to the measurement, the variables of trust, accept-
ance, and understandability were evaluated using a single item. This approach was 
chosen to avoid overloading the participants, as the staged protocol and survey typi-
cally took about 45 min to complete, which is considered long in real-world research 
contexts. We note that it was important to conduct this research in a real-life context, 
as the authenticity of the setting was found to influence teachers’attitudes, thereby 
impacting the validity of the results (Nazaretsky et al., 2022a). Thus, using a single 
item was a deliberate choice aimed at balancing between two competing threats to 
the validity of the research. Lastly, we acknowledge that the small sample size poses 
limitations to the generalizability of the results.
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Implications and Future Research

This study has several practical applications. With respect to XAI design, develop-
ers should bear in mind that the understandability of XAI features influences trust 
and acceptance in AI and that effective explanations should include technical, data-
driven insights and domain-driven ones that educators can interpret. Not surpris-
ingly, the findings also emphasize that teachers are more likely to trust and accept 
AI tools if they align with their pedagogical practices and help reduce their work-
load. Regarding teachers’ professional development, while this was not the focus of 
our research, we believe one important implication is that AI-related training should 
also enhance educators’data fluency, enabling them to make better use of more tech-
nical, data-driven explanations.

In addition to practical implications, several avenues for future research can be 
sketched. In this study, we studied trust through the prism of the model proposed 
by Hoff and Bashir (2013, 2015), which centers on the dynamic nature of trust and 
its relation to XAI and understandability. However, trust and its dynamics can also 
be impacted by other factors. For example, trust can be learned through repeated 
experience with a certain tool (e.g., learning to trust a navigation system after being 
repeatedly convinced of its accuracy) or through the credibility of the institution 
behind the tool (e.g., trusting a drug, knowing that the FDA approved it). Future 
research can further investigate these factors.

Another direction for future research is the dynamic nature of other types of atti-
tudes/perceived attributes, beyond trust, toward AI tools in education. While Hoff 
and Bashir (2013, 2015) explicitly used the term “dynamic” only in the context of 
learned trust, our findings suggest that understandability and acceptance, both of 
which are associated with trust, can also evolve during and after the interaction with 
the AI system. Future research could further investigate the dynamic nature of these 
and other AI-related attitudes in the context of education.

Our study focused on the type of information provided through the explanations 
rather than on how the information was served to the educators. Future research 
could also explore how different dimensions beyond the type of information, such 
as types of visualizations, impact educational stakeholders’understandability. Over-
all, while the understandability of AI recommendation systems has been studied in 
healthcare, transportation, and HCI (Joyce et al., 2023; Perez-Cerrolaza et al., 2024; 
Shin, 2021), it has received less attention within the AIED community. Since under-
standability is closely linked to trust, understanding can help ensure that trust in AI 
is developed through informed understanding rather than based solely on intuitive 
impressions or positive user experiences. Finally, while we have focused on teach-
ers, future research can study trust among other educational stakeholders, such as 
students, policymakers, and parents. This is particularly relevant today, as policy-
makers actively shape strategies for AI implementation in education (Ifenthaler 
et al., 2024), and the public gains widespread access to various generative AI tools, 
influencing both policy discourse and classroom practices.
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Summary and Contribution

Trust is a critical factor in teachers’adoption of AI-EdTech, yet its dynamic nature 
remains underexplored, and there is a lack of well-established theory connect-
ing it to XAI. To address this gap, the present study first proposed a theoretical 
model that connects XAI, understandability, trust, and acceptance and is based 
on applying Hoff and Bashir’s Trust in Automation model (2013, 2015) to the 
space of teacher-AI interaction. Then, the study explored the relationship between 
different types of XAI schemes and teachers’trust and acceptance of AI-powered 
recommendations. According to the model, these factors are linked to the sys-
tem’s understandability, which is achieved through the XAI schemes. The model 
was tested through a mixed-method, within-subject study involving 41 in-service 
chemistry teachers who performed an authentic task with an AI-powered EdTech 
tool. Participants were exposed to two types of XAI explanations: data-driven 
(feature importance) and domain-driven (semantic explanations in curricular lan-
guage). The results confirmed a strong positive correlation between understand-
ability, trust, and acceptance, as predicted by the model. Teachers demonstrated 
a preference for domain-driven explanations, which significantly enhanced their 
perceived understandability, leading to a positive change in trust and acceptance. 
The first key contribution of the present research is thus proposing a theoretical 
explanation of how XAI can contribute to trust and acceptance by increasing the 
system’s understandability. The second key contribution is showing that domain-
driven explanations can further enhance teachers’ understandability, trust, and 
acceptance compared to explanations that are merely data-driven. In doing so, the 
findings stress the dynamic nature of teachers’ trust in AI systems, showing that 
it evolves with user experience and the suitability of the XAI scheme, which is 
the third research contribution. Furthermore, two contextual factors, pedagogical 
perspectives and workload reduction potential, emerged as additional factors that 
may influence teachers’ acceptance of AI recommendations.

Appendix A. The Educational Protocol Provided to the Teachers

Introduction to the Tool

Scenario: Students completed a questionnaire administered via an online environ-
ment. The responses were processed using a clustering algorithm, which divided 
the class into groups (clusters) of students with similar characteristics. The results 
were presented in the GrouPer dashboard.

Goals of the GrouPer Tool:

•	 Provide immediate diagnosis of students’ strengths and difficulties across var-
ious aspects.

•	 Automatically group students based on common characteristics.
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We will now present a scenario demonstrating how the GrouPer tool works. In 
this scenario, 11 th-grade students completed a matriculation preparation question-
naire on the topic of stoichiometry (click​ here for the quest​ions.).

The 11 th-grade students’ responses were analyzed, and the dashboard displays 
the grouping (clustering) results. Each group (cluster) contains students with similar 
response patterns. The dashboard shows the number of students in each group. The 
GrouPer Dashboard is presented in Fig. 9.

GrouPer is an AI-powered tool utilizing large-scale data, applying a machine 
learning algorithm to divide students into groups based on the similarity in their 
response patterns in a specific assignment. After analyzing many student responses, 
the algorithm forms groups and assigns each student to their most appropriate group. 
The circles in the dashboard (Fig. 9) represent students from the teacher’s own class. 
It is important to note that the clusters presented do not reflect the students’ general 
abilities (like ‘excellent’ or ‘struggling’) but provide analytics on students’ knowl-
edge profiles concerning a set of assessment items at a certain time.

The table, which uses green, orange, and red colors, displays the representative 
response pattern for each profile. Each column represents a specific cluster (group). 
Each row corresponds to a particular questionnaire item, showing how students 
in each cluster responded to that item. The color coding works as follows: Green 
indicates that more than 70% of students in the cluster answered the item correctly. 
Red indicates that fewer than 50% answered correctly. Orange represents cases in 
between (50%-70% correct).

Explanations about artificial intelligence algorithms are usually designed 
for experts in the field. However, as AI-based tools become more common in 

Fig. 9   GrouPer Dashboard

https://docs.google.com/document/d/1gULGq5QdoUWEYymIGC69e5pmsT3I0ZHk/edit?usp=sharing&ouid=111082985714990261310&rtpof=true&sd=true
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educational settings, there is a growing need to make these explanations acces-
sible to teachers and other users. One widely accepted approach for data-driven 
explaining how an AI-based algorithm works is to highlight which questions had 
the greatest influence on the model’s clustering decisions. In the case of the stoi-
chiometry questionnaire, questions 8, 9, and 11 had the most significant impact 
on determining a student’s group. (This analysis was conducted using several dif-
ferent methods.).

For each of the following statements, please indicate the extent to which you 
agree using a Likert scale from 1 (strongly disagree) to 5 (strongly agree).

I would accept the groups offered by the “GrouPer” tool, a 5-point scale from 
1 = Strongly disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, and 5 = Strongly 
agree.

The explanation using the data-driven helped me understand the GrouPer tool 
more. 5-point scale from 1 = Strongly disagree, 2 = Disagree, 3 = Neutral, 4 = 
Agree, and 5 = Strongly agree.

The explanation using the data-driven helped me trust the GrouPer tool more. 
5-point scale from 1 = Strongly disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 
and 5 = Strongly agree.

In order to improve the GrouPer tool, the following domain-driven explana-
tions were added, which include additional information about the clusters. (See 
Fig. 10).

For each of the following statements, please indicate the extent to which you 
agree using a Likert scale from 1 (strongly disagree) to 5 (strongly agree).

I would accept the groups offered by the “GrouPer” tool, a 5-point scale from 
1 = Strongly disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, and 5 = Strongly 
agree.

Fig. 10   Domain-driven explanation for each cluster
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The explanation using the domain-driven helped me understand the GrouPer 
tool more. 5-point scale from 1 = Strongly disagree, 2 = Disagree, 3 = Neutral, 
4 = Agree, and 5 = Strongly agree.

The explanation using the domain-driven helped me trust the GrouPer tool more. 
5-point scale from 1 = Strongly disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, and 
5 = Strongly agree.
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