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3-D Fitts’ Law for Performance Prediction of
Human–Machine Teaming

Yuhui Wan and Chengxu Zhou

Abstract—Human machine teaming (HMT) applications,
bolstered by advancements in control technology, are pro-
liferating across industries. Despite this, accurately pre-
dicting HMT performance and time efficiency, particularly
in open and potentially hazardous environments, remains
challenging due to the complexity of modeling mission diffi-
culty and human behavior. This study tackles the challenge
by extending cursor-based Fitts’ law into a 3-D context with
six degrees of freedom. This represents the first attempt
to model task difficulty in HMT by integrating both target
translational and orientational components, effectively ex-
panding Fitts’ law beyond human–computer interaction to
robots and machinery. This novel approach is tailored for
HMT applications and tested through an excavator sim-
ulation and a quadruped manipulator robot experiment.
The study showcases our model’s capability to predict the
performance of complex, multistep HMT tasks accurately.
This research opens a novel pathway in HMT performance
prediction, offering promising implications for real-world
applications.

Index Terms—Fitts’ law, human–machine teaming (HMT),
human–robot interaction, mobile manipulation.

I. INTRODUCTION

HUMAN–MACHINE teaming (HMT) represents a piv-
otal advancement in technology, facilitating collaborative

operations between humans and machines across a variety of
complex and dynamic environments. This synergy is particu-
larly prominent in sectors, such as the manufacturing indus-
try [1], state-of-the-art aerial transportation [2], aerospace [3],
and emergency response scenarios [4], where the integration of
sophisticated machines and skilled human operators contributes
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Fig. 1. Proposed method designs standard tasks based on the splitting
motion capability of targeted HMT and feeds standard tasks’ data into
3-D Fitts’ law to understand the performance of HMT, then it predicts
feature task performance based on new task parameters and previous
HMT data.

to systems performance. Performance prediction is critical as it
directly influences decision-making and the overall effectiveness
of human–machine interactions [5]. The ability to predict HMT
performance under various mission parameters can significantly
improve operational planning, minimize downtime, and enhance
safety.

Despite advancements in technology, accurately forecasting
the time required for HMT to perform specific tasks in real-
world scenarios remains a persistent challenge. The prediction
of HMT performance remains complex [1], [6], and the inherent
unpredictability of missions in open environments [7], [8]. This
study addresses these challenges by enhancing task difficulty
and human skill modeling, thereby enabling more accurate and
efficient outcomes.

Given the complexity of human–machine systems, consider-
ing every aspect, including machine parameters, human factors,
and system control errors, can be arduous. Our approach lever-
ages Fitts’ law [9] as a framework to treat the HMT as an inte-
grated system, where such factors are incorporated collectively
within our predictive model as hidden variables. Furthermore,
we extend Fitts’ law into a 3-D context in six degrees of free-
dom (DoF) with three DoFs in translation and three DoFs in
orientation for the spatial relationship between the machine
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agent and mission target, which enhances precisely modeling
task difficulty and predicting future HMT performance, along-
side with motion capability identification to generate standard
tasks (see Fig. 1 for a depiction). By including the orientation of
the target, our approach extends previous works from human–
computer interaction [10], [11] to real-world HMT applications.
This novel approach is the first of its kind, filling the critical gap
in existing models by considering the multidimensional nature
of HMT tasks in the real world.

Predictive models for HMT performance encompass a wide
spectrum of approaches [12]. Numerous studies have concen-
trated on human-centric factors, such as modeling cognitive
performance [13], while others have utilized operator models to
semantically map working memory [14]. The notion of ‘neglect
tolerance’, based on the operator’s available time, has been em-
ployed to estimate the maximum number of robots an operator
can manage [15]. One study utilizes a higher order Markov
chain approach to model human assembly sequences alongside
robots to predict future activities based on their historical se-
quence [16]. Furthermore, physiological measures, including
brain activity and eye movement, have been leveraged to an-
ticipate performance and situational awareness in teleoperated
drone exploration [17]. While these models provide invaluable
insights, they often overlook the specific characteristics and re-
quirements of machines and tasks and lack a reliable benchmark
for real-world HMT applications.

Fitts’ law [9], a predominant model in human–computer inter-
action, holds the potential for predicting system performance by
integrating human and computer interface elements. However,
its applicability is currently constrained by its 1-D design that
uses distance and target size to predict the MT of the cursor
on the screen, thereby limiting its relevance outside virtual
environments. Efforts to extend Fitts’ law, introducing variables,
such as cursor size and angular distance [18], [19], [20], [21],
[22], have predominantly remained within the confines of virtual
or simplified 2-D contexts. This poses a challenge in accurately
modeling the complex, real-world tasks that are characteristic
of HMT systems. While some studies have attempted to apply
these adapted versions of Fitts’ law to real-world HMT [23],
[24], machines and robots are often viewed as conduits for
human input rather than direct participants in task execution.
Consequently, these approaches predominantly focus on human
performance, neglecting the physical capabilities and parame-
ters of the machinery involved.

As a result, there is a substantial gap in current predictive
models, which struggle to offer a comprehensive framework
that can encapsulate the diverse and intricate nature of HMT
systems and the tasks they encounter. This includes challenges
related to understanding the motion capabilities of machines and
the complexity of tasks in real-world settings, underscoring the
need for more holistic and multidimensional approaches in HMT
performance prediction.

In response to these challenges, this article presents a pio-
neering framework for predicting HMT performance. The key
contributions of our study can be summarized as follows:

1) We propose a systematic method to predict real-world
HMT performance. Our approach comprises three key
components as follows.
a) The creation of an expansive mathematical model of

HMT tasks by extending Shannon’s index of diffi-
culty (ID) formulation into 3-D space with six DoFs,
considering both translation and orientation between
the target and the agent.

b) The development of principles for designing stan-
dardized benchmark tasks, which ascertain the mo-
tion capabilities of the targeted machine agent, laying
the foundation for a comprehensive model for all
subsequent tasks.

c) The development of a formulated performance pre-
diction model based on Fitts’ law, employing standard
tasks to understand the characteristics of the HMT
and predict future system performance.

d) Implementation of a method to identify the minimum
set of standard tasks required for accurate prediction
based on the machine agent’s motion capabilities.

2) Following our theoretical contributions, we conducted
two empirical validations to demonstrate the model’s
efficacy and applicability in diverse HMT systems.
a) A web-based simulation involving 16 human partic-

ipants using a remote control excavator, providing
insights into virtual HMT interactions.

b) A real-world experiment with a quadruped manipu-
lator robot, involving 7 human users and 2 distinct
human–machine interfaces, to assess the model in a
tangible, real-life scenario.

The rest of this article is organized as follows. We begin
with a review of Fitts’ law and its adaptations in Section II.
Our proposed 3-D Fitts’ law is outlined in Section III. The
validation method in Section IV, encompassing the simulation
in Section IV-C and experimental in Section IV-D. The results
and analysis are presented in Section V, followed by a discussion
in Section VI. Finally, Section VII concludes this article.

II. RELATED WORK

P. M. Fitts proposed a widely recognized method, known
as Fitts’ law, for predicting human–machine interface perfor-
mance [9]. This model predicts the MT of a user moving a
mouse cursor on the screen to a target location via an ID of
the movement

MT = a+ b · ID (1)

where constants a and b depict a linear polynomial line repre-
senting the relationship between MT and ID called the prediction
line. The foundation of the model’s accuracy is predicated on
the accurate modeling of ID, originally encompassing only the
linear distance (d) to the target and the width (w) of the target

ID = log2

(
2d
w

)
. (2)
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Over the years, numerous modifications and enhancements
have been made to the original Fitts’ law (2), with one of the most
prevalent being the Shannon formulation [20]. This formulation
mitigates the possibility of a negative ID to better align with
empirical data by incrementing the ratio by one

ID = log2

(
d

w
+ 1

)
. (3)

However, both the Shannon formulation and the original Fitts’
law are limited to 1-D and only consider linear movements.
Subsequent research explored the expansion of this model into
a 2-D space. Most of these adaptations are predicated on the
Shannon formulation (3). One model accounted for both the
linear distance to the target position and the cursor’s rotation
distance to the target direction within the difficulty index by
integrating the respective rotational distance (θ) and rotational
tolerance (δ) [21]

ID = log2

(
d

w
+ 1

)
+ log2

(
θ

δ
+ 1

)
. (4)

Since these models predominantly focus on human control
of a cursor, usually represented as a single point devoid of size
or mass, there are complications when attempting to represent
the machine system. An innovative experiment utilized a human
finger as the cursor [10], factoring in the size of the human finger
(f ) for ID calculation

ID = log2

(
2d

w + f

)
. (5)

This methodology has important implications for modeling
the difficulty of HMT tasks since a single point cannot accu-
rately represent most HMT systems. Previous research explored
combining these modifications to evaluate the performance of a
human–robot system [25].

Nevertheless, these methodologies remain confined to a
2-D space and face difficulties in accurately representing real-
world HMT operations. Limited research explores the extension
of Fitts’ law into the 3-D realm [26] and its application to
HMT [23]. Recent studies have combined translation distance
and rotational distance [27], and also incorporated changes in
target depths into the original Fitts’ law [28]. Recent studies have
expanded the application of Fitts’ law to virtual reality (VR)
environments, specifically focusing on cursor control [11], [29].
While these adaptations effectively evaluate human performance
within human–computer interaction instead of machinery, their
scope is generally limited to the cursor, which only has trans-
lation in 3-D space without target orientation, which is crucial
in the context of machine operation. Consequently, such adap-
tations might not fully capture the complexities and nuanced
performance demands of HMT in practical, real-world settings.
Benefiting from the diversity of approaches evolving from Fitts’
law, our proposed model optimally integrates different meth-
ods to develop a 3-D six DoFs prediction model to represent
operational HMT.

There is a conspicuous lack of research focusing on develop-
ing Fitts’ law into a 3-D model for predicting HMT performance.
Such predictive models would benefit both the development

process and real-world operation of HMTs, especially for mobile
manipulation missions in uncertain environments.

III. METHOD

A. Process Overview

This section outlines a step-by-step overview of the algorith-
mic process involved in applying the proposed 3-D Fitts’ law
model for predicting HMT performance. The process, as shown
in Fig. 1, can be articulated through the following stages.

1) Motion Capability Identification:
a) Identify the motion capabilities of the system.
b) Determine the minimum set of standard tasks re-

quired, as detailed in Section III-B.
2) Standard Task Modeling:

a) Define parameters for each standard task, including
distances, angles, and target sizes.

b) Calculate the ID for each standard task using the
extended 3-D formulation of Fitts’ law, as detailed
in Section III-C.

3) Data Collection:
a) Conduct standard tasks through simulations or real-

world experiments and record the performance.
4) Practical Task Modeling:

a) Decompose the practical task into standard tasks.
b) Calculate the ID of the practical task based on corre-

sponding standard tasks.
5) Performance Prediction:

a) Emphasise to derive prediction lines from the data
collected for standard tasks.

b) Apply the prediction model to estimate performance
times for the practical task based on its ID calculated.

B. Motion Capability Identification

Standard tasks play an integral role in both understanding the
system and constructing an effective predictive model. The key
to building this model lies in the identification of the motion
capabilities of the targeted machine agent. This identification
process determines the minimum set of standard tasks (p) nec-
essary to ensure the model’s comprehensiveness, allowing it to
accurately represent and predict a wide range of subsequent
tasks. Essentially, the goal is to configure every potential task as
a combination of these standard tasks.

The calculation of this minimum set of standard tasks, p, is
directly linked to the total number of distinct motion capabilities
(m) of the machine agent. This total encompasses both the
individual motion capabilities and their possible combinations
(C). Mathematically, this relationship can be expressed as

p =
m∑
r=1

Cr
m =

m∑
r=1

m!

r!(m− r)!
= 2m − 1. (6)

To illustrate, consider a wheeled-legged humanoid robot with
two distinct types of locomotion capabilities (legs and wheels)
and two manipulation capabilities (each arm). For this robot,
the total number of motion capabilities (m) is 4. Therefore,
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Fig. 2. Giving the position of the machine agent and the target, the
definition of each parameter used in calculating the 3-D ID in a polar
coordinate system.

according to our model, the required number of standard tasks
(p) for accurate prediction would be 15.

C. Extending Fitts’ Law to 3-D

Our proposed model extends Fitts’ law to predict task per-
formance by quantifying the motion time required to complete
tasks with a HMT system, taking into account the task’s IDs.
The key advancement in our model lies in the comprehensive
consideration of task difficulty. Unlike most previous works that
treat the agent solely as a point and target as a volume in space
and only account for translational motion, our model introduces
both translation and orientation in 3-D, considering all six DoFs.
This makes our approach the first to extend Fitts’ law to true 3-D
space, accounting for three translational and three orientational
DoFs, as illustrated in Fig. 2. It is critical to consider the target’s
orientation for tasks in the real world, including pressing buttons
and assembling parts. Consequently, the ID in our 3-D Fitts’ law
is represented by both a translation ID (IDtrans) and an orientation
ID (IDori), which can be expressed as

ID = IDtrans + IDori. (7)

1) Modeling Distances: Inspired by (4) and (5), there are two
fundamental types of distance: linear distance and rotational
distance. In this work, we define the ID of linear distance as

IDlinear = log2

(
d

wt ± we
+ 1

)
(8)

where d is the linear distance, and wt and we represent the sizes
of the target and agent, respectively. The relationship (addition
or subtraction) between the target and agent sizes depends on
the specific task requirements.

Next, we define the ID for rotational distance as

IDrot = log2

(
θ

δ
+ 1

)
(9)

where θ represents the rotational distance and δ represents the
rotational tolerance or limit.

By combining these two forms of distance, we can describe
both the translation and orientation of the target relative to the
machine agent in 3-D space.

2) Translation Index of Difficulty: For the translation ID
(IDtrans), we establish a coordinate system with the agent’s
starting location at the origin. In this coordinate system, the
agent faces the +x direction, with +y pointing to the left and
+z pointing upwards. Either a Cartesian or polar coordinate
system can be used to describe the position of the target relative
to the agent. For example, a Cartesian robot would be better
suited to a Cartesian coordinate system, whereas an articulated
robot may prefer a polar coordinate system.

In a Cartesian coordinate system, the translation is described
by linear distances along the x, y, and z axes. Thus, the IDtrans

can be expressed as the sum of three IDlinear components

IDtrans =
∑

i∈{x,y,z}
IDlineari =

∑
i∈{x,y,z}

log2

(
di

wti ± wei

+ 1

)
.

(10)
In a polar coordinate system, the position is described by two

rotational distances (α and β) and one linear distance (r). The
azimuthal angle (θα) is defined as the angle between the positive
x-axis and the projection of the point onto the xy-plane, while
the polar angle (θβ) is the angle between the positive xy-plane
and the line from the agent to the target, as depicted in Fig. 2.
These angles have corresponding maximum movement ranges
(δα, δβ ∈ [0◦, 180◦]), depending on the agent’s configuration.
For an agent capable of rotation 360◦, a maximum range of
180◦ will be used on either side, depending on which side is
closer to the target.

Thus, the IDtrans in a polar coordinate system can be rep-
resented as the sum of two IDrot components and one IDlinear

component

IDtrans =
∑

i∈{α,β}
IDroti + IDlinearr

=
∑

i∈{α,β}
log2

(
θi
δi
+1

)
+log2

(
dr

wtr ± wer

+1

)
(11)

where the target and agent sizes (wt and we) are represented by
the diagonal widths on the contacting surface. For example, in
locomotion tasks, this is the ground, and the size is the diagonal
length of the vertical projection area. In manipulation tasks,
where the contacting surface is the front of the end-effector,
the size is measured on this contacting surface.

3) Orientation Index of Difficulty: The orientation ID (IDori)
accounts for the target’s approach tolerance (δ) and the differ-
ence from the optimal approach angle (θ), where the optimal
angle corresponds to the target’s facing direction. We divide δ
and θ into yaw, pitch, and roll components, as shown in Fig. 2.
Thus, the IDori comprises three IDrot components, which can be
calculated as

IDori =
∑

i∈{yaw,pitch,roll}
IDroti =

∑
i∈{yaw,pitch,roll}

log2

(
θi
δi

+ 1

)
.

(12)
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4) Generalization of the Model: HMTs may exhibit different
motion capabilities across various DoFs, and even within the
same motion, the difficulty can vary depending on the direction
or type of movement. To accommodate these variations and
ensure that our model remains generalisable to a wide range
of applications, we introduce weighting factors (k) for each
component of the ID.

These weights reflect the intrinsic motion capabilities of the
HMT across different DoFs, allowing us to adapt the model
to account for any differences in difficulty encountered during
translation or orientation. For instance, an HMT may perform
differently in linear versus rotational movements, in which case
different weights can be applied to the translational and ori-
entational indices of difficulty. In this case, (7) is modified as
follows:

ID = ktrans · IDtrans + kori · IDori (13)

where ktrans and kori are weight vectors representing the relative
difficulty of translation and orientation, respectively, based on
the HMT’s specific motion capabilities.

By introducing these weighting factors, we ensure that the
model can be tailored to different HMTs, accounting for their
inherent strengths and limitations in various DoF. This makes
the model more flexible and generalizable across a wide range of
tasks and systems without compromising its predictive accuracy.
For simplicity, in the article, we assume an evenly capable HMT,
and therefore all DoFs share the same weights i.e., k = 1 for all
DoFs.

5) Practical Task Modeling: In real-world applications, prac-
tical tasks are often composed of multiple subtasks. Regardless
of the number of subtasks involved, as long as they are within
the HMT’s identified motion capability (see Section III-B), each
practical task can be decomposed into individual subtasks, and
each subtask’s difficulty can be quantified using the weighted
ID as described in (13).

Thus, for any feasible practical task, the overall ID for the
proposed 3-D Fitts’ law can be expressed as

IDprac =

n∑
i=1

ki · IDi (14)

where n is the number of subtasks in the practical task and
ki represents the weight applied to each subtask based on its
specific characteristics and the HMT’s motion capabilities.

This decomposition allows us to apply the proposed 3-D
Fitts’ law to a wide range of complex tasks, ensuring that the
difficulty of each motion component is accounted for in relation
to the HMT’s capabilities. The result is a comprehensive model
that can predict task performance even in complex, real-world
scenarios involving multiple DoF and varying task difficulty.

IV. VALIDATION

This section presents a comprehensive validation process for
the proposed prediction model, including simulation and real-
world experiments. The validation aims to assess the model’s
versatility and effectiveness, both in a simulation environment

Fig. 3. Example of parameters for the selected platform in three re-
quired standard tasks: (a) locomotion task. (b) manipulation task. and
(c) combined task. (a) Tmob. (b) Tmani. (c) Tcomb.

with a construction machinery agent and in real-world scenarios
with a legged robot agent.

The performance parameters of standard tasks were used
to predict the HMT performance of an advanced multistep
practical task, as depicted in Fig. 1. The predicted time result
was compared with the actual measured value to evaluate the
effectiveness of the proposed model.

A. Design Principle

We select articulated machines and robots due to their broad
applicability in industrial settings. Consequently, a polar co-
ordinate system is employed to align with these applications
through (11). In detail, we use a mobile base with an articulated
arm as the agent platform. Such platforms benefit from merg-
ing locomotion with manipulation capability, allowing them to
navigate diverse environments while manipulating objects. They
are frequently used in various industries, such as construction,
logistics, manufacturing, and service robotics. Specifically, we
selected an excavator for the simulation and a legged mobile
manipulator robot for the real-world experiment. Although these
platforms share a common structure, their control strategies each
have unique characteristics.

Such a platform has two motion capabilities (m = 2): one
locomotion capability and one manipulation capability. Accord-
ing to (6), three standard tasks are needed (p = 3). The first
standard task measures locomotion capability only, the second
task assesses manipulation ability exclusively, and the third task
integrates both capabilities. Any future tasks can be represented
by combinations of these three standard tasks. The data from
these tasks model the performance characteristics of the HMT
in different motions, which were used to predict future practical
tasks. Although we generalized our model in Section III-C4, to
be conservative, the system is simplified to have the same weight
(k = 1) for all tasks and motions.

B. Modeling Tasks

The three standard tasks in the selected mobile manipulation
platform are locomotion task (Tmob), manipulation task (Tmani),
and combined task (Tcomb), as shown in Fig. 3. The practical
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Fig. 4. Simulation environment setup. The white lines show the relative
distance to the targets. The blue and orange lines show the poten-
tial locomotion and manipulation paths. (a) Standard task targets with
markers indicating trajectories. (b) Practical task targets with markers
representing trajectory of target order 1-3-2.

task (Tprac) is a complex explosive ordnance disposal (EOD)
mission formed of a series of different subtasks.

1) Locomotion Task: This task necessitates only the locomo-
tion capability. It contains only locomotion movement, as shown
in Fig. 3(a). It has ID (IDmob) calculated as (7).

2) Manipulation Task: This task utilizes only the manipula-
tion capability and involves a single task, as shown in Fig. 3(b).
Thus, its ID (IDmani) can be calculated as (7) as well.

3) Combined Task: The last standard task requires both loco-
motion and manipulation capabilities, as shown in Fig. 3(c). As
such, the total ID (IDcomb) is modelled as a sum of two subtasks
(n = 2), as per (14)

IDcomb = IDcomb1 + IDcomb2 . (15)

In the first step, the machine travels to the target location in
subtask 1 (Tcomb1 ). In the second step, the machine employs the
arm to touch the target in subtask 2 (Tcomb2 ), where the agent is
expected to already stand directly in front of the target, with the
direction angle and the target’s best approach angle both set to
zero (θα = 0 and θyaw = 0).

4) Practical Task: As stated in Section III-C, all practical
tasks that are feasible to the HMT can be decomposed into a
combination of one or more standard tasks with (14). Therefore,
a practical task (Tprac) has its ID (IDprac) to be calculated by
summation of these subtasks’ difficulty.

C. Simulation

As depicted in Fig. 4, we have developed a web-based physical
simulation of a teleoperated excavator. The excavator, one of the
most commonly utilized HMTs in industrial applications due

to its multiple DoFs, serves as an excellent testing ground for
the proposed prediction method. The excavator has two motion
capabilities: locomotion and manipulation. As per Section IV-A,
the first standard task solely measures the locomotion capability,
the second evaluates the manipulation capability, and the third
combines both motions.

1) Simulation Design: Participants engaged in the study by
playing the web-based excavator physical simulation. This iden-
tical simulation is hosted online via the WebGL application
programming interface (API), allowing the collection of data
from participants worldwide. Once the simulation has fully
loaded, the WebGL API operates on local computer hardware
and does not require or depend on an internet connection until
the final result is submitted. This feature removes the potential
disturbances caused by network instability, while still enabling
participants to access the simulation remotely.

The simulation comprises three standard tasks (Tsim
mob, Tsim

mani,
and Tsim

comb) and a practical task (Tsim
prac) with multiple subtasks,

with parameters displayed in Table I. Since the excavator cannot
move its bucket in the roll direction, there is no difficulty
related to roll motion (IDroll

ori = 0). The standard tasks require the
excavator to touch corresponding targets, as shown in Fig. 4(a).
In Tsim

mob, the distance is from the center of the excavator to the
centre of the target, and the target can be approached from any
direction (δyaw = 360, and θyaw = 0). Also, the ground is a flat
surface, which does not have an orientation component in pitch
direction (θpitch = 0) for all locomotion tasks and subtasks. In
Tsim

mani, the distance is from the end-effector of the excavator’s
arm to the centre of the target. To control variable, the interface
is locked to the corresponding control only in Tsim

mob and Tsim
mani.

The Tsim
prac compromises three subtasks with three targets,

each requiring a combination of locomotion and manipulation
motions, as depicted in Fig. 4(b). To enhance generalizability,
maintain user engagement, and avoid bias, participants complete
the three subtasks in the randomized order of target appearance.
This results in task difficulties ranging from 12.29 (Order: Target
2 ⇒ 3 ⇒ 1) to 16.05 (Order: Target 3 ⇒ 2 ⇒ 1). Parameters
from the start point to all three targets are given in Table I.

The system automatically records the duration of each task.
Upon completing all tasks, the participants submit their record
data along with their background information to a cloud server.
To encourage participation, the simulation is also equipped with
a leaderboard. The recorded data of the selected 9 participants
revealed that the randomly generated practical tasks had an
average ID of 11.53.

2) Participants: A total of 16 worldwide participants’ data
were collected for the study. Among these, 9 participants
(2 female, 5 male, and 2 unreported) completed the simulation
tasks within a reasonable time frame without failure. These
participants’ ages ranged from 21 to 29 years old (mean age:
25.8 years; SD: 2.4 years), and they reported an average com-
puter game experience of 7.6 (on a scale of 0 to 9).

D. Experiment

We also conducted experiments in the real world. A separate
group of participants performed the designed tasks using a
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TABLE I
PARAMETERS OF TASKS AND THEIR SUBTASKS WITH CALCULATED ID, WHERE d AND w IN METERS, θ AND δ IN DEGREES

quadruped manipulator robot agent through two interfaces: a
gamepad and a wearable motion capture suit (WMCS).

1) Experiment Design: Based on the principle from
Section IV-B, three standard tasks (Texp

mob, Texp
mani, and Texp

comb)
and one practical task (Texp

prac) are designed for the experiment,
with parameters in Table I. Since the robot cannot move its
end-effector in the roll direction, there is no difficulty related to
roll motion (IDroll

ori = 0). In Texp
mob, Texp

comb, and Texp
prac, the robot start

from “Start 1”, and in Texp
mani, the robot start from “Start 2”. Then,

the robot completes tasks by touching corresponding targets, as
shown in Fig. 5. In detail, the practical task (Texp

prac) simulates a
bomb disposal task on target “EOD” with three subtasks. First,
the robot walks towards the target “EOD”. After reaching the
target, it uses its end-effector to open a box and then pulls out a
red wire on the “bomb” to disable it.

Similar to simulation, in Texp
mob, the target can be approach

from any direction (δyaw = 360, and θyaw = 0). The ground is
flat with no orientation component in pitch direction (θpitch = 0)
for all locomotion motion tasks and subtasks. However, unlike
the simulation, the robot operator in the experiment needs to
avoid collision between the robot and some of the hard targets.
Therefore, the robot is required to stop at a safe distance from
the target during locomotion subtasks (Texp

combmob
and Texp

pracstep1
)

therefore, the robot is treated as a point (we = 0) and needs
to stop at the designated safe locations.

2) Experiment Hardware: The quadruped manipulator robot
used in this experiment consists of a Unitree AlienGo quadruped
robot as mobile base, weight 21.5 kg, and a modified ViperX 300
robot arm, weight 2.5 kg, as the manipulator [30]. Participants

Fig. 5. Experiment setup: In (a), blue, yellow, and red trajectories
represent the locomotion path of Texp

mob, Texp
comb, and Texp

prac. In (b), the
white lines show the relative positions. (a) Target and potential paths.
(b) Paramater of the setup.
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Fig. 6. Motion time the users took to complete the standard tasks
and practical tasks in (a) simulation and in the experiment with the
(b) gamepad and (c) WMCS, where each bar represents time for a
participant. (a) Simulation. (b) Gamepad. (c) Wearable motion capture
suit.

controlled the robot using a Logitech F710 wireless gamepad and
a noitom perception neuron WMCS. To maintain consistency
across control mechanisms, both interfaces utilized the same
set of teleoperation strategies. The robot arm’s manipulation
is under position control, while the base quadruped robot’s
locomotion is under velocity control. For detailed information
on teleoperation strategies, refer to [25].

3) Participants: To avoid bias originating from the character-
istics and background of the individual operators, we incorpo-
rated multiple participants into the experiments. This approach
better reflects the HMT performance within the targeted user
group. A total of 7 participants (3 female, 4 male) volunteered
for the experiment. Their ages ranged from 21 to 28 years (mean
age: 26.3 years; standard deviation: 4.2), and they reported an
average robot experience of 3.5 (on a scale of 0 to 9). Each
participant received only basic instruction without practice to
mitigate bias in the learning curves. In addition, the order of
operation for the two interfaces was randomized.

V. RESULTS

The 3-D Fitts’ law predicts system performance based on
the relationship between motion time and the complexity of the
motion. We analyzed the modelled task difficulty and measured
task time using MATLAB and Microsoft Excel. The ID for all
tasks have been computed in Table I. The motion time for each
trial was also gathered via automatic recording during the simu-
lation and video recording for the experiment, as demonstrated
in Fig. 6. For simulation, data from 9 users who completed tasks
in a reasonable time were selected to test the proposed system,

Fig. 7. Motion time of users took to complete each task versus different
ID value from Table I, and the fitted prediction line to average motion time
of standard tasks. (a) Simulation. (b) Experiment.

TABLE II
PARAMETERS IN THE PREDICTION LINES

as illustrated in Fig. 6(a). In the experiment, 7 volunteers who
completed all four tasks with both interfaces were selected, as
shown in Fig. 6(b) and (c). To verify the accuracy of the pro-
posed prediction model, we utilized the collected performance
of standard tasks to forecast the performance of practical tasks.

A. Prediction

The average measured motion time, along with the ID for
each task from Table I for both the simulation and experiment,
have been plotted in Fig. 7. The relationship between task time
and task difficulty can be expressed through a fitted prediction
line, represented by (1), with constant and root-mean-square
deviation (RMSE) found in Table II.

B. Verification

The prediction line is used to predict the time of practical tasks
in both the simulation and experiment. In the simulation, the
predicted time for the practical task is 38.42 s with the average
ID of 13.42, and the measured average time to complete the
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practical task is 43.7 s, which results in a prediction error of
12% . In the experiment, the predicted time for the practical task
with the ID of 13.63 for the gamepad and WMCS controls are
96.19 s and 67.16 s, and the measured average times with the
gamepad and WMCS are 128.6 s and 81.3 s, respectively. The
prediction errors are 25% for the gamepad control and 17% for
the WMCS control.

To assess how our model differs from earlier Fitts-based
approaches, we also tested previous popular methods under the
same task conditions of simulation and experiment. The results
show that these prior methods exhibit significantly higher error
rates, with the [29] method averaging 168%, the [21] method
82%, and the [27] model 72% . The primary reason for their
failure in accurate modeling and prediction lies in their cursor-
based design, as highlighted in Section II. This underscores the
necessity of our method in robot and machinery applications.

VI. DISCUSSION

The results of our study affirm the efficacy of the proposed
method in predicting HMT performance with an error margin
within 25% . This level of accuracy is consistent across both
heavy machinery simulations and real-world robot experiments,
underlining the robustness and wide applicability of our model.

An advantage of the proposed method is its ability to consider
the HMT system as a whole, where all related factors are
reflected in standard tasks. For instance, in our experiments,
the gamepad exhibited higher variability in manipulation tasks,
as shown in Fig. 6. Participants reported difficulties in achieving
fine control with the gamepad, yet the WMCS consistently
outperformed the gamepad even without prior experience. This
suggests that while certain parameters, such as interface famil-
iarity, are challenging to quantify manually, they are effectively
captured within our model.

The RMSE values detailed in Table II indicate that the predic-
tion line correlates more closely with simulation data than with
experimental data. This discrepancy can primarily be attributed
to increased disturbances and environmental uncertainties inher-
ent in real-world settings. For instance, the stopping distances in
robot locomotion tasks varied with changes in the legged robot’s
center of mass due to different arm positions. This variability
also highlights the sensitivity of the prediction model to the
physical machine configuration of the HMT system, suggesting
that different base types (legged versus wheeled) might yield
divergent prediction results.

Variations in participants’ experience with the interfaces used
also significantly influenced the results. Participants without
prior experience with gamepads typically demonstrated lower
performance. This suggests that in HMT design, different inter-
faces may be employed for different user groups.

An interesting observation was that the predicted motion
time for both the simulation and experiment was consistently
shorter than the actual time users took. This discrepancy is
likely due to the learning curve effect, where participants became
increasingly familiar with the machine system and environment
through repeated practice of standard tasks, thereby enhancing
their performance in practical tasks.

Feedback from participants also highlighted limitations in
the camera view in simulation, which restricted their ability
to accurately judge distances to objects, affecting performance.
This underscores the potential oversight in the design of visual
feedback mechanisms within HMT systems, suggesting that
enhancements in camera technology and interface design could
improve user experience and system accuracy.

VII. CONCLUSION

Evaluating and predicting the performance of HMTs has
wide-ranging applications and potential, particularly for HMTs
operating in open environments. Our study successfully demon-
strates the practical applicability and accuracy of the proposed
3-D Fitts’ law-based model for predicting HMT performance.
The model’s efficacy is empirically validated through simulation
and experiments. These results validate the model’s capability
to accurately predict the performance of complex, multistep
HMT tasks. The findings from our study open new pathways in
HMT performance prediction and offer promising implications
for real-world applications in diverse sectors, where human–
machine collaboration is essential.

Our future research will extend the current linear frame-
work to a nonlinear model, which is crucial in scenarios where
human physical and cognitive fatigue influences performance
during high-stress missions. Besides manually modeling human
fatigue, artificial intelligence can be used to consider more
complex human factors to provide a more accurate prediction in
the real world. On the other hand, the quantified results of the
proposed modeling can be leveraged by AI algorithms to tune
parameters in human–machine interface design, as well as to
refine task setups based on predictive feedback.

Moreover, the scope of our research will expand to encompass
fine manipulation manoeuvres post-target contact. These include
detailed tasks, such as opening a box, rotating a handle, or
relocating a bottle. Incorporating these advanced manoeuvres
into our model will enhance its predictive accuracy for complex
tasks and offer insights into how human factors, such as fatigue,
can impact task execution in HMT systems.
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