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Abstract 

How are national systems for assessing publicly funded research evolving? What purposes do 
they serve and how are they designed to fulfil these?  This working paper surveys the 
landscape of national research assessment and funding systems across thirteen countries 
from 2010 to 2024, and makes three contributions to our understanding of these systems. 
 
First, we advance a new typology to categorize and compare important characteristics of 
these systems, providing insights into their similarities and differences, and a basis for mutual 
learning.  
 
Second, we identify and compare important shifts over time across the thirteen systems 
through the framework of three dynamic and interacting research performance paradigms. 
These point to a gradual shift away from narrow conceptions of research ‘excellence’ towards 
more holistic criteria of value, qualities and impacts across several systems – though not all.  
 
Finally, we consider potential trajectories over the next decade: including how a variety of 
assessment systems might respond to and incorporate responsible research assessment 
(RRA) movements for reform.  
 
This paper is a unique collaboration between researchers and colleagues working in the 
funding or evaluation agencies of the thirteen countries in question. By mapping these 
research assessment systems and identifying dynamics of change, the paper offers insights 
for policymakers, research funders and institutional leaders looking to navigate this terrain 
at a time of heightened yet shifting expectations.  
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1.​ Introduction  
This paper develops a novel typology for comparing national research assessment and 
funding systems worldwide, then analyses significant shifts over the past fifteen years. 

The typology reflects patterns observed across 
national systems from thirteen countries. It 
forms part of AGORRA: A Global Observatory 
of Responsible Research Assessment, a project 
initiated by RoRI in 2023.  

AGORRA’s outputs include the RoRI Atlas of 
Assessment, an online observatory which 
monitors national assessment and funding 
systems (informed by the typology in this paper); 
records changes over time; and provides a 
platform for assessment system design, 

experimentation and mutual learning among researchers, policymakers, research funders and  

Our focus is on national research assessment and funding systems, defined as “organised 
sets of procedures for assessing the merits of research undertaken in publicly funded 
organisations that are implemented on a regular basis, usually by state or state-delegated 
agencies” (Whitley, 2007, 6).  

Our typology and analysis do not include 
organisational procedures for the recruitment or 
promotion of researchers. or the assessment of 
research grant proposals by funding agencies. 
This work continues an important tradition of 
comparative analysis of national research 
assessment and funding systems (Geuna and 
Martin, 2003, Hicks, 2012, Debackere et al., 
2018, Zacharewicz et al., 2019, Oschner et al., 
2021, Sivertsen, 2023).  

A recent systematic review of this literature 
(Thomas et al., 2020), which also included more than 300 opinion pieces, reveals that most 
contributions (including the review itself) implicitly assume that assessment and funding are 
always combined in national systems. An often-used term is therefore performance-based 
research funding systems (PRFS), which can be defined as “national systems of research 
output evaluation used to distribute research funding to universities” (Hicks, 2012, 260).  

Whitley's broader definition, quoted above, is important. Information provided by international 
partners in AGORRA reinforced that:   

●​ Funding can be formally detached from research assessment and vice versa, 
and there appears to be a trend in this direction.  
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●​ Some institutional funding systems are not built on research evaluation but on 
indicators representing already-performed assessments in other contexts – such 
as external funding and peer-reviewed publications.   

●​ Some national assessment systems have purposes other than funding allocation, 
including accountability, organisational learning and strategic development.  

●​ There is increasing interest in assessing organisations and their procedures, not 
only their outputs.   

●​ Some systems include the assessment of individual researchers, rather than only 
their organisation’s research.   

●​ National assessment systems may operate at multiple levels: institutions, 
departments, research groups, and individual researchers – with different 
implications at each of these levels.  

In contrast with other comparative accounts of performance-based funding systems, our 
typology and analysis also capture national ex post systems where, for instance, periodic 
evaluations of research performance are used to provide strategic advice.  
 
Besides these differences, our criteria for inclusion of national assessment systems overlap 
with those employed in other comparative accounts, namely1:     

●​ Research must be the object of assessment. Evaluations focusing only on the 
quality of degree programmes or teaching are excluded.  

●​ Research assessment must be ex post. Evaluations of research grant proposals 
for project or programme funding are ex ante evaluations, and are excluded.  

●​ Research outputs must be evaluated in some way. Systems that allocate funding 
based only on external research funding or PhD enrolment numbers are excluded.  

●​ It must be a national system. University evaluations of their own research 
standing, even if used to inform internal funding distribution, are excluded.  

This study also extends the literature comparing national systems by being the first to 
incorporate a dynamic, longitudinal perspective. We were motivated by three research 
questions in developing this new typology, and analysing changes over the past fifteen years:  

●​ What characteristics differentiate national research assessment and funding 
systems, and how can these be categorized and compared?  

●​ What patterns of change can be observed across national research assessment 
and funding systems over the period 2010-2024?  

●​ How might agendas of assessment reform play out over the next 5-10 years? 

1 Adapted from Hicks, 2012, 252 
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As in earlier comparative studies (e.g. Hicks 2012; Kolarz et al. 2019; Zacharewicz et al. 2019), 
we employ an analytical review method, whereby our typology was co-developed with 
country-specific experts (a mix of academic researchers and senior staff within the funding 
and evaluation agencies involved in AGORRA). These experts first provided information via 
country-level templates, then offered follow-up feedback and clarifications through iterative 
exchanges, helping to apply the typology to their respective national systems. They also 
documented recent and ongoing changes to their systems, contributed to the final draft of 
this working paper, and provided input to the Atlas of Assessment observatory alongside.   

Our analysis examines thirteen countries’ national research assessment and funding 
systems: Argentina, Australia, Brazil, Chile, China, Colombia, India, Italy, Mexico, 
Netherlands, Norway, Poland, and the United Kingdom (UK).  

This sample includes seven countries from the Global South, often under-represented in 
studies of national research assessment systems. The literature in this area is weighted 
towards peer-review led, organisation-level evaluations, more common in European and 
OECD countries – and less on individual-level systems, more prevalent in Latin America and 
other regions (Vasen et al, 2023). By including less-studied systems, including India, China, 
and five Latin American countries, our study attempts to capture key characteristics of other 
under-mapped examples. The Appendix to this paper contains a concise summary of the 13 
countries’ systems.  

In the next section, we introduce our typology as it applies to the thirteen countries. We then 
present a theoretical framework for observing changes over time, by distinguishing between 
three performance paradigms in the development of research assessment and funding over 
the last forty years. Drawing on our typology and theoretical framework, we then analyse the 
thirteen national systems. We end by charting potential future trajectories for research 
assessment over the next five-to-ten years.  

A 2023 Nature editorial calls for more creative, 
evidence-informed approaches to the design of 
assessment systems.  

Through this analysis, we hope to 
expand the shared language, menu of 
concepts and design tools available to 
make sense of a diverse and dynamic 
landscape, and the various 
transformations now underway in many 
national assessment systems.  

We hope our typology will also be a 
useful resource for broader global 

discussions about reform of research assessment:  for example through CoARA (Coalition 
for Advancing Research Assessment) and DORA (Declaration on Research Assessment), 
where much focus to date has been on institutional-level frameworks (within universities or 

research funders), and less on national-level frameworks, as they operate in certain countries.
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2.​ Typology of national research assessment & 
funding systems 

Our typology is separated into four core aspects, which reflect significant differences in 
these systems, and four subsidiary aspects, which enable a deeper understanding of their 
inner logics and effects. Contemporary examples from our evidence base of national systems 
are used to illustrate each aspect of the typology. Our picture is further complicated by the 
fact that national systems may combine different assessment types, motivated by different 
purposes, and applied at different levels of aggregation. A country may therefore appear to 
exemplify one aspect more than once. 

Figure 1: Typology of national research assessment and funding systems,  
showing core aspects (inner circle) and subsidiary aspects (outer circle) 

 
The four core aspects are: 
 
i) Assigned purpose(s)  
Systems differ according to their assigned purpose(s) – usually one or more of the following: 

●​ Funding allocation; 
●​ Benchmarking and reputation; 
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●​ Accountability to governments or wider society; 
●​ Organisational learning and strategic development; 
●​ Statistics and mapping of research activity; 
●​ Promotion of individual researchers; 
●​ Accreditation 

Where purposes are combined, the relative importance of each can be weighted differently 
by a given system. 

 
Italy’s Research Quality Evaluation (VQR), which 
is conducted by ANVUR (National Agency for the 
Evaluation of Universities and Research 
Institutes). 
 

The idea of holding research performers 
accountable for their use of public funds 
and the results of research – is a 
frequently recurring purpose across our 
sample of systems. Many countries’ 
systems combine accountability with 

other objectives like funding allocation and reputation building (funding allocation and 
reputation). Some, like the UK’s Research Excellence Framework (REF) or Italy's Research 
Quality Evaluation (VQR), directly link evaluation results to funding outcomes; while others, 
such as Chile's National Accreditation Commission place more emphasis on the reputational 
consequences of research evaluation results.  
 
This combination of purposes extends to national systems for individual assessment and 
promotion in Argentina, China, Colombia and Mexico. In Latin America, such systems 
routinely assess “the individual performance of academics based on their academic activities 
and outputs and assigns them a ‘researcher category’, which carries prestige and, in many 
cases, additional monthly rewards” (Vasen et al, 2023, 244).  
 

India’s NIRF (National Institutional Ranking Framework) 

Indicator-based systems, like those of 
Norway and India, also incorporate 
funding and reputational elements to 
varying degrees, with India’s NIRF 
(National Institutional Ranking 
Framework) characterized by low 
reliance on funding and high 
emphasis on reputation). By contrast, 
a smaller number of systems, 
exemplified by the Dutch Strategy Evaluation Protocol, Argentina’s PEI (Programa de 
Evaluación Institucional) and Norway’s Disciplinary Evaluation, prioritize organisational 
learning and strategic development (alongside accountability in the Dutch case). 
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ii) Unit of assessment and scope 

Systems may collect information about and assess:  
A.​ Disciplines across an institution; 
B.​ The institution as a whole; 
C.​ Units or research groups within the institution; 
D.​ Individual researchers. 

The scope for an assessment may include all eligible staff within the unit of assessment, or a 
certain selection of them. A unit of assessment is often a university department, which may 
also represent a discipline (though many departments will combine a range of disciplines).  

The UK system allocates just over £2 billion per year of research funding to institutions as a result of the REF.  

The level of assessment may differ from the 
level at which funding is then allocated. Both 
need to be categorized. As an example, the 
UK REF assesses the quality, impacts and 
research environment of up to 34 units of 
assessment within institutions, but the 
outcome is then reflected in a multi-year 
funding allocation to the institution as a 
whole. 

More than one unit may be addressed in the 
same system. Italy combines A) and B). 

Norway combines A), B) and C) in its disciplinary evaluation. In China, the word ‘double’ in the 
so-called ‘Double First-Class Evaluation’ signals a combination of university and disciplinary- 
level assessments. Finally, some countries e.g. Argentina, China, Colombia and Norway. 
have more than one framework, each targeting different purposes and units of assessment  

iii) Focus of the assessment  
Systems may focus and collect evidence on different aspects of research performance:  

A.​ Scholarly outputs; 
B.​ Scientific significance and impact (citations);  
C.​ Societal impacts (collaboration and co-creation, business R&D, policy influence, 

public engagement, spin-outs, technology transfer); 

D.​ Competitive grants;  
E.​ Organisational performance;  
F.​ Research cultures and environments;   
G.​ Performance of individuals; 
H.​ Other  
  

The UK’s assessment system, first introduced in 1986, initially focused on scholarly outputs 
and environment. Societal impacts (via impact cases) were added in the two most recent 
exercises (with a weighting of 20% in 2014, then 25% of the 2021 exercise). Organisational 
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performance (as part of research environment) was 
included in 2021; and a pilot is now underway of an 
expanded framework and indicator set for “people, 
culture and environment”, to be included in REF 
2029, with a notional allocation (pending results of 
that pilot) of 25% of the exercise.  

REF 2029 ‘People Culture and Environment (PCE)’ Pilot is now 
underway. 

Revenues from competitive grants are often an indicator of organisational performance in 
indicator-based systems. Norway and Poland are two examples – while Argentina, China, 
Colombia and Mexico all have specific systems for assessing the performance of individuals.    
 
iv) Effects on funding and reputation  
Systems are often debated in terms of their intended and unintended effects. Dahler-Larsen 
(2014) points out that systems always have ‘constitutive effects’ simply by being implemented. 
Through their official aims and practical operation, systems may determine:   

A.​ Funding and reputation   
B.​ Only reputation  
C.​ Other significant effects (e.g. strategic development, accreditation) 

 
The relative importance of each of these – and the strength of influence exerted on funding 
and reputation – can be weighted (strong-medium-weak) by users of the typology.   

Many national systems have some sort of connection to both funding and reputation. 
Examples where assessments ostensibly only influence reputation are Chile, Colombia (2 of 3 
systems), India, the Netherlands, and Norway (1 of 2 systems). But reputation may still 

indirectly influence funding. The ERA (Excellence in Research for Australia) system initially 
influenced both funding and reputation. After the funding link was removed, the reputational 
effects were still considered important by Australian universities.    

Aside from funding and reputation, other significant effects may be felt in strategic 
development and learning at an institutional, local or national level. This is the case in Chile, 
Colombia (1 of 3 systems), the Netherlands and Norway (1 of 2 systems).  Systems with a 

strong influence on funding and reputation will generally 
influence strategic development in other ways. Individual 
level assessments – as found in Argentina, Brazil, China, 
Colombia and Mexico – may influence career prospects, 
salary levels, and the availability of resources for 
performing research. 

A further possible effect is accreditation: the outcome of 
an assessment may influence the right of an institution to grant certain degrees; provide 
certain courses, or establish new professorships. Poland is one example. 
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The four subsidiary aspects of the typology are:  

v) Methods  

National systems often rely on expert panels informed by peer review, national statistics and 
other scientometric indicators, but may differ in how peer-review and/or expert advice are 
organised, and to what degree an assessment is shaped by data or more deliberative modes 
of judgement and evaluation. Types of indicators and underpinning data sources may also 
vary (e.g. through a reliance on a commercial database, or an open system like OpenAlex). 
The relative importance of each method can be weighted.  

The balance between quantitative performance indicators and qualitative peer review 
remains a persistent tension in assessment and funding systems. Many systems aspire to 
operate according to principles of ‘informed peer review’ whereby quantitative indicators 
support, but do not replace, expert-led assessments (Butler, 2007; Wilsdon et al., 2015).  

Some systems apply different methods by field: in Australia's ERA and Italy's VQR, social 
sciences and humanities were assessed using peer review, while STEM panels were more 
likely to use bibliometrics. ERA has now been paused pending the introduction of Australia’s 
new National Research Evaluation and Impact Framework (NREIF); and in the current round of 
VQR, the role of bibliometrics has been reduced. The UK REF allows expert panels discretion 
in deciding whether to make any use of citation data, but expert review remains the primary 
method.   

The Norwegian Model 

Indicator-based systems offer standardized 
approaches, exemplified by the Norwegian 
Indicator, which serves as a nationwide 
system for allocating resources based in 
part on a comprehensive publication 
database, a publication indicator, and a 
performance-based funding model 
(Sivertsen, 2018).  

Similarly, Poland's Parametric Exercise (EJDN) aggregates points on a range of quantitative 
performance criteria, including bibliometrics, PhD graduations, and educational indicators, 
which inform the distribution of core funding, and may affect accreditations.  

The use of algorithms and formulas is not limited to indicator-based systems. In Italy’s VQR, 
panel scores given to units of assessment feed into competitive performance rankings and 
formula-based distribution of research funding.   

Given their primary assigned purposes of generating strategic advice to research performing 
units, indicator-informed peer review-based evaluations like the Dutch Strategy Evaluation 
Protocol and the Norwegian disciplinary evaluations, work differently. Expert panels use peer 
review to deliver narrative reports on performance and ongoing organisational improvements.   
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Pressures to ensure appropriate uses of quantitative indicators have grown in recent years 
with the rise of ‘responsible metrics’ as a trans-national professional reform movement across 
research policy and universities (Rushforth and Hammerfelt, 2023) (see Section 3. below).  

vi) Type of performance-based institutional funding   

Systems that affect institutional funding directly may appear in three main types:  

A.​ evaluation-based funding (the use of peer review and expert panels),   
B.​ indicator-based funding (direct use of performance indicators),   
C.​ and funding contingent on performance agreements between the funder and the 

individual research organisations.   
  

Among the thirteen countries included in this overview only Norway and Poland have 

indicator-based organisational funding systems, and none have organisational funding based 
on performance agreements. These types are however more widespread than our sample 
indicates (Sivertsen, 2023).  

Indicators may also have an important role in informing evaluation-based funding systems. 
This is the case in Argentina, Chile, China, Italy and Mexico. Expert panels in Australia’s ERA 
used to draw heavily on supporting contextual indicators in select disciplines (mainly STEM).  

vii) Formative versus summative   

Different purposes may result in different guiding orientations for an assessment.   

A.​ A formative evaluation learns from the past and looks forward, supporting 
organisational learning and development, and incentivising change  

B.​ A summative evaluation looks at past performance, audits whether goals or 
expectations have been reached, and serves decisions and/or resource allocation.   

 
A more colloquial version of this distinction is that 
drawn between carrots (formative) and sticks 
(summative). Where these orientations are blended 
or combined, the relative importance of each can be 
weighted using expert judgement.  

Systems tend to be summative if they rely mainly on 
empirical evidence for the assessment of past 
performance. Also, if they determine funding, the 

outcome of the assessment has to be translated into a quantitative funding formula.  

Of our thirteen systems, only Chile, the Netherlands, one of Australia’s (now ceased) 
systems, and one of Norway’s two systems, can be said to have a summative orientation. But 
several others combine summative and formative elements, particularly when the effect on 
funding and reputation is weak (Sivertsen, 2023). An example is the three purposes of the 
UK’s REF for its next cycle in 2029:  
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“1) Inform the allocation of block-grant research funding to HEIs based on research 
quality;  2) provide accountability for public investment in research and produce 
evidence of the benefits of this investment; 3) provide insights into the health of 
research in HEIs in the UK” (REF, 2029)  

The first purpose here is largely summative, and the third formative, while the second reflects 
both orientations. So this can be a question of emphasis rather than a binary distinction.    

viii) Governance  

Governance is about how assessment systems are designed, implemented, and organised on 
a continuing basis with distributed responsibilities. Systems may differ according to:  

A.​ The role of the agency responsible and its relations to government on one side, 
and research organisations on the other. (Systems tend to be under formal control 
of a central government agency or arms-length body like a research council); 

B.​ The involvement of and collaboration with the national academic community in the 
design, implementation, management, and evaluation of the system; 

C.​ The transparency and predictability of the methods and results (high-medium-low); 
D.​ Mandatory vs. voluntary vs. incentivized participation.  
  

Research assessment and funding systems develop within specific national and historical 
contexts, with varying degrees of political and administrative centralization. The role of 
agencies responsible for these systems differs across countries, particularly in their 
relationship to government and the academic community.  

Some systems are directly controlled by government agencies, such as in Poland, India and 
Colombia, where ministries of science, education or equivalent administer assessments. But a 
trend over the past three decades has seen the growth of intermediary organisations like 
funding agencies and research councils (Braun, 1998, Braun and Guston, 2003) overseeing 
ex-post assessment and funding, as seen now in Brazil, Norway, UK, and the Netherlands.   

Timetable for piloting & consultation for REF 2029 (extract)2 

The extent of academic community involvement in 
system design also varies significantly between nations. 
Countries like the UK and the Netherlands regularly 
consult with academics, research managers, and sector 
groups when making periodic adjustments to their 
systems. Others, such as Colombia and India, offer 
limited opportunities for input.  

Within countries, levels of academic consultation can 
differ across systems. The presence or absence of 
meta-evaluations of assessment and funding systems is 
another indicator of accountability to the research 
community and other stakeholders. At present, few 

2 https://2029.ref.ac.uk/about/timetable/  
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countries routinely commission independent meta-evaluations and make them publicly 
available. The UK’s REF (Stern, 2016, Digital Science, 2015) and Italian VQR (Expert Review 
Panel, n.d., Galderisi et al., 2019) have periodically had meta-evaluation reviews 
commissioned. 

The transparency and predictability of methods and results in national assessment systems 
are variously influenced by the choice of method, purpose of assessment, and the 
consequences of results for funding and reputation. Indicator-based systems, due to their 
standardized nature, theoretically offer higher reproducibility and transparency, as 
exemplified by the Norwegian Indicator.  

However, this principle is not universally upheld. Peer review-based evaluations, being less 
standardized, generally offer lower reproducibility and transparency. The purpose of the 
evaluation plays a role, as evaluations linked to funding may intentionally limit transparency 
due to potential litigation risks, as seen in the UK REF's closed-door panel discussions, where 
panel scoring of individual research outputs are destroyed and not made public, to uphold 
confidentiality and data protection.  

Peer review evaluations oriented towards delivering narrative reports and strategic advice, 
like the Dutch Strategy Evaluation Protocol (SEP), exhibits low transparency in how results are 
produced and used. A distinction can be made here between the public availability of the 
overall results, versus how, and to what degree, feedback is utilized by the evaluated units 
(Gras, 2022).  

Finally, the extent to which assessment exercises are mandatory, incentivized or voluntary 
varies across national assessment systems. Brazil’s CAPES, the Dutch SEP and Italy’s VQR 
are examples of systems for which participation has effectively become mandatory through 
regulation or laws.  

Systems in which research performing organisations or researchers are incentivized to 
participate but not legally mandated (through the ‘carrot’ of financial or reputational rewards 
or potential negative costs of not participating), include Argentina’s PRINUAR, the UK’s REF, 
and China’s national assessment and selection systems for elite individual researchers. Other 
systems where participation is incentivized, include India’s NIRF, Chile’s CNA, Colombia's 
High-Quality Accreditation Model, and Mexico’s SNI.  

In nations with multiple assessment systems, certain systems may be mandatory, while 
others are incentivized or voluntary. For example, the Norwegian indicator-based funding 
system for research is mandatory for universities until 2025 (and still mandatory in hospitals 
and public research institutes beyond that), but subject-specific evaluations are only 
normatively expected (so in our typology, count as voluntary); and in China, the National 
Disciplinary Evaluation is voluntary, but the Double-First Class Evaluation is incentivized.  

 

 

16 



3. ​ Making sense of ongoing developments in 
national research assessment systems   

Our multi-case, thirteen-country comparison of the development of national assessment 
systems from 2010 to 2024, combined with insights from earlier comparative studies, reveals 
a pattern: that the purposes, foci and methods of research assessment, have changed and 
continue to evolve, to varying degrees over the last four decades. These changes can be 
mapped according to three broad paradigms of research performance popularized within 
research policy at various points in time:  

1.​ The paradigm of professional-disciplinary evaluation  
2.​ The paradigm of excellence and competition  
3.​ The paradigm of responsible research assessment  

Originating with Thomas Kuhn (1962), and adapted for policy analysis by Peter Hall (1993), the 
term paradigm can be defined as “a shared model of reality that guides policy makers’ 
problem-solving activities” (Carson et al., 2009, 18).  

Crucially, one paradigm does not straightforwardly replace another: in practice, there is often 
a layering (Aagaard, 2017, Capano, 2023) of different paradigmatic ideas, which emerge and 
evolve in context specific ways, and shape assessment systems differently over time.  

In labelling our paradigms with terms such as excellence and responsible research 
assessment, we acknowledge giving them normative 'member categories' used by others in 
the field. We consider such labels however to be useful analytical tools for interpreting broad 
developments in assessment systems. Such labels typically emerge once developments are 
underway, serving to capture a sense of transformation within research assessment. At the 
same time, these labels are also performative: they may be used to assist some actors in 
agenda-building, or to justify, validate, or strengthen certain positions and decisions (Rip, 
2000).  

Let us outline the three paradigms in more detail:  

Paradigm 1: Professional-disciplinary evaluation  

The first paradigm of research performance, which became dominant before the advent of 
formalized, external assessment, was driven by the professional-disciplinary tradition 
(Elzinga, 2012). Here academic departments operated with relatively high levels of autonomy, 
relying on internal disciplinary standards to guide decision-making around hiring, promotion, 
and internal allocation of resources (Whitley, 2000).   

Through this period, from Vannevar Bush’s ‘endless frontier’ onwards (Bush, 1945), a great 
deal was written about changes in the policy rationales, design, and methods of national 
public science systems. In 1994, physicist John Ziman described the end of an era of ‘big 
bang’ investment in public sciences that had defined the post-war period in many Western 
countries (Ziman, 1994). For Ziman, these countries were now entering a ‘dynamic steady 
state’ era of science policymaking, defined by moderate increases, stabilization, or cuts to 
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research funding, with economic crises, ideological shifts, and changing cultural conceptions 
of S&T making politicians more reluctant to sustain levels of funding enjoyed in the rapidly 
expansionist post-WWII period.  

For Ziman, the clearest manifestation of this newly incrementalist regime was the then-recent 
emergence of the world’s first periodic ex-post national assessment and funding system, the 
Research Assessment Exercise (RAE) in the UK. Accompanied by decreases in block grant 
funding in favour of project funding, the RAE promised rationally to support the allocation of 
dwindling funds, provide research quality assurance mechanisms, ensure accountability for 
scarce public funds, and promote the UK’s global competitiveness in research.  

Figure 2: The eight cycles of UK research assessment since 1986 (Curry, Gadd & Wilsdon, 2022) 

Even before the first version of the UK’s exercise was conducted in 1986, national research 
policymakers in the UK and elsewhere became increasingly concerned with the 
competitiveness and economic performance of national ‘knowledge economies’, influenced 
in part by comparative international evaluations by organisations like the OECD, World Bank, 
and European Union (Wagner et al., 2001, Henriques and Larédo, 2013, Lepori et al., 2007). A 
belief that increased investment would improve the overall quality of research and the 
economic and societal benefits that flow from it, was giving way to a view that funds should 
be targeted to promising areas of S&T, or concentrated in leading institutions.  

This period was particularly advantageous for biomedical and health sciences, with other 
domains (particularly the social sciences and humanities) experiencing more uneven 
investment and cuts (Jones and Wilsdon, 2018). In many national systems, a new performance 
paradigm focused on excellence and competition was taking hold in research policy, 
influenced by the frameworks of new public management that were simultaneously coming to 
dominate other areas of policy and public spending. Yet despite these developments, the 
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1970s and 1980s were for many academics an era where research assessment was 
dominated by disciplinary standards in individual fields, rather than explicit consideration of 
interdisciplinary, policy or societal needs (Elzinga, 2012, Whitley, 2000). 

Paradigm 2: Excellence and competition  

From the early 1990s onwards, a performance paradigm emerged with a strong focus on 
‘excellence’ in research assessment and funding. As one symbol of this, the UK’s RAE would 
eventually (from 2009) change its name to the Research Excellence Framework (REF). In 
many countries, excellence became a common denominator that could be applied in all areas 
of research (Jong et al, 2020). It was also a strong instrument of prioritization: we will only 
fund the best, and the funded will get more (Scholten et al., 2021).  

This focus on measuring research performance coincided with the increasing availability of 
bibliometric data and its usage in performance-based funding systems. The concept of 
excellence was initially seen as a unifying standard. But in practice, such approaches were 
poorly aligned with the research and evaluation traditions of certain fields, including much of 
social sciences and humanities. 

The rise of the ‘excellence paradigm’ was the focus of an earlier RoRI project – 
see e.g. this working paper. 

The excellence paradigm has been attributed to wider currents of 
globalization, and promises of increased efficiency through 
competition (Elzinga 2012, Hicks 2012). Periodic assessments, 
performance-based funding, use of quantitative performance 
indicators, and incorporation of public policy goals into 
evaluation criteria are all features of this paradigm (Rip, 2004, 
Whitley, 2019).  Another example of the rise of this paradigm is 
found in the stated policy goal at a European level to establish 
‘more effective national research systems – including increased 

competition within national borders and sustained or greater investment in research’ 
(European Commission, 2012).  

As implied by the notion of ‘layering’, the excellence paradigm does not replace the 
disciplinary paradigm per se, but builds on and reconfigures it. Thus, systems that promote 
accountability and competition, including those with the word ‘excellence’ in their title (like 
Excellence in Research Australia and the UK REF), have continued to uphold certain practices 
synonymous with the previous paradigm (e.g. appointing peer review panels to administer 
evaluations along disciplinary lines). Likewise, systems that utilize bibliometrics and rankings 
often transform peer reviewed scholarly outputs into quantifiable data points for aggregation.    

Paradigm 3: Responsible research assessment (RRA)  

More recently, from 2012 onwards, the performance paradigm as manifest in national 
research assessment systems has entered a third stage in some countries, with the 
emergence of the ‘responsible research assessment’ (RRA) agenda (Curry et al., 2020, Curry 
et al., 2022, IAP-GYA-ISC, 2023, Benamara et al., 2024). This can be read as a response to 
perceived ‘public value failures’ in existing paradigms of research assessment (Bozeman and 
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Sarewitz, 2011), with growing discontent towards both the traditional professional disciplinary 
evaluation paradigm (for excessive self-referentiality, specialization and overemphasis on 
scientific publications and citation impact indicators) and the excellence paradigm (for 
excessive emphasis on competition and selectivity).  

A shift to this third paradigm is well reflected in this 2023 report, co-published 
by three global scientific bodies. 

Critics argue that excellence-oriented national assessment and 
funding systems are creating perverse consequences in 
research, such as hyper-competition and poor academic work 
cultures, task reduction, goal displacement, and deterring inter- 
and trans-disciplinarity (de Rijcke et al., 2016).  

RRA attempts to move the focus of assessment towards 
promoting a broader range of priorities, including: equity, 
diversity and inclusion (EDI); improving research culture; open 
science; team science and other forms of collaboration; and 
addressing societal challenges and missions. The convergence 
of various science reform movements from the mid-2010s 

onwards has generated more visible, organised momentum for assessment reform (Rushforth 
and Hammarfelt, 2023).  

CoARA’s vision and mission statement. 

New initiatives have provided visibility 
and platforms for engagement with this 
agenda. The most ambitious initiative, 
the Coalition for Advancing Research 
Assessment (CoARA) now involves 
over 800 research funding 
organisations, research performing 
organisations, and assessment 
authorities. It builds on calls for 
responsible uses of quantitative 
indicators, advanced in the San 
Francisco Declaration on Research Assessment (DORA, 2013), Leiden Manifesto (Hicks et al., 

2015), and The Metric Tide (Wilsdon, 2016).  

Similarly, the Global Research Council (GRC) working group on research 
assessment recently set out a framework of eleven dimensions of RRA 
(Benamara et al., 2024). CoARA and the GRC incorporate but go beyond 
calls for responsible metrics, by outlining other marginalized features 
and qualities of research they want to see rewarded and recognized in 
various levels of research assessments, including professional service 
work, open science contributions, research integrity, equity and 
inclusion, and societal engagement.  
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So the RRA performance paradigm combines existing and emerging ideas, practices, and 
criteria, seen as alternatives to the shortcomings of the disciplinary and excellence paradigms 
– even if not all the practices or ideas are new in themselves. Twelve years after the European 
Commission (2012) published its guidelines for A Reinforced European Research Area 
Partnership for Excellence and Growth, a high watermark of the excellence paradigm, in 
2024, the EC published an Action Plan to implement the Agreement on Reforming 
Research Assessment, in collaboration with CoARA (European Commission, 2024). This plan 
suggests that research assessment has now entered the early stages of a third paradigm in 
which broader criteria for research assessment are promoted.  

But the consensus in support of this third paradigm remains fragile, and the focus of 
resistance from interests within academia, governments and wider society, more vested in 
one of the earlier two paradigms. Ripple effects of the second Trump presidency in the US on 
these debates are also perceptible, as part of a broader pushback on EDI agendas – what 
some have dubbed the ‘Great Vibe Shift’ (Leslie, 2025). 

Can national systems be expected to change at the same time and in 
the same direction?  
 
CoARA is presently an example of how research performing and funding organisations may 
collaborate across nations to reform the criteria and procedures for research assessment in 
the same direction. However, CoARA mainly focuses on individual-level assessments by 
universities and funders for recruitment, promotion and external project funding.  

CoARA’s Agreement on Reform of Research Assessment does not approach national 
assessment and funding systems with the same clarity (Sivertsen and Rushforth, 2024). This 
may be because national systems of assessment are largely shaped by governmental 
agendas and led by organisations which aren’t themselves signatories to CoARA. To what 
degree then can we expect countries to change their national assessment systems to 
reflect the rise of the RRA performance paradigm?  

Based on experience with the design, implementation, development and discussions of 
performance-based organisational funding systems in 26 countries, Sivertsen (2023, 90) 
explains why systems may differ and change at different rates with different influences:   

Although some systems may seem similar across countries, they are never the same 
and they are modified all the time. PBFS [performance-based funding systems] differ 
because they are anchored in the local traditions and mechanisms of state budgeting 
and embedded in the local negotiations about priorities and developments in the 
higher education sector. They are dynamic because they are continuously contested 
and thereby often adjusted.  

Countries also mutually learn from each other and inspire changes in their PBFS. The 
systems are conservative as well. Once implemented, they become games with rules 
and specific terminologies and infrastructures that are difficult to change. Also, they 
need to be predictable because they influence budgets and the spending of tax 
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revenues on the funding side. There is a need to ensure some stability of budgets at 
the institutions.  

A further complication is that even when countries are influenced by the same performance 
paradigm, ‘the final result is not convergence but different interpretations of the same general 
recipe’ (Capano, 2023). Layering of the nascent third paradigm – RRA - plays out differently 
and to varying degrees in our sample of thirteen national systems.  

Preliminary observations of an emerging RRA paradigm  

Let us now highlight critical junctures and patterns of change across our sample of 
countries, from 2010 to 2024. In doing so, we argue: (a) different aspects of these three 
paradigms are ‘layered’ onto one another to greater or lesser degrees, meaning wholescale 
replacement of one by another does not occur (c.f. Aagaard, 2017, Capano, 2023), and (b) the 
extent to which a third RRA paradigm has begun to affect national assessment systems (or 
is even visible at all) varies considerably across our featured countries.   

Early manifestations of this emerging third phase came with the introduction of societal 
contributions and impacts as a new criterion in Australia (Williams and Grant, 2018) and then 
in the UK’s REF 2014 (Martin, 2011). The REF’s adoption of impact in turn inspired other 
countries, such as the Netherlands, Brazil, and Poland to utilize similar criteria in a range of 
ways. The Netherlands and Norway, like the UK, incorporated societal impact or relevance 
into existing systems, and in Poland, societal impact criterion was added to the EJDN 
evaluation system, as one of many changes in the 2018 Law on Higher Education 
(Wróblewska, 2025).  

Australia ran its Engagement and Impact (EI) framework as a separate system alongside the 
existing ERA (which continued to reward disciplinary-based excellence) – but this ran only 
once, in 2018. Societal impacts are the most prominent and well-integrated dimensions of 
RRA to feature in national assessment systems to date, with a growing number of systems 
accommodating some variation on this. 

Other RRA components, like open science, multilingualism, and responsible metrics, have had 
varying levels of uptake across the systems in our sample. Though Poland’s EJDN 
incorporated societal impact, it has so far not accommodated additional elements of RRA. 
Ongoing debates in Australia about a framework to succeed the ERA reflect only modest 
engagement with the RRA agenda – despite a recent report by Australia’s now-former Chief 
Scientist, Cathy Foley, which sat firmly within the RRA performance paradigm (ACOLA 2023). 
 
Quantitative, indicator-based systems and excellence criteria feature prominently in many 
Latin American assessment systems, but there are also visible efforts to diversify assessment 
approaches. Efforts to counter English-language bias and support publishing in Spanish and 
Portuguese have grown, by integrating regional indexes like SciELO, RedALyC, and Latindex 
into national systems (Beigel, 2025).  
 
In 2014, Argentina’s CONICET approved a resolution for the social science and humanities 
equating journals indexed in regional databases with those in international indexes like Web 
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of Science and Scopus. CONICET’s researcher career system also has qualitative, narrative 
components integrated into its evaluations, alongside bibliometrics and interviews. As 
mentioned earlier, Brazil’s 2021–2024 CAPES evaluation cycle also integrated 'impact of 
society' as an explicit criterion. These changes have been amplified by regional advocacy 
networks such as the Latin American Council of Social Sciences (CLACSO) and Latin 
American Forum for Research Assessment (FOLEC), whose 2022 principles sought to raise 
awareness, adapt, and extend global frameworks like DORA and the Helsinki Initiative on 
Multilingualism in a regional context (CLACSO, 2022).  

 
In 2018, five ministries 
and institutions in China 
issued a special action, 
calling on the Chinese 
research system to curb 
the dominance of 'the 
four onlys' ('only papers, 
only titles, only 
educational background, 
and only awards') as the 
primary criteria for 

research evaluation and talent recognition across the system (Xiaoxuan and Fang, 2020). This 
coincided with critiques in national policies of 'Science Citation Index worship', echoing some 
of the language of DORA and the Leiden Manifesto (Zhang and Sivertsen, 2020).  
 
Even before the 2018 special action, some leading research institutes had already started 
moving away from purely quantitative, output-based definitions of academic performance, 
with the Chinese Academy of Sciences (CAS) among those taking a leading role in these 
reforms. From 2011 onward, the CAS ‘Research Institute Evaluation’ process was reformed 
into an achievement-oriented evaluation system primarily based on qualitative peer review, 
with quantitative indicators providing only supporting information. This shift was the 
culmination of longer-term efforts by CAS to increase the role of expert judgment and 
counter-balance negative effects of the metrics-dominated approach it had initially adopted in 
the early 1990s (Xiaoxuan and Fang, 2020). 
 
One feature of the emerging RRA phase is a shift in assessment methods from an exclusive 
focus on outputs (heavily emphasized in Hicks’s 2012 definition of PBRF systems) to include 
more process-oriented indicators and narrative-based methods of research performance. 
Of the performance based funding systems we studied, the UK’s REF has experimented the 
most with moves away from traditional output and results-based forms of evaluation.  

This is particularly evident in the introduction of ‘institutional-level environment statements’ in 
REF 2021, which continued a shift in emphasis towards process-oriented indicators that 
started in RAE 2008. The environment statement required institutions to submit strategic 
statements that focused on, for instance, support for inclusive research culture for staff and 
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research students, and steps to ensure sustainability of the unit through investing in people 
and infrastructure (Inglis et al., 2024).  

The elevation of process and input-oriented indicators is a significant development for 
performance-based funding systems. Where process indicators were mentioned at all in 
earlier comparative studies, they were treated as unrelated to research performance (e.g. 
Hicks’ 2012 paper explicitly positioned process indicators as separate from this type of 
system). The growing importance of process-oriented indicators over the past two cycles of 
the UK REF has gone largely under the radar of existing comparative studies.  

This May 2025 article by Dame Jessica Corner, 
Executive Chair of Research England, summarises the 
case for PCE as a core strand of an effective 
assessment system. 

This trend is now being intensified further 
via proposals for an expanded weighting of 
25% for the ‘People, Culture, and 
Environment’ pillar of the next REF (REF 
2029) and an ongoing pilot process to 
develop and test new indicators. Earlier 
accounts that saw process indicators of 
research management and infrastructure as 
falling outside the scope of research 
assessment systems reflected prevailing 
views at the time, but the emerging 
paradigm of assessment treats research 

culture and process indicators as increasingly important in assessing research performance.    

Open science, itself a diverse umbrella term (UNESCO, 2021), has begun to feature as a 
requirement in some national assessment systems. The UK’s REF 2021 included an open 
access mandate as a condition for eligibility of certain output types, as has the most recent 
version of the Italian VQR 2020-2024. Not all our thirteen countries have such requirements 
– and within the period covered, none had yet committed to using open information as the 
basis for evaluations of performance in their national assessment systems, as advocated by 
the Barcelona Declaration on Open Research Information (Barcelona Declaration 2024).  

Elsewhere under the open science umbrella, the Italian VQR 2024’s assessment is based on 
three criteria: originality, methodology, and the impact of the submitted research products. 
Unlike past VQR exercises, the methodology has been re-defined to encourage evaluators to 
pay attention not only to the rigor of research steps but also to reproducibility, transparency, 
accessibility, and the reuse of data (whether used) in the publications.  

This is reflective of national assessment systems’ gradual responsiveness towards pressures 
by science reform movements on agendas of open science, research integrity, and 
metascience. In Latin America, SciELO, RedALyC, and Latindex's infrastructures have long 
supported integration of Diamond Open Access journals (free to read and publish in), 
facilitating their inclusion in formal research assessment processes. These indexing systems 
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have also implemented quality control mechanisms to screen so-called predatory or spurious 
journals (Beigel, 2025). Open access publishing was also prioritized in Colombia's 2024 
Research Groups Assessment Model.  

Agencies responsible for several national assessment systems have signed declarations 
such as DORA, to commit to responsible uses of (particularly quantitative) research indicators. 

These include NWO and KNAW (overseeing the 
Dutch SEP) and UKRI (of which Research 
England, one of the four UK funding bodies who 
govern the REF, is part). ANVUR (overseeing 
Italy’s VQR) is also a signatory to CoARA, and in 
2023, Chile's National Research and 
Development Agency (ANID) became the first 
Latin American institution to sign CoARA.  

ANID in Chile signs the CoARA agreement 2023 

In most countries, no single agency oversees all research assessments (including ex-ante and 
ex-post), so voluntary initiatives like DORA and CoARA can be signed by different actors in a 
given national context. In Argentina, for instance, CONICET signed DORA in 2022, but is the 
only national agency (responsible for one strand of the assessment system) to have done so.  

Individual universities may also sign these agreements, without the national assessment 
agency doing so, as in Poland. It is unclear how multiple actors signing these voluntary action 
initiatives may translate into concrete reforms of research assessment practices at a national 
system level, especially as the initiatives themselves have only weak enforcement or 
compliance mechanisms. There are other types of assessment beyond national ex-post 
assessment systems (e.g. for hiring, promotions or project selection) where such initiatives 
can also be taken up, though these lie beyond the scope of this study.    

Across the 2010 to 2024 period of our study, it is notable that no new frameworks for 
advice-oriented assessment have been established, save for Australia’s EI (which was 
discontinued after one cycle). From our sample, the overall picture is one of consolidation of 
summative-oriented systems that do not explicitly aim to deliver strategic advice. An 
exception is the Norwegian Disciplinary Evaluation, where since 2011, one of the main tasks 
of the evaluation committees for biology, medicine and health has been to deliver strategic 
advice to the Research Council of Norway and the central government. This was also included 
in the 2017 and 2018 evaluations of social science and humanities, and in the third round of 
STEM-evaluations, starting in 2021. 

Combinations of disciplinary and excellence-oriented criteria are visible in all cases, though 
how these are combined and play out in different systems varies. Principles of excellence 
(such as competition through selective performance-based funding based on evaluating 
traditional research outputs) continue to be emphasised in many systems. Efforts to mitigate 
or counter perceived dysfunctions in the disciplinary and excellence paradigms have led to 

visible changes in some but by no means all national assessment systems.   
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4.  ​ Conclusion: pathways & possibilities  
A new report from the Global Research Council (May 2025) with examples of how 
different public funding agencies are advancing RRA 

How might elements of the RRA agenda translate differently, according 
to the methods and rationales of the diverse national assessment 
systems in our sample? Generally speaking, principles and criteria of 
RRA are more readily absorbed in formative, advisory assessment 
systems. By contrast, in more competitive summative systems, 
changes in assessment criteria can directly affect institutional 
reputation or levels of funding, making changes more consequential, 
and likely to be contested.  

Before the addition of process indicators to systems like the UK REF, evaluation of research 
inputs and processes was typically the preserve of advisory-oriented assessments. Back in 
2009-2015, the Dutch SEP included ‘vitality and feasibility’ (e.g. staffing, prioritization and 
project management as performance criteria). By 2021 additional criteria for evaluating 
included: open science; PhD training; academic culture; and human resources policy.  

Incorporating RRA criteria into formative frameworks like the Dutch SEP and Norwegian 
Disciplinary Evaluation may be less contested, they are also less likely to act as strong levers 
for behaviour and culture change. By contrast ‘strong’ systems linked to funding seem 
more likely to shift the priorities of those being assessed, given the resource and 
reputational importance of the outcomes (Whitley, 2007). In the UK, the introduction of impact 
in REF 2014 has contributed to shifts in the status, emphasis and economic rationale for 
impact-oriented activities across UK higher education, in ways that more discretionary, 
advisory processes would have struggled to achieve. Though not without its critics, the 
inclusion of ‘People, Culture and Environment’ in REF 2029 will likely generate further 
strong stimulus for organisations to take these priorities more seriously.    

One uncertainty with respect to RRA-oriented reforms is what role indicator-based 
approaches might play in furthering this agenda. The agreement underpinning CoARA states 
as its second commitment “Base research assessment primarily on qualitative evaluation for 
which peer review is central, supported by responsible use of quantitative indicators.”3 This 
has been interpreted by some as an overly-sceptical stance towards the use of bibliometrics, 
and indicator-based evaluations that use them (e.g. Abramo, 2024).  

However, the potential for indicator-based systems to incorporate elements of the RRA 
agenda, such as open science, team science, or peer review data, should not be 
overlooked (Sivertsen and Rushforth, 2024). Advances in bibliometric meta-data might, for 
instance, help indicator-based allocation schemes evaluate and monitor certain kinds of open 
access publishing activities; or track cross-sector or cross-disciplinary collaborations or 
research impacts. Caution of course needs to be taken in any quantitative assessment 
system, to ensure data quality, and reliability, and to monitor for unintended consequences.  

3 https://coara.eu/agreement/the-agreement-full-text/  
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Using advanced bibliometric methods and data to support and advance the RRA paradigm 
(rather than standing in opposition to it) is an important consideration which merits more 
analysis and discussion. This is particularly important for countries with established 
indicator-based national systems, and limited appetite to establish large-scale national 
peer-review based evaluations.  

New data from the 2025 RoRI/Global Research Council 
(GRC) survey of GRC-participating funders reinforces the 
sense of a gradual but meaningful shift in the ‘centre of 
gravity’ of these debates towards RRA approaches and 
agendas (Rushforth et al, 2025). But also of considerable 
heterogeneity in the speed and scale of assessment 
reforms as they are being applied across different systems, 
with no single direction of travel.  
 
Some systems appear likely to consolidate around 
large-scale competitive peer-review based systems, while 
others may explore alternatives (as hinted by Adams et al, 
2022). Some policymakers may look to indicator-based 
systems as an option, while others could look towards 
advisory-oriented assessments or systems where 

accreditation is an important purpose. For example, a recent EU-level report by Guillet (2025) 
calls on research culture and environment to become a focus of the quality assurance of 
research in higher education institutions conducted by external accreditation bodies.  
 
Interest is also growing in the potential to incorporate AI tools into data-driven assessment 
methods, particularly in light of concerns over the swelling administrative burden of large 
assessment exercises. The RoRI/GRC 2025 survey of global funders reinforces the openness 
of many funders to AI tools, albeit tempered by a concern to ensure that these don’t introduce 
fresh biases or problematic incentives (Adams et al., 2022).  
 

Jonathan Adams of Clarivate argues that the UK REF has 

outlived its usefulness and delivers diminishing returns. 
An alternative to the use of national research assessment 
and funding systems is to rely more on performance 
agreements, a ‘dialogue-based funding’ model, whereby 
governments or intermediaries negotiate targets with 
higher education and research organisations, with funding 
tied partially or fully to organisations meeting the 
contractual targets (Salmi and Hauptman, 2006, 40, 58).  
 
Supporters of performance agreements argue they can 
support diversification of organisational profiling, enhance 
sensitivity of performance criteria towards institutional missions and public values, generate 
more context-specific indicators, and strengthen trust between government and institutions 
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(Jongbloed et al., 2020). They are not without potential drawbacks though, with critics 
highlighting concerns over an erosion of organisational autonomy, increased bureaucracy, 
and financial penalties for unmet targets occurring for reasons beyond an organisation’s 
control (Sivertsen, 2023).  

 
A February 2025 front cover story in The Times newspaper in 
the UK thrust REF reforms into the limelight. 

Whichever models are used, pathways towards 
RRA reforms in national assessment systems are 
likely to remain multiple and complex. Some 
systems may resist these ideas more actively, for 
ideological or pragmatic reasons, while others press 
accelerate more rapidly. Some systems may 
experience ‘pressure from below’, in support or 
opposition to these agendas. Current UK proposals 

for the ‘people, culture and environment’ strand of the REF have elicited both, with a heated 
debate across the university and research community about the merits, pitfalls and practical 
feasibility of giving these elements greater emphasis in REF 2029.  
 
In 2024, 36% (1147 institutions) of the total population of organisational signatories of 
DORA were from Latin America; but there are still perceptions in some quarters that the RRA 
paradigm is European-dominated. Under-resourced institutions in the Global South may also 
shift back towards the excellence paradigm as a logical response to intense competitive 
pressures for resources and talent.  
 

Nature on proposed cuts to US federal R&D investment (April 2025) 
 

There is perhaps a fork in the road over the next 5-10 
years, as some national systems decide to accommodate 
or further embed an RRA-oriented agenda, while others 
consolidate along disciplinary/excellence lines. And these 
developments are of course highly susceptible to larger 
system shocks (as we are now seeing in the severe cuts 
proposed to federal R&D budgets in the United States). 
Any or all of geopolitics, financial crises, austerity, 
pandemics, and ideological battles over universities may 
alter the landscape for publicly-funded research in 

unpredictable ways. The emerging yet still-fragile paradigm of RRA may benefit or be derailed 
by such perturbations. 
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Headlines of this paper and further research 

This paper has two objectives:  
●​ to develop and apply a comprehensive typology of national research assessment and 

funding systems across thirteen countries (including some from the Global South);  
●​ to analyze changes in these systems from 2010 to 2024. In doing so we also sought to 

explore potential developments in such systems over the next 5-10 years. 
  

Our typology confirms the considerable diversity in national assessment and funding 
systems reported in existing comparative literature (Geuna and Martin, 2003, Whitley and 
Gläser, 2007, Hicks, 2012, Zacharewicz et al., 2019, Oschner et al., 2021), reinforcing that there 
is no universal recipe or template to follow.  

Our typology adds several new contributions. First, it provides an up-to-date framework for 
the comparison of diverse systems against three performance paradigms, four core aspects 
and four subsidiary aspects. This makes it easier to compare systems that would otherwise 
be hard to analyse alongside one another. 

Second, our study included countries with at least one of the following types of ex-post 
national assessment systems currently (or recently) in place: indicator-based funding; peer 
review linked to funding; peer review linked to organisational improvement; and/or 
individual-level national assessment systems. By expanding our inclusion criteria to include – 
for instance – ex-post evaluation systems with the primary assigned purpose of generating 
strategic advice, we present a more comprehensive picture of available options for 
administering funding, measuring performance and assuring quality across national 
research systems (c.f. Sivertsen, 2023).  

Third, our sample allows us to shed further light on ex-post systems where the unit of 
assessment is individual-level research performance. These predominate in Latin America 
and have been relatively under-studied in comparative analyses and research evaluation 
literature more generally (Vasen et al., 2023).  

Fourth, our collaborative model of research and co-authorship with colleagues based across 
these thirteen countries has enabled our typology to draw on and synthesize a far larger set 
of data, documents and other contextual information (in languages other than English) that 
otherwise would not be picked up – for example in a more conventional literature review.  

Furthermore, our longitudinal perspective has led us to theorize changes in rationales and 
expectations of national research assessment systems from 2010 to 2024. This is a departure 
from the cross-sectional designs which typically inform such comparisons. This approach 
leads us to argue that, over time, three paradigms of performance assessment have shaped 
these systems, to varying degrees.  

First, the disciplinary paradigm (peer autonomy, internal disciplinary standards); then, the 
excellence paradigm (competition, selectivity of funding, performance indicators) and more 
recently the nascent 'responsible research assessment' (RRA) paradigm (broadening 
assessment beyond traditional outputs, diversifying research quality, widening public values).  

 

29 



Importantly, we observe that national systems have not moved seamlessly from one phase 
to another: new paradigmatic ideas accumulate over time, creating ‘layering’ effects, where 
elements of earlier paradigms persist alongside newer paradigms and combine to generate 
systems with complex, hybrid characteristics.  

Our analysis also shows that the RRA agenda is a paradigm still in its early stages, featuring 
in some but not all national systems, meaning it is not yet a global trend. Non-linear and 
geographically diverse responses to RRA suggest a potential decision-point in the next 
5-10 years, whereby some systems accommodate and adapt to this paradigm in a proactive 
fashion, while others remain static or move in a different direction. Even where the RRA 
paradigm is gaining ground, it remains heterogeneous, in its infancy, and highly 
context-dependent.  

Lord Vallance, UK Minister for Science & Innovation 
and Denys Kurbatov, Ukraine’s Deputy Minister for 
Education and Science, at a meeting in July 2025 to 
draw lessons from the UK REF for a newly-proposed 
Ukrainian research assessment system.  

Our analysis leads us to caution against 
oversimplification when describing trends 
in national assessment systems. While 
systems have been paused or discontinued 
in some countries, others have been 
introduced or are under consideration for 
the first time (for example, in Ukraine).  

The overall picture is one of consolidation of such systems under dynamic steady state 
conditions, and of gradual, uneven changes in the rationales, design and objects of 
assessments, rather than wholescale transformation. Looking to the near future, the biggest 
challenge for reforming new and established systems alike will be selecting appropriate 
criteria, methods and indicators for robust assessment of research performance and then 
translating aspirational RRA principles into workable assessment methods. This is the 
debate now raging in the UK over the people, culture, environment (PCE) strand of REF 2029.  

How the emerging RRA paradigm is translated into large-scale, periodic peer review-based 
assessments — versus advisory assessments; indicator-based systems; individual 
assessments; or institutional performance agreements – and how the emerging paradigm 
interacts with existing ideas and practices of disciplinarity and excellence – are urgent policy 
questions which demand more empirical and theoretical focus, both in academic 
metascience, STS and studies of evaluation, and from reform movements within science, such 
as CoARA, DORA and the Barcelona Declaration.   

Future research should extend our current analysis to an even broader range of countries 
not yet included in this study. Additionally, investigating the practical implementation and 
outcomes of RRA principles in various national contexts would provide valuable insights for 
policymakers, institution leaders, and researchers worldwide.  
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It is essential that the evolution of these systems reflects each country's unique strategic 
strengths, needs and priorities – rather than uncritically pursuing a singular ‘best practice’ 
model. In this respect, our typology and analysis of system changes offers opportunities for 
cross-national mutual learning and further underlines the importance of a comparative 
research agenda of the kind RoRI has developed through its AGORRA project. Comparative 
perspectives on these questions are rare, and longitudinal comparative studies even rarer.  

This working paper shines a comparative light on the variegated landscape of national 
research assessment and funding. We hope that our new typology will inform more effective 
and context-appropriate decision-making by those involved in performance evaluation and 
funding allocation. The ultimate test will be whether these systems continue to sustain, reflect 
and project the vitality and dynamism of the researchers and research institutions on which so 
much depends. 
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Appendix 

National Research Assessment and Funding Systems  

Country  Name of system(s)  Year of 
introduction / 
major 
change(s)  

Census period  Summary   

Argentina  Program for 
Researcher 
Teachers (PRINUAR, 
previously 
PROINCE)  

1994  2 yrs (admission 
and promotion) / 
4 years 
(permanence)  

PRINUAR - and its predecessor PROINCE – evaluates individual researchers. It was created to promote 
research activities in universities by categorizing faculty members based on their research output. The 
process follows informed peer review and aims to incentivize performance through categorizing researchers 
(reputation) and providing small amounts of funding based on performance.  

Institutional 
Evaluation Program 
/Programa de 
Evaluación 
Institucional (PEI)  

2005  Ad hoc  Voluntary program introduced to help institutions assess their R&D activities and produce strategic advice to 
improve their performance (formative assessment). Resources allocated on the basis of PEI results are 
limited. PEI follows informed peer review (use of bibliometrics varies per discipline). Evaluations also include a 
self-assessment and site visit by an external evaluation committee.  

CONICET Career of 
Scientific and 
Technological 
Researcher (CICYT)  

1961  1 or 2 years 
according to 
seniority  

Individual career system whose members are constantly evaluated for performance. Performance report 
outcomes are generally consequential for individuals' reputations affecting career advancement prospects in 
CONICET program. Evaluations use peer review informed in some disciplines by bibliometrics and other 
types of quantitative information.   

Australia  Excellence in 
Research for 
Australia (ERA)  

2010, Ceased 
since 2023  

3 years  ERA identified and promoted excellence across the full range of research in Australia’s higher education 
institutions. ERA assessed research outputs using a combination of peer review moderated by a panel of 
experts and bibliometric analysis moderated by a panel of experts to determine results, depending on the 
field of research being assessed (STEM disciplines predominantly assessed by bibliometric analysis, and SSH 
disciplines by peer review). ERA impacted institutional reputation and funding, however it ceased being 
connected to funding in its 2018 exercise and ceased operating at all in 2023.  

Engagement and 
Impact (EI) 
Assessment 

2018  Not repeated  EI assessed how well researchers engage with end-users of research. It also assessed how well universities 
are translating research into impacts beyond academia. EI assessed engagement and impact using expert 
review of case studies and other evidence (including engagement narratives and other indicators). The 
exercise provided strategic advice to be used locally at each institution.   
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Brazil CAPES Evaluation 
System for 
Graduate Programs  

1976  4 years  The primary means of national research evaluation in Brazil occurs via regular assessments of all graduate 
programs, carried out by the CAPES federal agency. The stated aims include quality assurance, overviews of 
educational and research activities, and strengthening the basis of science, technology, and innovation in 
Brazil. This evaluation process occurs every four years. CAPES performs holistic evaluations, focusing on 
quality of research activities but also educational performance, such as graduated students employment 
rates. Evaluation involves informed peer review, conducted by members of the Evaluation Areas - which 
group graduate programs according to their disciplines. CAPES assigns a quality label to the assessed 
program (on a scale of 3 to 7, with 3 being the minimum required for a program to operate and 7 representing 
an internationally competitive program), and provides a small amount of financial support to postgraduate 
programs: those rated 6 or 7 receive slightly more than those below. Although only a limited resource 
earmarked for activities such as mobility, conference participation, and publications, results are important for 
enhancing many programs’ research performing capacities.   

Chile  National 
Accreditation 
Commission / 
Comisión Nacional 
de Acreditación 
(CNA)  

2006   3-7 years  The National Accreditation Commission (CNA) evaluates and accredits the quality of higher education 
institutions, universities, autonomous technical training centres in Chile, and programs they all offer. One of 
the optional areas of the institutional accreditation process for which it is responsible is research (and 
creation and innovation). Although a voluntary dimension, performing well on research is essential to obtain 
the maximum period of accreditation, with the aim of encouraging development and strengthening the quality 
of research in Chile. The evaluation process consists of internal self-evaluation, carried out by the respective 
institutions; external evaluation, carried out by peer evaluators; and final judgment issued on the basis of the 
weighting of the information gathered. Research evaluation-based accreditation by CNA provides the 
institution with quality support, prestige and recognition, although it is not a condition for an institution to 
develop research.  

China  National 
Disciplinary 
Evaluation  

2002  4 years  An indicator-informed system that assesses the performance of over 1,100 universities and 31,000 disciplines 
nationwide. Although its results do not directly determine funding, they significantly influence funding 
decisions by various stakeholders and internal resource allocation within universities.  

Double First-Class 
Evaluation  

2017  5 years  "Double" refers to both university-level and disciplinary-level assessments. Currently, 147 universities (and 
more than 300 disciplines) are included in this evaluation, representing about 5% of all higher education 
institutions and showcasing the top-tier universities in China. The evaluation is performed by committees 
informed by indicators, with results affecting reputation and funding.   

National 
assessment and 
selection systems 
for elite individual 
researchers  

1994 1 year  Highly competitive selections of elite individual researcher accompanied by substantial resources, including 
high salaries, generous research funding, and other institutional support. Performed by committees informed 
by indicators, with results highly consequential for reputation, funding and career advancement prospects of 
individuals. Systems within the program include the Distinguished Youth Scientist Fund and Yangtze River 
award. 
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Chinese Academy 
of Science research 
institute evaluation 

1998 1 or 5 years The research institute evaluation, initiated in 1998, is an important tool for the Chinese Academy of Sciences 
(CAS) to manage over 100 research institutes, mainly serving to provide guidance, motivation, and 
measurement. The strategic goals of CAS vary in different development periods, and accordingly, the 
methods and applications of research institute evaluation also differ. Overall, the evaluation has gone through 
developmental stages from quantitative indicators to qualitative assessment and then to comprehensive 
evaluation. The evaluation results are generally linked to the allocation of resources for the institutes (with 
varying degrees of intensity) and have a significant impact on their reputation. 

Colombia Research Groups 
Assessment Model / 
Modelo de 
Medición de 
Grupos  

1991  ~2 years  An assessment of research groups, carried out each 2-3 years by Minciencias. The assessment establishes a 
system of categorization of research groups, based on their scientific and educational production and 
societal impact of research. Assessment is based on the quantity of outputs and quality of contributions by 
research groups and establishes a rank of groups for each knowledge field. The ascribed aim is to gather 
information about research in Colombia, and to establish competition and quality standards. The categories 
awarded by Minciencias have an impact on the prestige of universities and supports comparison among 
them. The model also performs a secondary function of assessing and classifying individual researchers’ 
performance.  

Decreto 1279 de 
2002  

2002  1 year  Decreto 1279 de 2002 is the main incentive for research in public universities. For each academic paper (and 
other type of outputs) in journals assessed by Publindex, individual researchers receive several points. Each 
point has a value in monetary terms, and it increases the monthly salary of the researcher.  

High Quality 
Accreditation Model  

1992  4-10 years  CNA (National Accreditation Council) is an institution that certifies universities and academic programs for 
their performance. Its national system of accreditation is based on peer review (assessment by experts) of a 
self-evaluation and takes into account research metrics. The accreditation granted can have a duration of 4, 
6, 8, and 10 years. 

India  National 
Institutional Ranking 
Framework (NIRF)  

2016  1 year  An indicator-based system primarily intended to allocate reputation to all public and private colleges and 
universities in the country. University performance is assessed through a panel of indicators, such as external 
project revenue, quantitative bibliometrics, number of papers, citations and number of patents. 
and input counts (e.g., student numbers, staff gender composition). Results have some indirect effects for 
individuals, departments or universities, influencing promotion and career progression prospects for 
individual researchers, and use by students to inform choice of educational enrolment; results also have 
some direct effects in determining eligibility of universities for participating in some competitive funding 
schemes. 

Italy  Evaluation of 
Research Quality 
(VQR)  

2011  5 years  Combined indicator and peer review based system evaluating the research outcomes of public universities 
and research institutes, as well as those of private institutions that voluntarily submit their research outcomes 
for evaluation. Consequential for funding and reputation.   
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Mexico  National System of 
Researchers (SNI)  

1984  Varies per 
seniority level  

The National System of Researchers (SNI) is a national career system that categorizes individual awardees. 
Evaluations of persons categorized in the SNI are organised according to areas of knowledge, and carried 
out through peer review and quantitative indicators linked to publication and other activities. Classification 
results are consequential for individual reputations and career prospects within SNI and beyond the formal 
confines of SNI can influence the ability to access resources for research.   

Netherlands Strategy Evaluation 
Protocol (SEP), 
previously Standard 
Evaluation Protocol  

1994  6 years  All publicly-funded research performing organisations in the Netherlands are evaluated on criteria, guided by 
the Strategy Evaluation Protocol (SEP) document. SEP aims to provide organisations with strategic advice via 
an evaluation report that can inform organisational changes and learning. Results of evaluations are not 
directly connected to funding outcomes.  ​
 ​
Evaluation is largely peer review-based, consisting of an initial self-evaluation report by the organisation, 
submitted to an external expert panel prior to their site visit. Reports from site visits are often made publicly 
available.  

Norway Evaluations of 
specific subjects 
and thematic areas  

1990  10 years  Subject specific and thematic area evaluations are conducted every ten years, per subject area. The exercise 
uses peer review by international expert panels, providing critical reviews of Norwegian research in 
international perspective and produces strategic advice for increased quality and efficiency. The exercise 
does not affect institutional funding directly. Reports are published, with basic data and methods made 
publicly available.  

Indicator-Based 
Funding  

2004, due to 
cease for 
universities in 
2025  

1 year  Indicator Based System allocates a small share of funding for research, according to four indicators of 
research performance. The system combines research and educational indicators, making no special 
allocation for research activities. System not running for universities anymore, only hospitals and public 
research institutes.  

Poland  Evaluation of 
Quality of Scientific 
Activity / Ewaluacja 
Jakości Działalności 
Naukowej (EJDN)  

Early 1990s, 
current format 
run in 2020/1  

4 years  Centralized, periodic evaluation of research activities. Conducted approximately every 4 years by the Ministry 
for Higher Education. Alongside a points-based system, a peer review-based element was introduced in 
2020 to evaluate societal impact, modelled on the innovation to the UK REF 2014. The evaluation informs 
core funding and affects certain privileges of the institutions (such as granting PhD titles) for the following 
4-year long period.   

Algorithm 
Performance Based 
Funding System 

Early 1990s 
Current 
format 2020  

1 year  An indicator-based funding system for Polish HE and research institutions. Funding is distributed to 
organisations based on an algorithm which takes into account several factors, including number of students 
and tier of institution in the previous EJDN evaluation round (see above).   
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Research University 
Program (IDUB)  

2019  6 years  The Research University (IDUB) program, launched by the Polish government in 2019, aims to improve the 
research performance of top Polish universities. 10 universities were selected from 20 eligible institutions in 
its first year, receiving a 10% subsidy increase for 2020-2026 to support their development plans. These 
universities must undergo midterm and final evaluations by an international expert panel, based on informed 
peer review, with results affecting reputation and funding.  

UK Research 
Excellence 
Framework (REF), 
previously Research 
Selectivity Exercise 
(RSE) and Research 
Assessment 
Exercise (RAE).  

1986 (RSE), 
1992 (RAE), 
2014 (REF)  

~7-8 years  The Research Excellence Framework (REF) is a comprehensive process of expert review that assesses the 
performance of academic research across 34 subject-specific units of assessment in the UK. Every university 
department or group can submit to a unit of assessment, where their research is evaluated and scored by 
specialized panels primarily via peer review. The results of REF panel assessments are used by each of the 
four devolved nations in the UK to inform the distribution of formulaic block-grant funding, known as 
'Quality-related' (QR) funding, to higher education institutions.  
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