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Droplets impacting onto surfaces is a common phenomenon in nature and in various industrial applications, such as
bioprinting, wind turbine operations, and spray coating. A detailed understanding of the physics underlying the impact
dynamics is critical for these applications. However, capturing the details of this process experimentally and developing
analytical models to predict the impact characteristic parameters is a challenge. Here, we present a numerical model
designed to simulate the dynamics of droplets impacting superhydrophobic surfaces. Following validation against
our experimental data, the model is employed to analyze the energy budget within the liquid phase during impact.
Subsequently, a series of simulations are conducted to examine the influences of various physicochemical parameters
on droplet impact. Our analysis reveals that energy dissipation during droplet spreading increases linearly with the
viscosity, density, and droplet size; conversely, an increased surface tension leads to a lower energy dissipation, while
the equilibrium contact angle on superhydrophobic surfaces does not significantly affect energy dissipation during the
droplet spreading process. Notably, impact velocity plays a critical role in energy dissipation during spreading. These
findings provide detailed insights into mechanisms of energy dissipation during droplet impact which would help in

developing more accurate analytical models to predict the droplet impact outcome.

I. INTRODUCTION

One common physical phenomenon we encounter daily is
the impact of droplets on solid surfaces. Whether we are
traveling in the rain, sneezing into our elbow, watering our
plants, or removing a coffee stain from our clothes, we wit-
ness droplet-solid interaction. This phenomenon is also crit-
ical for many industries and technologies, such as medicine,
aerospace, fashion, agriculture, electronics, renewable energy,
health-safety-environment, and materials!®. After the pi-
oneering work of Worthington’ on studying the impact of
droplets on horizontal planes, this phenomenon has become
an important part of physics and fluid mechanics research.

The droplet impact outcome on a surface is categorized
into different impact regimes, including deposition, partial re-
bound, rebound, jetting, and splashing®. The impact behavior
of a droplet on a surface involves a series of dynamic pro-
cesses. At the onset of the impact, a three-phase contact line
(TPCL) is formed. When no splashing is observed, the TPCL
spreads radially outward until it reaches a maximum spread-
ing diameter D,,. Subsequently, depending on the surface
and liquid properties and the impact conditions, the TPCL
can either recede or stay close to this maximum spreading re-
gion. In cases where the energy dissipation mechanisms dissi-
pate the initial energy of the droplet during the spreading, the
droplet remains attached to the surface, a phenomenon known
as deposition. Partial rebound occurs when the droplet lacks
sufficient energy to fully retract after reaching the maximum
spreading diameter. In this case, part of the droplet may sep-
arate and rebound, while some liquid remains adhered to the
surface. Rebound happens when the droplet has enough en-

ergy to complete the receding process and bounce back from
the surface nearly entirely. Jetting is observed when a droplet
impact leads to the formation of a jet that ejects liquid verti-
cally from the impact point®.

Surface structure plays a significant role in determining the

droplet impact behavior by influencing wettability and energy
dissipation rate'®. Wettability, which governs how a liquid
interacts with a solid surface, is primarily determined by the
equilibrium contact angle 6,,. A contact angle 6,, < 90° indi-
cates a hydrophilic surface, on which the liquid spreads more
readily. When 6., < 5° , the surface is classified as super-
hydrophilic, which means that on it the droplet spreads al-
most completely. Conversely, a contact angle 6,, > 90° de-
notes a hydrophobic surface, where the droplet maintains a
more spherical shape. If 6,, exceeds 150° and the contact an-
gle hysteresis AO is less than 10°, the surface is considered
superhydrophobic!!. Superhydrophobicity can be achieved
by exploiting hydrophobic coatings, increasing surface rough-
ness, and creating air pockets between the solid surface and
the droplet!?.
Structured and textured surfaces, such as hierarchical struc-
tured surfaces, ribbed or grooved surfaces, slippery liquid-
infused porous surfaces (SLIPS), and patterned wettability
surface substrates have also been used as a passive method
of controlling droplet impact by altering energy conversions
during the impact!'3-13.

Understanding the dynamics of droplet impact and ulti-
mately the ability to control how droplets interact with solid
surfaces is crucial for various industries such as bioprinting!®,
inkjet printing!”, forensic science and criminology'®, self-
cleaning surfaces!®, and spray cooling?’. Research has shown



that impact dynamics is influenced by the physicochemical
characteristics of the surface, including wettability, texture,
and temperature?!, as well as the properties of the liquid, such
as density, viscosity, temperature, impact velocity, droplet
size, and surface tension?2. Furthermore, environmental con-
ditions, including temperature, pressure, and humidity, play
critical roles in determining the nature of the impact result?3.

In the literature, the maximum spreading radius is one of
the parameters that have been used to characterize the impact
dynamics?*. The ability to predict and control the maximum
spreading radius is critical for several industrial applications
such as spray coating, printing, and spray cooling”. How-
ever, predicting the normalized maximum spreading (B,, =
Dy, /Dy), which represents the ratio of the maximum diameter
of a spreading droplet to its initial diameter Dy, is complex.
This complexity arises because of the necessity to understand
the energy conversions during the spreading phase. Addi-
tionally, analysis of 3, becomes more intricate for droplets
impacting spherical, structured, or porous surfaces, or un-
der external influences such as magnetic, acoustic, or electric
fields?6-28.

Several approaches have been developed to address this
complexity, including the momentum balance method®*?,
empirical scaling analysis®'32, energy budgeting®, and ma-
chine learning methods3**. The momentum balance method
involves deriving the equation of motion for the rim surround-
ing the central lamella of the droplet. Empirical scaling analy-
sis is an empirical, yet highly effective, method for predicting
Bm. Tt involves identifying appropriate scaling relationships
that relate f3,, to the properties of the liquid and the surface
characteristics. The energy budget method analyses how dif-
ferent energy terms convert into each other and evolve during
the impact. Unlike the scaling method, which is more empiri-
cal, the energy budget method attempts to quantify the precise
energy transformations and dissipation mechanisms involved
in the spreading process. Machine learning methods com-
monly use artificial neural networks to predict the maximum
spreading based on the available experimental or numerical
data. Table I summarizes the important correlations for pre-
dicting B3, as a function of different important dimensionless
numbers.

To predict the maximum spreading radius, the energy bud-
get method analyses the dynamic interaction between surface
energy E;(t), gravitational energy E,(¢), kinetic energy E(t),
and energy dissipation Wy;ss(¢) during the impact®. In most
models, the effect of gravitational energy is ignored, as studies
by Biroun et al.?® and Lee et al.>> have shown that its impact is
less than 3%. In this approach, energy conservation is applied
to the fluid domain from the start of the impact to the mo-
ment the droplet reaches its maximum spreading radius. The
energy conversions can be analyzed using either analytical or
numerical methods.

When using analytical methods, one needs to determine the
kinetic and surface energy of the droplet at both the onset of
impact and maximum spreading, along with the energy dis-
sipation during spreading. Assuming that there is no internal
recirculation within the droplet, the kinetic energy at the onset
of the impact is given by Ex(0) = 5pDjUg, where p is the

liquid density and Uy is the impact velocity. Most analytical
models assume the kinetic energy becomes zero at maximum
spreading, Ek(t;) = 0. This means that the initial energy of
the system is either dissipated or stored as surface energy dur-
ing the spreading. The surface energy at the onset of impact
is E;(0) = my,D3, where v, is the surface tension between
the liquid and gas phases. The other two factors — energy
dissipation during spreading and surface energy at maximum
spreading— are more complex, and the accuracy of the models
depends on how these terms are calculated. Over the past two
decades, several models have been proposed for these terms.
Wang et al.>® provide a table summarizing the correlations for
these two terms. Most of these models assume that the shape
of the droplet at maximum spreading is a cylindrical or spheri-
cal cap’-*8. However, high-speed imaging and computational
fluid dynamics (CFD) results have shown that the shape of the
droplet is more complex. Moreover, all these models define
correlations for energy dissipation terms as a function of ini-
tial droplet properties (such as Do and Up) and the final shape
of the droplet at maximum spreading. However, CFD simu-
lations have shown that the internal flows during the spread-
ing are complex. Overall, although several analytical methods
have been proposed to predict the maximum spreading of the
droplet, and some of these models are effective and simple,
there are a lot of uncertainties about the correct definitions
and appropriate usage of accurate energy terms.

Over the years, various numerical techniques have been
developed to simulate the complex process of droplet im-
pact, each with distinct advantages and limitations. Among
these, the Volume of Fluids (VOF) method*’, the Level Set
(LS) method*3, the Lattice Boltzmann Method (LBM)*, and
Molecular Dynamics (MD)*® have been widely employed.
For a comprehensive summary of studies utilizing these meth-
ods, we refer the reader to the work of Wang et al.%. Interface
capturing methods, such as VOF and LS, are particularly ad-
vantageous due to their high simulation accuracy in capturing
free interfaces and their strong adaptability to complex bound-
ary conditions. The VOF method, based on a volume frac-
tion function, effectively satisfies mass conservation, making
it suitable for multiphase flow problems with large deforma-
tions. The LS method, on the other hand, defines the inter-
face implicitly using a signed distance function, allowing for
smooth curvature calculations and facilitating the modeling
of topological changes such as droplet merging or breakup’!.
The LBM, a mesoscopic approach, has evolved from the lat-
tice gas model, where particles exist in discrete phase spaces.
Based on kinetic theory and the cellular automaton concept,
LBM employs simple local update rules based on particle in-
teractions to derive continuous momentum equations®2. This
method is particularly effective for simulating complex fluid
behaviors, including interactions with microstructured sur-
faces and porous media. Recently, MD simulations have been
increasingly applied as a microscopic modeling technique.
The fundamental principle of MD is that, given the positions
of all atoms in a system, the forces acting on each atom due
to other atoms can be computed. Using Newtons laws of mo-
tion, these forces determine atomic velocities and positions
over time, thereby capturing the dynamic behavior of the sys-



TABLE 1. Summary of physical models detailing the relationship between the maximum spreading parameter and non-dimensional physical

. *
variables

References Correlation Method Comments

Scheller and Glycerin aqua mixture liquid impact on

Bousfield® Bm =0.61 (Re20h) 1/6 Empirical scaling analysis polystyrene film and glass surfaces.
Water with sodium dodecyl sulphate (SDS)

Pasandideh- surfactants droplet impacting on stainless steel

We+12

40 =
Fard et al. B = \/3(1—L-osea)+4(We/\/ﬁ)

Energy Budget Method

surfaces.

The equation is valid for low viscosity droplets

Clanet et al.*! B = 0.9We!/4 Empirical Scaling Analysis impacting on superhydrophobic surfaces.
Ukiwe and (We+12)B, = Water and formamide liquid impact on Silicone
Kwok*? 8+ B (3(1 —cos Beq) +4We/+/Re) Energy Budget Method wafers.
Roisman? B =~ 0.87Re!/5 4 0.4Re2/We~1/2 Momentum Balance Method N.A.

Two-dimensional (2D) numerical simulation of
droplet assuming 180° contact angle at the

Eggers et al.?? By o< Re' /> f.(WeRe2) Momentum Balance Method TPCL.
Gasoline, Isooctane, and ethanol droplets
impacting on an aluminum substrate with an
average surface roughness of 0.02um with
Seo et al.*3 B = 1.27(Re*0Oh)?-122 Empirical Scaling Analysis impact velocities between 0.37 and 4.04 m/s.
Glycerol-water solutions impact on smooth
3 18We0 75 565 sapphire surface. The impact velocity and
o +8+ 3(1 —cos6eq) ﬁ,%, = droplet volume are changed to obtain 294 data
Aksoy et al.* (We+12) By, Energy Budget Method points.
1.06 36.5
% +8+3(1—cosBe) B = 2D numerical simulation of glycerol-water
Du et al.¥ (We+12) By, Energy Budget Method solutions impact on smooth surface.
) 1 2D finite element numerical simulations on
Liu et al. %0 (B2—B3) 1/2 = % = Energy Budget Method shear-thinning non-Newtonian liquids.

* In this table, Re = pUyDy /i, We = pU&Do /Yiv» Oh = 1 //p7¥,Dq are the non dimensional numbers. 6, is the advancing contact angle of
, the droplet on the surface.
** A and B are fitting coefficients; and B is defined as a function of surface wettability properties*C.

tem at an atomic level. MD enables the precise resolution of
molecular-scale interactions, making it particularly useful for
investigating droplet spreading, granular flow dynamics, and
hydrophobicity>>~>. However, a significant drawback of this
model lies in its high computational cost. This limitation ren-
ders the approach particularly impractical for studies requir-
ing extensive sensitivity analyses or optimization processes,
as these demand a large number of simulations.

Lately, multiscale hybrid simulations have emerged as a pow-
erful approach to capturing droplet interactions with solid sur-
faces. This method integrates macroscopic fluid dynamics
with microscopic interfacial effects, linking continuum mod-
els, like VOF, with atomistic or mesoscopic techniques, like
MD. By incorporating small-scale wetting phenomena and
molecular forces into large-scale flow simulations, this ap-
proach offers a more comprehensive representation of droplet
behaviors, including spreading, bouncing, and splashing %7 .

All numerical methods provide a useful tool for calculating

the various energy terms during impact. CFD results offer de-
tailed information, allowing for a more accurate definition of
surface energy both during spreading and at maximum spread-
ing. Additionally, they enable the tracking of cumulative en-
ergy dissipation throughout the impact. As a result, numerical
simulations allow a better understanding of the overall energy
conversions during the impact. In these simulations, the time-
dependent kinetic energy of the droplet is computed as the
integral of the local kinetic energy per unit volume of fluid

over the droplet volume at a given moment in time*3:

1
E0) = 5p [ [UPaV (1)

where |U| is the magnitude of the local velocity of the liquid
phase. Although gravitational energy is negligible during the
impact, in CFD simulations, it is accounted for. The time-



dependent total gravitational energy of the droplet is given by:

E(0) = pg [ zdv @)

where z is the distance of the fluid element from the solid wall
in the direction parallel to the gravitational acceleration vec-
tor, and g is the magnitude of the gravitational acceleration.
The time-dependent surface energy at each moment is given
by:

E; (t) = %vSa + ’ylSSS 3

where S, and S; are the areas of the droplet in contact with the
surrounding gas and the solid surface, respectively>, and 7, is
the surface tension between the liquid and solid phases. The
cumulative energy dissipation from the onset of the impact
until time 7 is given by:

Ea) = [ [ daavas @

where s is a dummy integration variable (for the time inte-
gration) and @, is the viscous dissipation function; this rep-
resents the kinetic energy irreversibly converted into internal
energy per unit time and volume and is given by>%:

Gaiss = 214 (Si; - Sij) )

where S;; = $[(VU+ (VU)T)] is the strain rate tensor, and jt
is liquid viscosity.

Numerical methods have the potential to provide deeper
insights into spreading dynamics and illustrate the fluid be-
havior in more detail during spreading*®. The level of detail
these models can offer is critical for refining and improving
the accuracy of existing analytical methods that predict key
droplet impact parameters. While some research exists on en-
ergy budget analysis of droplet impact using numerical meth-
ods, a systematic energy budget analysis has not yet been car-
ried out. This systematic analysis could be a crucial tool for
advancing analytical approaches and clarifying the effects of
various variables on critical impact parameters such as contact
time and spreading time.

For example, the spreading time #; in droplet impact dynam-
ics is crucial as it governs impact outcomes, surface wetting,
coating uniformity, environmental influence, and secondary
process efficiency, making it essential for optimizing applica-
tions such as cooling, printing, and material coatings®”. Hao
et al. suggested that the spreading time for bouncing droplets
should ideally comprise only about 20-30% of the total con-
tact time®. Pasandideh-Fard et al.** proposed the simple
analytical model #; = 8D /3U), where the spherical droplet
was assumed to spread into a cylindrical disk. However, this
simple method did not consider the liquid and solid surface
properties. Experimental results by Liang et al have shown
that 7, depends on the surface tension and viscosity of the
liquid, and on the surface roughness.®'. Numerical and ex-
perimental findings by Lee et al.>> demonstrated that higher
impact velocities correlate with shorter maximum spreading

times. Moreover, surface tension exhibits an inverse relation-
ship with maximum spreading time, as increasing surface ten-
sion at constant impact velocity results in a lower maximum
spreading time®?.

The contact time of a droplet, which refers to the duration
from its initial landing on a surface to its complete rebound,
has been extensively studied. In 2002, Richard et al.9 con-
ducted research on droplets impacting onto superhydrophobic
surfaces, discovering that the contact time was independent
of the impact velocity. They derived a classical equation to

estimate the contact time, = a (pD} /87) 1z, Here, a is an
experimentally determined prefactor. This equation implies
that the droplet size, rather than the impact velocity, primarily
influences the contact time. Numerous studies have corrobo-
rated this scaling equation, with a typical value of a approxi-
mately equal to 2.6 for common non-textured superhydropho-
bic surfaces®.

While numerous studies have utilized numerical models to
analyze droplet impact, there remains a significant gap in un-
derstanding the effects of critical parameters on energy con-
versions during the impact. In this study, we develop and im-
plement a numerical model to simulate droplet impact on su-
perhydrophobic surfaces. Following the model development,
we validate the model using our experimental data. Subse-
quently, we conduct a comprehensive CFD simulation cam-
paign, systematically varying key parameters including con-
tact angle, liquid viscosity, density, impact velocity, surface
tension, and droplet size. By varying one parameter at a time
while keeping all others constant, we isolate and analyze the
specific effects of each variable on the impact dynamics. This
approach allows examining in detail individual factors, a chal-
lenge often encountered in experimental settings where pa-
rameter interdependency complicates analysis. The findings
from this research provide valuable insights into the role each
variable plays in the energy budget and impact characteristics
on superhydrophobic surfaces.

Il. EXPERIMENTAL SETUP AND MATERIALS
A. Droplet Impact Experimental Setup

The experimental setup for droplet impact analysis con-
sisted of a high-speed imaging system designed to capture the
dynamics of the impact. The impact was recorded from a side
view using a Photron Nova S6 high-speed camera equipped
with a Laowa 100 mm F2.8 2:1 Ultra Macro APO lens. The
camera was operated at 7200 frames per second with a shutter
speed of 1/30000 seconds and a resolution of 1024 x 512 pix-
els. A 100 W LED chip white lighting system with fan cool-
ing, providing 10000 lumens of light, was used as the back-
light for the imaging system. The backlight was positioned
10 cm behind the impact area, and a light filter was placed
between the light source and the impact zone to enhance con-
trast and clarity. Calibration of the camera was performed
using a 2 cm calibration piece. The recorded surface shape
is highly defined and can be readily analyzed using image
processing techniques. Deionized (DI) water droplets were



generated from a 27 gauge needle (Adhesive Dispensing Ltd.)
mounted on a three-dimensional (3D) positioner. To measure
the size of the generated droplets, 10 droplet impact exper-
iments were recorded, and the droplet radii were measured.
The average droplet volume was calculated to be 5.76 ul, with
a standard deviation of 0.044 ul. The droplets were released
from a height of 100 mm, with an initial velocity of zero,
reaching an impact velocity of 1.4 m/s upon contacting the
surface. The impact tests were conducted under atmospheric
conditions, with an ambient temperature of 21 £0.5°C and a
relative humidity of 30 & 1%. Each impact test was repeated
four times to ensure the repeatability and consistency of the
experimental results.

B. Surface Treatment and Characterization

Glass slides were treated with silica nanoparticles sus-
pended in isopropanol (IPA) (Glaco Mirror Coat Zero from
Soft99 Co.) to achieve superhydrophobicity. This process in-
volved spraying the particles five times onto the surface af-
ter allowing the IPA to evaporate, resulting in a porous layer
approximately 2 um thick. Previous studies using the same
coating indicated a surface roughness of 0.07 um'>.

To characterize the surface properties, the contact angles of
water were measured using a drop shape analyzer (Theta Lite,
Biolin Scientific Ltd.). The measurements included advancing
and receding contact angles, as well as contact angle hystere-
sis, defined as the difference between advancing and receding
contact angles. Droplets of fixed volume (5.7 ul) were used
for these measurements. The equilibrium, advancing, and re-
ceding contact angles for this surface are 162.0°, 163.7° and
161.7°, respectively, making the contact angle hysteresis of 2°
(See FIG. 1(a)).

C. Surface Inspection

To verify the quality of the surface coating, a scanning elec-
tron microscope (SEM, JEOL 7900F) was used to observe the
surface morphology of the coated glass slide. To minimize the
image distortion caused by charging, a thin layer of gold was
deposited on the slide using an Agar Scientific Sputter Coater
with a chamber pressure of 0.03 mbar, and a current of 30 mA
for 20 s. FIG. 1(b) shows one of the obtained SEM images of
coatings.

I1l. NUMERICAL METHODS

A. Mathematical Model

To simulate the droplet impact scenarios, we employed the
interFoam solver from the OpenFOAM-9.0 CFD package®*.
The interFoam solver is based on the Volume of Fluid (VOF)
multiphase flow model to accurately capture the liquid-gas
interface during the impact process. For an isothermal and
incompressible system with no phase change, the governing

FIG. 1. (a) Equilibrium Contact angle of the droplet on the superhy-
drophobic surface, (b) SEM image of the coated surface.

equations include the continuity and linear momentum bal-
ance equations, which read®s:

V.-U=0 (6)

p[%+V-UU]=—Vp+V-T+pg+FS 7
where p and T are the pressure and deviatoric stress tensor
of the liquid-gas mixture, respectively. Since the fluid is as-
sumed to be Newtonian, we have that T = u [VU + (VU)T} .
In Equation (7), pg is the gravitational body force, and Fj is
the surface tension force. The liquid volume fraction at each
spatial point occupied by the gas-liquid mixture is denoted by
a. Thus, o varies between zero and one in the liquid-gas in-
terface region, being zero in the gas phase and one in the liquid

phase. This evolution equation for this variable is

da

PP +V.aU=0 ®)
The two immiscible fluids are treated as a single fluid (the
mixture) throughout the entire domain. The physical proper-
ties of this fluid are calculated as weighted averages, based
on the liquid volume fraction. This approach ensures that
the properties correspond to those of each fluid in the regions
they occupy, with variations occurring only at the interface

between the two phases®.

p=pia+pg(l—a) 9)

1= o+ pe(l—a) (10)
The properties of the liquid and gas are denoted by / and g
subscripts, respectively. To close Equation (7) an expression
is needed for the surface tension force per unit volume:

F,=y,xVa (11D

where K is the interface curvature, given by:

\Y%
(@ e



B. Boundary Conditions

In this simulation, appropriate boundary conditions were
defined for the liquid volume fraction, pressure, and veloc-
ity fields to accurately model the droplet impact on a su-
perhydrophobic surface. For the liquid volume fraction, a
constantAlphaContactAngle condition was applied at the
bottom boundary. This boundary condition modifies the sur-
face tension force in the vicinity of the TPCL to account for
the pinning forces present at the TPCL®. Specifically, in re-
gions occupied by a single phase (i.e., where oo =0 or @ = 1),
the gradient of the phase fraction field « is set to zero, ensur-
ing no spurious contributions to the force. In contrast, for re-
gions where 0 < a < 1, the gradient V is computed directly
based on the specified equilibrium contact angle by:

Vot = Dy 08 (6,q) (13)

where ny, s the normal vector to the wall face which is per-
pendicular to the face pointing outward from the cell it be-
longs to. For further details, readers are referred to*”%7. Al-
though the contact angle hysteresis is very low for this case,
it can still generate local pinning forces at the TPCL. To thor-
oughly investigate its influence, we tested the effect of contact
angle hysteresis on impact dynamics and energy dissipation.
This allowed us to understand how even minimal hysteresis
could affect the behavior of the droplet upon impact and the
resulting energy distribution. To do this, we carried out one
simulation with the same simulation setup and applied the
DynamicAlphaContactAngle boundary condition for liquid
volume fraction at the solid wall. This boundary condition
is more sophisticated as it considers contact angle hysteresis
to calculate a more accurate local contact angle. The calcu-
lation of the local contact angle is based on the velocity of
the TPCL and the properties of the surface. By incorporating
these additional factors, the DynamicAlphaContactAngle
boundary condition becomes more precise. As expected, this
extra accuracy comes with higher computational costs. Com-
paring simulations with both boundary conditions, we noticed
negligible differences in results and relatively higher compu-
tational costs when using the DynamicAlphaContactAngle
boundary condition. Thus, to reduce computational costs, we
opted to use the ConstantAlphaContactAngle boundary
condition for all simulations. For all other boundaries, the
zeroGradient was used for the liquid volume fraction.

The pressure boundary conditions consist of
a fixedFluxPressure at the solid wall The
fixedFluxPressure boundary condition is typically
applied in a way that relates the pressure gradient to the
specified pressure flux. The general form of this boundary
condition can be expressed mathematically as:

¢[7 = nwallvp (14)

where ¢, is the pressure flux, which is set to zero in this simu-
lation. The sides and top boundary conditions in the mesh are
assigned totalPressure conditions. This boundary condi-
tion is a fixed value condition calculated from atmospheric

pressure and local velocity. The totalPressure boundary
condition is used to set the static pressure at a surface p,,
based on subtracting the dynamic pressure from the total pres-
sure po as:

1
pp=po—5IUP (15)

For the velocity, a no-slip (U = 0) condition was applied
at the solid wall boundary to model realistic friction between
the fluid and the surface. For the sides and top boundary con-
ditions, a pressureInletOutletVelocity condition was
used, which in OpenFOAM is suitable for boundaries where
the fluid flows in or out of the the control volume. The math-
ematical formulation of this boundary condition for outflow
(where the fluid is leaving the domain), is a zero-gradient ve-
locity condition and for inflow (where the fluid is entering the
domain), the velocity is set to a specified inlet value:

U= Uinlet (16)

where U, is the inlet velocity at inlet patches, which can be
defined. In our case, this velocity was set to zero.

C. Numerical Setups

Since the flow is low-speed (the Reynolds number is be-
low 200 in all simulations) and incompressible, we em-
ployed the PIMPLE algorithm, which combines PISO (Pres-
sure Implicit with Splitting of Operators) and SIMPLE (Semi-
Implicit Method for Pressure-Linked Equations) algorithms
for the pressure-velocity coupling. The PIMPLE method was
configured with three inner correctors and no momentum pre-
diction, ensuring efficient pressure-velocity coupling for tran-
sient simulations. A smoothSolver with symmetric Gauss-
Seidel smoother was used for the velocity field to achieve con-
vergence with a tolerance of 10~7. The pressure correction
equations were solved using a Preconditioned Conjugate Gra-
dient (PCG) solver with GAMG (Geometric-Algebraic Multi-
Grid) preconditioning, ensuring stable and efficient conver-
gence with a tolerance of 10~ and a relative tolerance of 0.05.

The simulation used Euler time-stepping for time dis-
cretization, and for spatial discretization, Gauss linear
schemes were applied for gradient and laplacian terms, while
a limitedLinear scheme was used for the divergence of con-
vective terms. The interface compression scheme, vanLeer,
was employed for capturing the droplet-gas interface, ensur-
ing sharp phase boundaries. The time step was dynamically
adjusted using a maximum Courant number of 0.3 and maxi-
mum alpha Courant number of 0.3, with a time step size lim-
ited to a maximum of 1073 s.

D. CFD Simulation Case Setup

Since the goal of this research is to capture the energy bud-
get during droplet impact in detail, all simulations were con-
ducted in 3D. The computational domain for all cases was a



rectangular box with dimensions of 3Dy x 3Dy x 3D along
the X, Y, and Z-directions in Cartesian coordinates. In all the
simulations the gravitational vector is set to be in the k direc-
tion, where K is the unit vector in the Z-direction. In the VOF
method, air was treated as the primary phase and the droplet as
the secondary phase, with no mass transfer occurring at the in-
terface between the two immiscible fluids. Air properties were
kept constant in all simulations, with the viscosity set to 1.552
x107> kg/(m-s) and the density at 1.1839 kg/m>. In the
standard cases (where the density, surface tension, and viscos-
ity of water were not altered for research purposes), the vis-
cosity of water was maintained at 9.74x10~* kg/(m-s), the
surface tension was kept constant at 0.072 N/m, and the den-
sity at 999.13 kg/m?3. Since the Reynolds number in droplet
impact cases remains relatively low, all simulations were car-
ried out for laminar flow and without considering any turbu-
lence model. All simulations were carried out in parallel on
one Intel Xeon Gold 6248 2.50 GHz (36 cores) processor.

IV. RESULTS AND DISCUSSION
A. Experimental Results

In this section, we first present the experimental results and
explain the observations. These results are then used in the
next section to validate the CFD simulations. A set of four
impact experiments was conducted with water droplets having
an initial impact velocity of Uy = 1.4 m/s and a volume of 5.76
1. The impact velocity in the experiments was determined by
dividing the displacement of the droplets bottom edge in the
final two frames before impact by 1.39 x 10~*s, which rep-
resents the time interval between frames. The average impact
velocity was found to be 1.404m/s, with a standard deviation
of 0.012m/s. The mean contact time observed in the experi-
ments was 10.935ms, with a standard deviation of 0.182ms.
Additionally, the average time to reach the maximum spread-
ing radius was 2.5ms, with a standard deviation of 0.14ms.
The average normalized maximum spreading radius was 2.51,
with a standard deviation of 0.24. FIG. 2 shows snapshots of
a droplet impacting the superhydrophobic surface. After the
initial impact, the droplet rim spreads outward. As shown in
FIG. 2, the actual maximum spreading radius is greater than
the radius in contact with the solid surface. In this study, we
refer to the maximum spreading radius as the radius on the
solid surface. At 2.5 ms after impact, the droplet reaches its
maximum spreading radius, after which the rim begins to re-
tract toward the impact point. Due to the high quality of the
surface coating, no local disruptions are observed during the
spreading phase, and the droplet maintains a relatively sym-
metrical shape during retraction. A surface with poor coat-
ing quality would likely result in local inconsistencies in the
spreading and receding contact angles, altering local veloci-
ties and distorting the droplet shape during retraction. This
would lead to a non-vertical jet formation. The time between
the maximum spreading and the droplet detachment from the
surface can be divided into two phases: the retraction phase,
and the jet formation and separation phase. During the retrac-

tion phase (2.5 - 5.3 ms), the droplet rim moves inward toward
the impact point without forming a jet. After 5.3 ms, a jet be-
gins to form from the impact point, moving upward with an
average velocity of about 1.88 m/s. Finally, after 11.25 ms,
the droplet separates from the surface.

B. Mesh Independence tests

The first step in the CFD simulations was to conduct mesh
independence tests. Before experimental validation, we simu-
lated a droplet impact with an impact velocity of 1.4 m/s and
an initial droplet volume of 5.76 ul. A Cartesian cubic mesh
was generated using OpenFOAM’s blockMesh tool, and the
grid size Ax was varied from Ax = Dy/30 to Ax = Dy /60.
The droplet was initialized adjacent to the surface using the
setFields utility, with the velocity field set to the impact
velocity in the direction of gravity.

As shown in Table II, simulation results indicated that for
mesh sizes smaller than Ax = Dy /50, the maximum spread-
ing radius remained relatively unchanged. Therefore, all sim-
ulations in this study were performed with a mesh size of
Ax = Dy/50.

TABLE II. Results of mesh independence tests

Ax/Dy 1/30 1/40 1/50 1/60
B 2319 2.355 2.372 2.373

C. Model Validation

The next step in the analysis is to compare the experimen-
tal and simulation results to test the accuracy of the numer-
ical model. For this comparison, we quantitatively examine
two key impact characteristics: the normalized spreading ra-
dius, B = d/Dy, and the normalized maximum height of the
droplet, n = h/Dy, as shown in FIG. 3. In the simulations,
the width of the contact area between the droplet and the solid
surface is used to define the spreading radius. The embedded
illustration in FIG. 3 shows how these parameters are mea-
sured and calculated. FIG. 3 demonstrates good qualitative
agreement between the experimental and numerical results.

Next, we analyze the relative error between experimental
and simulation results. At the end of the spreading phase,
where 8 reaches its maximum value, the results show a rel-
ative error of -5.5% for 3, while 1 exhibits a notably larger
relative error of -39.8%. Note that a negative value of the
relative error means underestimation by the numerical model.
Although the value of 1 calculated by the numerical model
is very close to the experimental value, the large relative er-
ror is due to the small value of i at this point. At the end
of the retraction phase (t = 5.1 ms), the relative error for 8
shifts to +9.7%, and that for 1) reduces considerably to -2.1%.
The maximum relative error for § during the first 5.1 ms (i.e.,
spreading and retraction phases) is +16%. As evident in FIG.
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FIG. 2. Snapshots of water droplet impact on the Glaco-coated superhydrophobic surface. In experiments, a droplet with a volume of 5.76 ul

impacts the solid surface with a velocity of 1.4 m/s.
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FIG. 3. Temporal evolution of the normalized spreading radius and
normalized maximum height of the droplet during the impact. In ex-
periment and simulation, a droplet with a volume of 5.76 ul impacts
the solid surface with a velocity of 1.4 m/s.

3, a considerable difference between the experimental and nu-
merical results for § is observed between 6.8 ms and 8.6 ms
after the onset of the impact. During this period, B experi-
ences an average error of +56.9% and a maximum error of
+72.9%. Meanwhile, 1 maintains a relatively constant error,
averaging +26.0% and reaching a maximum of +27.7% dur-
ing the final stages of jetting and separation (6.8-11 ms after
the onset of impact).

FIG.4 presents the numerical results for the temporal evolu-
tion of the droplet interface during impact. In these snapshots,
the internal flows within the droplet are shown from the XZ-
midplane with velocity vectors. At the onset of impact, as-
suming no internal recirculation within the droplet, all veloc-
ity vectors point in the Z-direction. As the impact progresses,
while the liquid at the top of the droplet continues moving
downward, a secondary radial flow toward the rim of the
droplet is generated. The momentum generated by this flow
overcomes surface tension, deforming the droplet interface.
As spreading continues, the flow toward the rim becomes
dominant within the droplet. An interesting phenomenon oc-
curs when the droplet reaches its maximum spreading radius.
The snapshot at 2.4 ms clearly shows that a flow towards the
rim is still present, and regions with lower droplet thickness
exhibit higher velocity magnitudes. This shows that the as-
sumption in analytical models for zero kinetic energy at the
maximum spreading moment is not completely accurate. Af-
ter the maximum spreading radius has been reached, the sur-
face tension forces begin to pull the droplet’s rim back to-
ward the impact point, generating momentum in that direc-
tion. Snapshots at 5.0 ms and 6.8 ms show that the flow con-
verges at the impact point and pushes upward, forming a jet.
This momentum continues to push the droplet upward until it
detaches from the surface. A subunit separates from the main
droplet body due to the occurrence of Reynolds-Plateau in-
stabilities, a phenomenon characterized by the breakup of lig-
uid structures when the surface tension forces cannot hold the
elongated shape, leading to the formation of small droplets.

D. Energy Budget Analysis

The graph in FIG. 5 shows the temporal evolution of the
energy terms during the impact of a droplet. The total en-
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FIG. 4. Numerical results showing Snapshots of droplet XZ-midplane overlaid by the velocity vector magnitudes. In this simulation, a droplet
with a volume of 5.76 ul impacts the solid surface with a velocity of 1.4 m/s.

ergy of the droplet at any moment is the sum of the surface,
gravitational, and kinetic energies. It is apparent that the vari-
ation of the gravitational energy during the impact is negli-
gible. Therefore, in the analysis in this section, this energy
term is ignored. Once the droplet hits the solid surface, a se-
ries of energy conversions start to happen, which determine
the impact outcome. For this impact scenario, initially, the
droplet has approximately 80% of kinetic energy and 20% of
surface energy. Immediately after the impact and while the
droplet spreads, a part of the kinetic energy converts into sur-
face energy, but most of it dissipates into internal energy. FIG.
5(b) shows that during the spreading phase and subsequently
during the beginning of the retraction phase (that is, during
the first 4 ms of the impact), approximately 65% of the initial
total energy of the droplet dissipates. This is mainly due to
the change in direction of the initial momentum, which occurs
owing to the interaction between the liquid phase and the solid
phase. This direction change generates internal recirculation
and in turn velocity gradients, which dissipate kinetic energy
owing to the viscous stresses arising in the liquid phase. Be-
sides, the interaction between the solid surface and the liquid
is another major source of energy dissipation. The no-slip
boundary condition causes a high velocity gradient between
the stationary wall and the liquid which causes high viscous
stresses in the wall region which in turn dissipate the kinetic
energy.

On the other hand, the initial surface energy of the droplet
slightly decreases at the start of the impact for approximately
0.5 ms, and then starts to rise sharply since the droplet spreads
on the surface and its surface area increases. An interesting
observation, which is not easy to capture in experiments, is
that the surface area of the droplet continues to increase (for
another 0.5 ms) even after the radius of the droplet has reached
its maximum value (at t = 2.5 ms). This is because, although

maximum spreading is achieved, the internal surface of the
droplet, which is covered by the droplet rim and not observed
in experimental videos, continues to increase at the start of
the retraction. The surface energy then starts to convert back
into kinetic energy, which triggers the retraction phase, and
the droplet begins jetting into the air. Notably, during the jet-
ting phase, the energy dissipation is minimal since there is no
change in the direction of the internal flows, and internal re-
circulation is not observed in the droplet. During the jetting
phase, all the velocity vectors are upward and rather parallel
(see FIG. 4).

FIG.5(a) illustrates the concept of a mass-spring-damper
system, providing a simplified representation of energy con-
version during droplet impact. In this analogy, three com-
ponents are considered: the spring stiffness k.7 represents
surface energy, the two masses embody the kinetic energy
of the droplet (owing to both translational and relative mo-
tion), and the coefficient damper c.rr models the energy dis-
sipation within the droplet due to liquid viscosity. Including
two masses in the model simulates the velocity field inside
the droplet and the overall motion of the droplet. This helps
to represent the surface energy variation and energy dissipa-
tion within a droplet. The arrows beside each mass denote the
directional velocity of the mass, starting from Uy, the initial
velocity of the droplet just before the impact. At the outset
of impact, the mass-spring-damper system possesses both ki-
netic and potential (surface) energy, where the kinetic energy
is mainly due to the translational motion of the whole system;
i.e., both masses are assumed to have the same velocity Uy
gained from free fall, as shown in FIG. 5(a). In this instance,
the kinetic energy due to the translational energy dominates
the internal kinetic energy. On the other hand, the poten-
tial (surface) energy is related to the initial deflection of the
spring which is ~ 20% of the total initial energy of the droplet
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FIG. 5. (a) Schematic illustration of the mass-spring-damper system to explain the energy budget of the droplet. (b) Temporal evolution of the
energy terms during the impact. In this simulation, a droplet with a volume of 5.76 u/ impacts the solid surface with a velocity of 1.4 m/s.
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FIG. 6. Breakdown of normalized energy terms during different stages of droplet impact: (a) release from the initial height, (b) onset of impact,
(c) reaching maximum spread, (d) beginning of jet formation, and (e) separation from the solid surface. In this simulation, a droplet with a

volume of 5.76 u/ impacts the solid surface with a velocity of 1.4 m/s.

(See FIG. 5(b)). After impact, the droplet spreads on the
solid surface and internal recirculation generates within the
droplet. Therefore, the viscous stress (damper) starts to dis-
sipate energy. Additionally, the spring compression increases
the amount of potential (surface) energy in the system.

Once the droplet reaches its maximum deformation (see
FIG. 5(a)), the kinetic energy holds its minimum value (there
is some internal kinetic energy within the droplet which pre-
vents the kinetic energy from being zero). Then, the retraction

process starts with the spring releasing its potential energy
and the upper mass regaining its momentum in the upward
direction. This continues until the end of the retraction pro-
cess when the droplet takes on (almost) its initial shape. The
upper mass which has gained an upward velocity will cause
the spring to be deflected in the opposite direction (in a real
droplet this will be the vertical spread of the droplet compared
to an initial horizontal spread during the impact), starting the
jet formation process. The deformation of the spring contin-
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FIG. 7. Temporal evolution of the droplet XZ-midplane, overlaid with contours of the energy dissipation function and kinetic energy. In this
simulation, a droplet with a volume of 5.76 ul impacts the solid surface with a velocity of 1.4 m/s.

ues until the lower mass starts gaining upward velocity. When
this happens, the whole droplet separates from the substrate.

FIG. 5 (b) shows the energy variation of the droplet from
the beginning of the impact process until the droplet separates
from the substrate. Initially, the total energy of the droplet is
shown to consist of the kinetic energy (approximately 80%)
and the surface energy (approximately 20%) of the droplet.
At the outset of the impact, as the droplet starts deforming, the
internal motion of the droplet causes the damping to dissipate
the energy of the droplet. As expected, the energy dissipa-
tion rate reaches its maximum during the initial moments of
the impact (approximately 1 ms after the start of the impact)
when internal recirculation is maximum (See velocity vectors
in FIG. 4). About 69% of the initial total energy of the droplet
has dissipated when the droplet completes the impact and de-
taches from the substrate.

FIG. 6 illustrates the breakdown of the various energy terms
during the different stages of the droplet impact. Initially,
when it is generated, the droplet possesses internal kinetic en-
ergy owing to the internal fluid recirculation resulting from the
flow within the syringe and the needle during the droplet gen-
eration process. We assume that the time between the genera-
tion of the droplet and the beginning of the droplet impact on
the solid surface is sufficient for this internal kinetic energy to
fully dissipate. Consequently, in our analysis, we completely
neglect this contribution. Accordingly, at the point of release,
we assume that the droplet only possesses gravitational and
surface energy. As the droplet falls, its gravitational energy
gradually converts into kinetic energy; by the onset of im-
pact, this conversion reaches approximately 99%. During the
droplet free fall, we assume that no internal fluid recirculation
generates; this assumption is reasonable, because the free fall
duration is insufficient to generate significant internal recircu-
lation. During the spreading phase, 56.8% of the initial total
energy of the droplet dissipates. The surface energy increases
from 17.1% to 35.7% as a result of the increased total surface
area of the droplet. In the retraction phase (that is when going
from FIG. 6 (c)-(d)), the surface energy decreases by 12.5%,
with 1.9% converting back into kinetic energy and the remain-
der being dissipated. During the jet formation phase (that is
when going from FIG. 6 (d)-(e)), the surface energy continues
to gradually diminish; additionally, kinetic energy reduces by
1.5%, while the gravitational energy increases by 1.9% as the

droplet rises from the surface.

FIG. 7 presents the temporal evolution of the spatial pro-
files of the energy dissipation function (left side) and of the
kinetic energy (right side) of the droplet in the XZ-midplane
(See FIG. 4 for coordinates definition) during the impact. This
figure illustrates the regions within the droplet where signifi-
cant energy dissipation occurs throughout the impact process.
During the spreading phase, the kinetic energy of the droplet
is concentrated near the liquid-gas interface. Due to the no-
slip boundary condition at the solid surface, regions close to
the wall and impact point exhibit minimal velocity, resulting
in lower kinetic energy levels, as shown in the first two snap-
shots. However, in the droplet rim, the highest concentration
of kinetic energy is observed since the droplet is spreading in
that region. As the droplet reaches its maximum spreading
radius, the kinetic energy contours nearly fade, indicating a
decrease in kinetic energy across the main body. However,
in the narrow region connecting the main droplet body to the
rim, flow persists, and kinetic energy remains present. Dur-
ing this spreading phase, energy dissipation is primarily due
to internal recirculations and velocity gradients, particularly
near the solid surface and at the droplet rim. In the rim region,
as flow reaches the liquid-gas interface and reverses inward, a
recirculation zone forms, leading to high rates of energy dis-
sipation. As depicted in FIG. 5, even at maximum spreading,
energy dissipation remains significant within the rim region.

In the retraction and jet formation phases, the surface en-
ergy converts back into kinetic energy. Therefore, the kinetic
energy inside the liquid starts to recover. This recovery is ev-
ident near the jet tip, where kinetic energy is higher pushing
the droplet upward, while regions close to the solid surface
exhibit lower kinetic energy. Despite the decreased rate of
energy dissipation during retraction compared to spreading,
local gradients and internal recirculations within the droplet
continue to dissipate energy. These observations demonstrate
the capability of the CFD simulations to reveal detailed im-
pact dynamics, such as energy dissipation patterns and inter-
nal flow structures, which are challenging to capture in exper-
imental studies.



E. Sensitivity Analysis

In this section, we apply the developed numerical model to
conduct a sensitivity analysis examining the effects of vari-
ous physicochemical properties of droplets on key impact pa-
rameters. First, we established a baseline, referred to as the
standard case, which provides reference values for compari-
son. Six sets of CFD simulations were then performed, with
each set isolating and varying one parameter while keeping all
others constant at their standard case values. The parameters
examined in this study include liquid density, viscosity, liquid-
gas surface tension, initial impact velocity, droplet diameter,
and the equilibrium contact angle with the surface. Table III
details the standard values for these properties and the range
over which each was varied during the simulations. FIG. 8
presents the results of the sensitivity analysis, showing nor-
malized values of maximum spreading diameter (f3,,), spread-
ing time (f;), contact time (¢), and energy dissipation during
spreading (E4iss), each normalized relative to the standard
case (see text box in FIG. 8a). These parameters were cho-
sen since they are critical to the accuracy of analytical meth-
ods. For consistency and ease of comparison, all six figures
maintain a constant y-axis range.

The effect of varying the equilibrium contact angle on im-
pact dynamics is illustrated in FIG. 8(a). We varied the con-
tact angle in increments of 2 degrees, to preserve the super-
hydrophobic nature of the surface and minimize any influ-
ence from contact angle hysteresis. As the equilibrium con-
tact angle increases, making the surface more water-repellent,
contact time initially decreases. However, at higher angles
(e.g., 164 — 168°), the contact time remains (almost) constant.
Spreading time, in contrast, consistently increases with larger
0.4, while the maximum spreading radius decreases. Gen-
erally, increasing the equilibrium contact angle reduces the
pinning force at the TPCL, thereby lowering the energy dis-
sipated in that region*®. Our results indicate that, while the
energy dissipation during spreading varies within a £0.5%
range of the standard case when the equilibrium contact angle
is increased from 156° to 166°, it decreases by approximately
2.5% when the equilibrium contact angle is 168°. We intro-
duce a quadratic correlation to describe the dependence of en-
ergy dissipation during spreading on the equilibrium contact
angle for a superhydrophobic surface with negligible contact
angle hysteresis:
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Note that in our simulations, we did not consider the effect
of contact angle hysteresis, as it was minimal for superhy-
drophobic surfaces. However, the effect of contact angle hys-
teresis should be considered for hydrophobic or hydrophilic
surfaces, where the pinning force at the TPCL is significant.

FIG.8(b) illustrates the effect of initial impact velocity on
impact dynamics. The normalized maximum spreading di-
ameter increases linearly with impact velocity, driven by the
greater kinetic energy that promotes droplet spreading on the
surface. Conversely, spreading time decreases with increasing

12

impact velocity, as higher initial kinetic energy increases the
spreading velocity, reducing the time needed for spreading.
This observation aligns with the analytical model proposed by
Pasandideh-Fard et al., which states that the spreading time is
inversely proportional to the impact velocity®?. Simulations
indicate that at an initial velocity of 0.2 m/s, the droplet ad-
heres to the surface due to insufficient kinetic energy for com-
plete retraction. At 0.5 m/s, however, full rebound occurs, al-
lowing contact time measurements. When the impact velocity
is increased from 0.5 m/s to 1.4 m/s, the contact time remains
independent of the impact velocity, which is consistent with
models proposed in the literature®-%%. However, a further in-
crease in the impact velocity results in a slight reduction in
contact time. Increasing the impact velocity also results in
an increase in energy dissipation during the impact. The re-
sults on the effect of impact velocity on maximum spreading
clearly show that with higher impact velocities, the droplet
spreads more extensively on the solid surface, and this addi-
tional spreading is a source of energy dissipation. Addition-
ally, larger and faster deformations of the liquid-gas interface
lead to larger velocity gradients within the liquid medium and
thus higher energy dissipation, consistently with Equations (4)
and (5). Here, we propose an empirical correlation for the de-
pendence of normalized energy dissipation during spreading
on normalized impact velocity:
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The influence of surface tension on impact dynamics is
shown in FIG. 8(c). All observed parameters decrease as sur-
face tension increases. Higher surface tension stores more sur-
face energy during spreading, thus providing greater restor-
ing force for droplet retraction and resulting in shorter con-
tact and spreading times. The reduction of contact time
with increasing surface tension is also in agreement with
models in the literature®%®. Additionally, the reduction in
spreading time with increasing liquid-gas surface tension is
consistent with the empirical equation for spreading time,
ts/(PDy> /8%)? = 0.92We 43, proposed by Lin et al.*.
Additionally, surface tension resists droplet spreading, lead-
ing to a reduction in maximum spreading diameter and time.
Higher surface tension also restricts recirculation and surface
interactions during spreading, thereby lowering overall energy
dissipation. We present an empirical quadratic relationship
to describe the dependence of normalized energy dissipation
during spreading on normalized surface tension:

2
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This correlation also be explained using the mass-spring-
damper model shown in FIG. 5. Increasing the stiffness of the
spring (i.e., the surface tension) results in an increase in the
natural frequency (@, = +/kefs/mess), speeding up the dy-
namics of the model (droplet), and shortening the period of
oscillation (i.e., the attainment of maximum deflection). Ad-
ditionally, it can be shown that for a higher value of stiffness,
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TABLE III. Parameters considered for the sensitivity analysis

° m N kg kg
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Standard case
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FIG. 8. Sensitivity analysis of the impact of various physiochemical properties on maximum spreading ratio, spreading time, contact time, and

normalized energy dissipation during the spreading

the amplitude of free vibration (in our analogy this is the max-
imum spreading diameter) is lower®. Reduction in damping
ratio (§ = cerr/(2+/Mefrkesr)), and consequently reduction
in energy dissipation, is another outcome of the increase in
stiffness.

The effect of liquid viscosity on impact dynamics, depicted
in FIG. 8(d), is primarily observed in energy dissipation dur-
ing spreading. While viscosity has minimal influence on max-
imum spreading diameter, contact time, and spreading time,
energy dissipation increases linearly with higher viscosity.
Specifically, an 85% increase in viscosity yields a 45% rise in
energy dissipation, while contact time decreases by approxi-
mately 12.5%. The linear dependence of normalized energy
dissipation during spreading on normalized viscosity can be
described by:

_Esdiss :06( H >+04
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(20)

In the mass-spring-damper model of the droplet, the viscos-
ity of the liquid plays a key role in energy dissipation via a lin-
ear relationship. This can be shown by the Rayleigh dissipa-
tion function (D = %cxz), where c is the damping coefficient.
In this function, the dissipated energy is linearly proportional
to the damping coefficient’’. Additionally, increasing the vis-
cosity (i.e., damping coefficient in the mass-spring-damper
model) leads to a reduction in the damped natural frequency
of the system, which may slow it down and increase the oscil-
lation period. However, in free vibrations, the damping ratio
affects the amplitude of vibration as well (X o § 1/2)" The
time to reach maximum deflection for a mass-spring-damper
system in free vibration can be determined by:

3

arctan( 15 &

)= ¢

21

tnax = wy

where



X0 Wg

vo + Eanxo

(22)
where xo and vg are the initial displacement and velocity of
the oscillator, respectively. Equation (21) shows that increas-
ing the damping ratio in a single-degree-of-freedom system
results in a slight reduction in the time until maximum de-
flection (i.e., maximum spreading for a droplet). This can be
easily extended to higher degrees of freedom, which proves
the observation from this study.

Finally, FIGs 8(e) and 8(f) illustrate the impact of droplet
size and density on the parameters of interest. All parame-
ters increase with both droplet density and size, demonstrat-
ing a proportional relationship with these properties which
is in agreement with empirical models proposed in the
literature®®%%7! . The concept of a mass-spring-damper sys-
tem supports this observation. For example, Equation 21
proves that increasing the mass would increase the maximum
deflection (spreading) time. On the other hand, increasing
both density and droplet size increases the mass. Hence, it
can be shown that the maximum deflection 4, increases by
increasing the mass:

k
0y =0,/ 1-(% 0, = me—’;,q) = arctan(
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This is in accordance with the results shown in FIG. 8(e)
and 8(f).

FIG. 9 demonstrates the performance of the CFD simula-
tion in predicting maximum spreading in comparison to the
maximum spreading calculated using the correlations pro-
posed by Pasandideh-Fard et al.*, Clanet et al.*!, and Aksoy
etal.**. Various shapes are used in FIG. 9 to distinguish the ef-
fects of different parameters. The results indicate that, for the
majority of cases, the discrepancy between the CFD results
of this study and the models from the literature is less than
20%. However, the difference becomes more pronounced for
the effect of droplet diameter when Re?.O is high. This is at-
tributable to the presence of more internal recirculations and
increased maximum spreading, which renders the assumption
of zero kinetic energy at maximum spreading less applicable.
This figure confirms the reliability of our model in predicting
maximum spreading using CFD results.

V. CONCLUSIONS

Numerous analytical models have been proposed in the lit-
erature to estimate the characteristic parameters of droplet im-
pact, but their accuracy is heavily dependent on the assump-
tions made during their derivation or the experimental data
used. To provide detailed information on the energy budget
of the droplet during the impact, in this study, we utilized a
VOF-based CFD model to precisely simulate droplet impact
phenomena, capturing detailed impact dynamics during the
spreading and recoil phases. An extensive CFD simulation
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FIG. 9. Performance of some of analytical models presented in Table
I compared to our CFD results. The results from different studies are
coded with different colors and compared to our results. Different
shapes

campaign was conducted, comprising 37 simulations. Each
parallel simulation required between 36 and 54 hours on a
high-performance computing (HPC) system. Following mesh
independence tests and model validation against experimen-
tal results, we analyzed the energy budget of droplet impact
and proposed a simple mass-spring-damper model to explain
the energy transfer mechanisms during the impact. Using the
capabilities of CFD simulations, we systematically varied one
parameter at a time while keeping all other parameters con-
stant. This approach allowed us to isolate and analyze the
effect of each parameter independently on impact dynamics
and energy budget. The results from this study offer valuable
insights that can aid researchers in developing more accurate
analytical or empirical models in the future.
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