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Abstract—Fluid antenna (FA) technology has emerged as a
promising technology to achieve higher spectral and energy
efficiency by introducing a new dimension. However, the an-
tenna position configuration inevitably increases computational
complexity, presenting challenges under real-time configuration
requirements, especially in vehicular communication systems
characterized by rapidly time-varying channels. To address these
issues, this paper investigates the classical weighted sum rate
maximization problem and proposes an optimization-empowered
neural network framework designed to accelerate convergence
without compromising accuracy. Extensive simulations demon-
strate that the proposed approach effectively mitigates the
computational burdens associated with FAs, delivering superior
performance in terms of convergence rate and system perfor-
mance, thus paving the way for the deployment of next-generation
FA-enabled communication systems.

Index Terms—Fluid antenna, deep unfolding neural networks,
weighted sum rate maximization, vehicular communication.

I. INTRODUCTION

With the growing demand for higher capacity and effi-
ciency in vehicular networks, technologies like multiple-input
multiple-output (MIMO) have become increasingly prevalent,
as they utilize spatial degrees of freedom to enhance system
performance [1], [2]. However, traditional MIMO systems
based on fixed-position antennas (FPA) face inherent limita-
tions, as the static nature of these antennas hinders further
optimization of communication performance. To overcome
these challenges, fluid antenna (FA) technology has emerged
as a promising solution to dynamically reconfigure their struc-
ture in response to varying environmental conditions, such as
changes in the wireless channel, user mobility, and interference
[3]–[5]. This adaptability is made possible by the use of
advanced materials and technologies, such as reconfigurable
pixels [6], which facilitate physical reconfiguration of the
antenna’s shape and position, allowing it to continuously adjust
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to the varying conditions of the wireless channel in vehicular
networks.

Recent years have witnessed the research efforts dedicated
to the analysis and enhancement of FA-enhanced systems
[7]–[10]. Chen et al [7] investigated the deployment of FAs
in transceivers to improve the performance of point-to-point
MIMO systems. Hu et al [8] focused on the multiuser up-
link communication system, which consists of a FA-equipped
base station (BS) and multiple single-antenna users. Zhang
et al [9] explored reconfigurable intelligent surfaces (RIS)-
assisted FA systems and proposed a genetic algorithm to
jointly optimize channel conditions and improve communi-
cation performance by locally moving the antenna solely in
the receiving area. Furthermore, recent work has investigated
optimizing FA performance across a range of configurations,
including Unmanned Aerial Vehicle (UAV) network [11],
integrated sensing and communication (ISAC) [12], over-the-
air computation [13], and mobile edge computing [14]. Despite
these advancements, much of the existing literature relies on
traditional optimization methods, which, while offering strong
interpretability, are often criticized for their slow convergence
rates.

In this paper, we investigate an optimization-empowered
neural network architecture aimed at balancing interpretability
with computational efficiency, facilitating faster convergence
without sacrificing optimization accuracy. The main contribu-
tions are summarized as follows: i) To provide better capacity
in vehicular networks, we formulate a weighted sum rate
(WSR) maximization problem within FA-enhanced communi-
cation systems and transform it into a more tractable weighted
sum mean-square error minimization (WMMSE) problem. ii)
To solve this optimization problem, we first employ the block
successive upper bound minimization (BSUM) technique to
iteratively optimize all variables. Building on this method, we
propose a deep unfolding neural network to accelerate the
convergence process. iii) Numerical results demonstrate that
the FA-enhanced systems ensure superior performance over
the conventional systems. Additionally, the proposed deep un-
folding neural networks significantly accelerate convergence,
thereby reducing computational delay.

Notations: Superscripts ∗, T , and H stand for the conju-
gate, transpose, and conjugate transpose, respectively. ΠC(x)
denotes the projection of x onto the set C.

II. SYSTEM MODEL

In this section, we describe the signal model for the con-
sidered FA-enhanced vehicular networks, and then formulate
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Fig. 1. Illustration of FA-enhanced vehicular communication systems.

a WSR maximization problem to jointly optimize the beam-
former and the antenna positions mounted on the vehicles.

A. FA-Enhanced Vehicular Communication Systems

As illustrated in Fig. 1, we consider the downlink wireless
communication in vehicular network, where the roadside unit
(RSU) equipped with a uniform planar array (UPA) with M =
M1 × M2 antennas, serves K single-FA vehicles. Compared
with the conventional communication system, the position of
each FA in the receive region Cr

k, k = 1, · · · ,K, can be
adjusted via a controller (e.g., liquid metal) to harness spatial
diversity gains. Let rk = (xk, yk)

T denote the adjustable
position of the FA on vehicle k, while tm = (Xm, Ym)T

represents the fixed position of the antenna m at the RSU.
By aggregating the positions of all FAs, the antenna position
vector is expressed as r = (rT1 , · · · , rTK)T .

Let Lt
k and Lr

k denote the total numbers of transmit and
receive channel paths from the RSU to vehicle k. The signal
propagation phase differences of the l-th transmit path for
vehicle k between the m-th FA and the reference point
t0 = [0, 0]T at the RSU and the l-th receive path between
this FA and reference point r0 = [0, 0]T at vehicle k are,
respectively, given by

ρtl,k(tm) = tTmnt
l,k = Xm sin θtl,k cosϕ

t
l,k + Ym cos θtl,k,

ρrl,k(rk) = rTk n
r
l,k = xk sin θ

r
l,k cosϕ

r
l,k + yk cos θ

r
l,k,

(1)

where nt
l,k ≜ (sin θtl,k cosϕ

t
l,k, cos θ

t
l,k)

T and nr
l,k ≜

(sin θrl,k cosϕ
r
l,k, cos θ

r
l,k)

T ; (θtl,k, ϕ
t
l,k) and (θrl,k, ϕ

r
l,k) are the

elevation and azimuth angles-of-arrival (AoAs) for the l-th
transmit and receive paths between vehicle k and the RSU,
respectively. Accordingly, the field-response vector of the
receive channel paths between vehicle k and the m-th FA at
the RSU is given by

fk(tm) =

[
ej

2π
λ ρt

1,k(tm), · · · , e
j 2π

λ ρt
Lt
k
,k
(tm)

]T
,

gk(rk) =
[
ej

2π
λ ρr

1,k(rk), · · · , ej
2π
λ ρr

Lr
k
,k(rk)

]T
.

(2)

Thus, the channel vector between vehicle k and the RSU is
given by

hk(rk) = FH
k Σkgk(rk), (3)

where Fk ≜ (fk(t1), · · · , fk(tM )) ∈ CLt
k×M denotes the

field-response matrix at the RSU, and Σk ∈ CLt
k×Lr

k is

the path-response matrix, capturing the multi-path response
between all transmit and receive channel paths. Therefore, the
discrete-time signal received by vehicle k can be expressed as

yk = hH
k (rk)

K∑
k=1

wksk + nk, (4)

where wk ∈ CM×1 and sk ∈ C represent the beamformer and
the unit-power complex-valued information symbols intended
for vehicle k, respectively; nk ∼ CN (0, σ2) is the additive
noise modeled as a complex Gaussian random variable with
zero mean and variance σ2. Thus, the signal-to-interference-
plus-noise ratio (SINR) experienced at vehicle k is given by

γk ≜
|hH

k (rk)wk|2∑
i ̸=k

|hH
k (rk)wi|2 + σ2

. (5)

B. Problem Formulation

This work focuses on maximizing the WSR of all vehicles
by jointly optimizing the transmit beamformer at the RSU
and the antenna position vectors at K vehicles, subject to the
minimum inter-FA distance at the RSU and the transmit power
constraints. Let W ≜ (w1,w2, · · · ,wK) ∈ CM×K , the WSR
maximization problem is formulated as

maximize
W,r

K∑
k=1

αk log(1 + γk) (6a)

subject to
K∑

k=1

∥wk∥2 ≤ P, (6b)

rk ∈ Cr
k, (6c)

where the weight αk ≥ 0 is the priority weight for vehicle k,
P is the maximum transmit power. The non-convexity of (6a)
is a huge obstacle for the development of an optimal solution.
For the convenience of the design, we integrate the power
constraints (6b) into the SINR and and reformulate it as

maximize
W,r

K∑
k=1

αk log(1 + γ̄k) (7a)

subject to rk ∈ Cr
k, (7b)

where

γ̄k ≜
|hH

k (rk)wk|2∑
i ̸=k |hH

k (rk)wi|2 + σ2

P

∑K
i=1 ∥wi∥2

. (8)

Proposition 1. The problems (6) and (7) are equivalent, as
they yield an identical global optimal solution. Moreover, for
any given r, the optimal solutions W(r)# in problem (6) and
W(r)∗ in problem (7) satisfy

W(r)∗ =
√
P

W(r)#

∥W(r)#∥
. (9)

Proof. Please refer to the Appendix.

To reduce the complexity and transform it into a more
tractable form, we adopt a linear receive beamforming strategy
so that the estimated signal at vehicle k is given by

ŝk = u∗
kyk, (10)
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where u ≜ (u1, u2, · · · , uK)T ∈ CK×1 represents the receive
beamformer. Assuming the independence of sk and nk, the
expected mean-square error (MSE) can be written as

ek ≜ E
[
|ŝk − sk|2

]
= 1 + |uk|2(σ2 +

K∑
j=1

|hH
k (rk)wj |2)

− 2Re(u∗
kh

H
k (rk)wk)

= 1 + |uk|2
(
σ2

P

K∑
i=1

∥wi∥2 +
K∑
i=1

|hH
k (rk)wi|2

)
− 2Re(u∗

kh
H
k (rk)wk),

(11)

where the last equality follows from the optimal solution sat-
isfying P = ∥W∥2. Inspired by the WMMSE algorithm pro-
posed for conventional MIMO systems [15], we introduce an
auxiliary optimization variable vector v = (v1, v2, · · · , vK)T

and establish a more tractable FA-enabled WMMSE problem
as follows

minimize
W,r,u,v

K∑
k=1

αk(vkek − log(vk)) (12a)

subject to rk ∈ Cr
k, (12b)

v ≥ 0. (12c)

III. BLOCK SUCCESSIVE UPPER BOUND MINIMIZATION

The BSUM method decomposes the optimization variables
into multiple blocks and iteratively optimizes surrogate or
upper-bound functions of the original objective in a block-
by-block fashion [16]. To ensure systematic updates, we
adopt an essentially cyclic (E-C) coordinate selection strategy,
which updates each block alternately over a predefined cycle.
Particularly, during a period of N + 3 updates: i) the blocks
u, v, and W are each updated once; ii) the remaining N
updates are allocated to the block rk, k = 1, 2 · · · ,K,ensuring
each vehicle’s antenna position vector receives dedicated at-
tention. This update strategy balances computational efficiency
and convergence, leveraging the problem structure to achieve
iterative refinement of all variables. Specifically:

• For fixed r,W,v, the optimal u satisfy

uk =

(
σ2

P

K∑
i=1

∥wi∥2 +
K∑
i=1

|hk(rk)
Hwi|2

)−1

hk(rk)
Hwk, ∀k.

(13)

• For fixed r,W,u, the optimal v satisfy

vk =
(
1− u∗

khk(rk)
Hwk

)−1
,∀k. (14)

• For fixed r,u,v, the optimal beamformer W satisfy

wk = αkukvk

(
σ2

P
αk|uk|2vkIM

+

K∑
i=1

αi|ui|2vihi(ri)hi(ri)
H

)−1

hk(rk).

(15)

• For fixed W, u, and v, each rk can be updated in
parallel, the problem of designing FA position at vehicle
k accordingly reduces to

minimize
rk∈Cr

k

gH
k (rk)Ckgk(rk) + Re(dH

k gk(rk)), (16)

where

Ck ≜
K∑
j=1

|uk|2ΣH
k Fkwjw

H
j FH

k Σk,

dk ≜ −2u∗
kΣ

H
k Fkwk.

(17)

A majorizing function for the objective function is con-
structed at rk = rk,0 as follows:

gH
k (rk)Ckgk(rk) + Re(dH

k gk(rk))

≤ 4π2

λ2
∥d̂k∥1∥rk∥2

+ (∇zk(rk,0)−
8π2

λ2
∥d̂k∥1rk,0)T rk + const.,

(18)

where the inequality follows from [17, Lemmas 1-2]

d̂k ≜ 2(Ck −
K∑
j=1

|uk|2∥ΣH
k Fkwj∥2I)gk(rk,0) + dk,

zk(rk) ≜ Re(d̂H
k gk(rk)).

(19)
Therefore, the FA position at vehicle k is updated as

argmin
rk∈Cr

k

4π2

λ2
∥d̂k∥1∥rk∥2

+

(
∇zk(rk,0)−

8π2

λ2
∥d̂k∥1rk,0

)T

rk

= ΠCr
k

(
rk,0 −

∇zk(rk,0)
8π2

λ2 ∥d̂k∥1

)
.

(20)

Let r(t−1,0) = r(t−1) and r(t−1,N) = r(t), the iterative BSUM
algorithm can be summarized as follows

u(t) = Φt

(
r(t−1),W(t−1)

)
,

v(t) = Ψt

(
r(t−1),W(t−1),u(t)

)
,

W(t) = Ωt

(
r(t−1),u(t),v(t)

)
,

r(t−1,n) = Jt

(
r(t−1,n−1),W(t),u(t)

)
,

(21)

where Φt, Ψt, Ωt, and Jt denote the iterative mapping
functions at the t-th iteration. The flowchart of the iterative
process is presented in Fig. 2.

Remark: We adopt the BSUM framework over the AO
algorithm due to its strong theoretical guarantees. Unlike AO,
which generally necessitates convergence to a stationary point
at each iteration, BSUM has been rigorously shown in the liter-
ature to converge to KKT points. Moreover, the E-C coordinate
selection strategy within BSUM provides two key benefits: it
guarantees sufficient descent across all blocks and dynamically
allocates additional iterations to slower-converging modules.
This combination of convergence assurance and adaptability
is not inherently available in the AO algorithm.
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BSUM BSUM BSUM

...

...

Fig. 2. Structure of the BSUM algorithm.

IV. PROPOSED DEEP UNFOLDING NEURAL NETWORKS

This section begins by discussing the limitations of the
BSUM algorithm and then develops a deep unfolding neural
network to alleviate them.

A. Limitations of BSUM Algorithm

The limitations of the BSUM algorithm outlined in the
previous section can be summarized as follows:

1) Limitation 1–High computational complexity of matrix
inversion: One significant drawback of the BSUM algorithm
is its reliance on computing the inverse of the Hessian ma-
trix in Eq. (15). This operation is computationally intensive,
particularly in massive MIMO systems, where the complexity
scales as O(n3), with n representing the number of antennas.
This heavy computational cost creates substantial challenges
for practical deployment, especially in large-scale networks.

2) Limitation 2–Small step size: Another notable limitation
arises from the upper bound constructed by second-order
Taylor expansion for the objective function in Eq. (18). To
ensure convergence, the step size must not exceed 1/L, where
L is the Lipschitz constant of the gradient. However, this
constraint often results in an excessively small step size,
leading to slow convergence. In practical applications, where
the algorithm is limited to a finite number of iterations, this
issue becomes even more pronounced, ultimately diminishing
its efficiency and overall performance.

B. Structure of Deep Unfolding Neural Networks

To solve Limitation 1, let us define

Ak ≜
σ2

P
αk|uk|2vkIM +

K∑
i=1

αi|ui|2vihi(ri)hi(ri)
H . (22)

Then, the update of wk in Eq. (15) can be rewritten as

wk = αkukvkA
−1
k hk(rk). (23)

Given the high computational complexity of directly comput-
ing the matrix inverse A−1

k , we approximate it using a more ef-
ficient structure that combines an element-wise inverse with a
first-order expansion. Specifically, we employ the formulation
A†

kXk+AkYk+Zk, where A†
k is a diagonal matrix obtained

by taking the reciprocal of each diagonal element of Ak while
setting all off-diagonal elements to zero. The matrices Xk, Yk,
and Zk are trainable parameters, enabling the approximation

Deep Unfolding Deep Unfolding BSUM
...

...

Fig. 3. Structure of the proposed deep unfolding neural network.

to adapt and improve efficiency while maintaining accuracy.
Therefore the update of wk becomes

wk = αkukvk

(
A†

kXk +AkYk + Zk

)
hk(rk) + ok, (24)

where ok denotes the trainable offset.
To solve Limitation 2, we introduce a trainable parameter

µk ≥ 0 to increase the stepsize of BSUM algorithm, i.e.,

rk = ΠCr
k

(
rk,0 −

µk + 1
8π2

λ2 ∥d̂k∥1
∇zk(rk,0)

)
. (25)

Moreover, since the updates of uk and vk involve only scalar
inversion, which incurs negligible computational cost, we
retain the original update Eqs. (13)-(14) without introducing
any approximations.

Overall, we take Eq. (21) as the last layer in the proposed
deep unfolding neural network, while the other layers can be
summarized as follows

u(t) = Φt

(
r(t−1),W(t−1)

)
,

v(t) = Ψt

(
r(t−1),W(t−1),u(t)

)
,

W(t) = Ωt

(
r(t−1),u(t),v(t);θ

)
,

r(t−1,n) = Jt

(
r(t−1,n−1),W(t),u(t);θ

)
,

(26)

where θ contains all trainable parameters. The architecture of
the proposed deep unfolding neural network is shown in Fig. 3.

Placing the BSUM module as the final layer is motivated
by the following two considerations:

1) Integrating the BSUM module in the last layer ensures
that the output w satisfies the power constraints of the original
Problem (6), thereby guaranteeing both the feasibility of the
solution and the convergence of the algorithm.

2) Since the dimensions of uk and vk are significantly
smaller than those of wk, applying the iterative BSUM formu-
lation in the final layer is more computationally efficient. This
design choice not only reduces computational complexity but
also preserves the overall performance of the algorithm.

C. PyTorch Platform

In this paper, we intend to leverage the PyTorch platform for
the construction of neural networks and the execution of back-
propagation. Nonetheless, the network architecture outlined in
the previous subsection incorporates complex numbers, which
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are not inherently accommodated by the PyTorch environment.
To address this limitation, this subsection presents strategies
for converting complex-valued data into a real-number format,
enabling seamless integration within the PyTorch framework.
The subsequent discussion provides a detailed explanation
from two key perspectives: forward propagation and backward
propagation.

1) Forward propagation: In the forward propagation stage,
as outlined in Eqs. (13)-(14),(24)-(25), two main types of
matrix operations are involved, namely matrix multiplication
and matrix inversion.

Let A ≜ Ar + jAi ∈ CN1×N2 and B ≜ Br + jBi ∈
CN2×N3 denote two complex matrices, where Ar,Ai ∈
RN1×N2 and Br,Bi ∈ RN2×N3 represent their real and
imaginary components, respectively. These matrices can be
efficiently stored in real-valued tensors as Ã = [Ar,Ai] ∈
R2×N1×N2 and B̃ = [Br,Bi] ∈ R2×N2×N3 . The product of
A and B is computed as follows:

C ≜ AB

= (Ar + jAi)(Br + jBi)

= (ArBr −AiBi) + j(ArBi +AiBr).

(27)

Consequently, the resulting real tensor is given by C̃ =
[ArBr −AiBi,ArBi +AiBr].

Similarly, the inverse of a complex matrix A can be
expressed as:

A−1 = (Ar + jAi)
−1

= (Ar +AiA
−1
r Ai)

−1 − jA−1
r Ai(Ar +AiA

−1
r Ai)

−1.
(28)

The corresponding real tensor for the inverse is C̃ = [(Ar +
AiA

−1
r Ai)

−1,−A−1
r Ai(Ar +AiA

−1
r Ai)

−1].
In the special case where A is a one-dimensional matrix

(i.e., a scalar), the inverse simplifies to:

a−1 = (ar + a2i a
−1
r )−1 − ja−1

r ai(ar + a2i a
−1
r )−1. (29)

The corresponding real tensor for the inverse is c̃ = [(ar +
a2i a

−1
r )−1,−a−1

r ai(ar + a2i a
−1
r )−1].

By leveraging Fig. 3 and Eq. (26), as well as the method-
ology of representing complex number operations through
real number operations, we are able to architect a forward
propagation neural network using the PyTorch platform.

2) Back propagation: During the backward propagation
phase, we employ PyTorch’s built-in automatic differentiation
system alongside the Adam optimizer to facilitate efficient
parameter updates. The integration of automatic differenti-
ation with adaptive optimization techniques has become a
standard approach in modern neural network implementations,
as widely documented in the literature [19]. Due to space
constraints, we omit the detailed matrix calculus derivations.

D. Loss Function

Due to the short coherence time of wireless communication
channels in vehicular networks, we assume that only T -layer
neural network can be supported within the coherence time.

Given the tractable weighted MSE, the loss function utilized
in the deep unfolding neural network can be defined as

L = E

{
K∑

k=1

αk(v
(T )
k e

(T )
k − log(v

(T )
k ))

}
, (30)

where v
(T )
k and e

(T )
k are the values obtained from the forward

inference of the final layer.

V. NUMERICAL RESULTS

We numerically evaluate the performance of the proposed
algorithm in the FA-enhanced MIMO system. The RSU is
equipped with M = 16 antennas, and each element of the
path-response matrix is assumed to be independently and
identically distributed (i.i.d.) Gaussian. The noise power is
set to σ2 = 15 dBm, and the signal wavelength is λ = 1
m. The minimum distance between adjacent antennas is set to
D = λ/2. The size of the movement area at the user is λ×λ.

We compare the proposed design with the following base-
lines: i) FPA: All antenna positions are fixed; ii) BSUM: Tradi-
tional optimization-based algorithm without any acceleration.

Fig. 4 illustrates the WSR of our proposed scheme, the FPA
design, and the traditional BSUM algorithm. It is clear that
our proposed scheme not only exhibits the fastest convergence
rate but also achieves the best performance. This superior
performance can be attributed to the ability of our proposed
network to effectively approximate matrix inversion. Secondly,
adopting either MSE or WSR as the loss function yields com-
parable performance metrics, thereby empirically validating
the transformation proposed in Prop. (1). Additionally, the
larger number of trainable parameters enables more precise
step size selection, which accelerates the convergence of
antenna position updates.

Fig. 5 shows the relationship between WSR performance
and the transmission power budget of the RSU. As ex-
pected, all three schemes—the proposed method, FPA, and
BSUM—achieve higher WSR as the transmission power bud-
get increases. This improvement is due to the availability
of more power, which enhances overall system performance.
Similar to Fig. 4, our proposed scheme consistently demon-
strates the fastest convergence rate and achieves the best
performance.

VI. CONCLUSION

In this paper, we utilized FAs at the vehicles to enhance
the WSR in vehicular networks. To reduce the computation
cost introduced by FAs, we designed a deep unfolding neural
network based on the BSUM algorithm to accelerate the op-
timization process. Simulation results demonstrated the huge
potential of FAs in improving the performance of future com-
munication systems and the effectiveness of the deep unfolding
neural network in reducing computational complexity.

APPENDIX

Firstly, for any given r, it is evident that the optimal W(r)∗

satisfies P = ∥W(r)∗∥2, as each wk can be proportionally
scaled to enhance the SINR and ensure the equality. Secondly,
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let W denote the set of all optimal solutions to problem (7).
For any given r, we can proportionally scale the optimal
solution to satisfy P = ∥W(r)∗∥2, and the SINR for each
vehicle remains unchanged. Therefore, the WSRs in (6) and
(7) satisfy

K∑
k=1

αk log

(
1 +

|hH
k (rk)wk(r)

#|2∑
i ̸=k |hH

k (rk)wi(r)#|2 + σ2

)
(a)
=

K∑
k=1

αk log

(
1 +

|hH
k (rk)wk(r)

#|2∑
i̸=k

|hH
k (rk)wi(r)#|2 + σ2

P ∥W(r)#∥2

)
(b)

≤
K∑

k=1

αk log

(
1 +

|hH
k (rk)wk(r)

∗|2∑
i̸=k

|hH
k (rk)wi(r)∗|2 + σ2

P ∥W(r)∗∥2

)

(c)
=

K∑
k=1

αk log

(
1 +

|hH
k (rk)wk(r)

∗|2∑
i ̸=k |hH

k (rk)wi(r)∗|2 + σ2

)
(d)

≤
K∑

k=1

αk log

(
1 +

|hH
k (rk)wk(r)

#|2∑
i ̸=k |hH

k (rk)wi(r)#|2 + σ2

)
,

where the equalities (a) and (c) hold because the power of the
optimal solution in both (6) and (7) is P . The inequalities (b)
and (d) arise from the optimality of W(r)# and W(r)∗ in
(6) and (7), respectively. Therefore, we can obtain the desired
W(r)# by proportionally scaling the optimal W(r)∗.
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