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Abstract 

Crystallisation is a critical factor in the performance of organic semiconductors, as it 

directly influences charge transport properties and overall device efficiency. Achieving 

high crystallinity and uniform molecular alignment within organic semiconductor 

crystals and films is essential for optimising their functionality in electronic devices. 

However, traditional deposition methods often struggle with controlling crystallisation, 

leading to defects and inconsistencies that hinder the performance of organic field-

effect transistors and other devices. Addressing these challenges, this thesis 

introduces a novel non-contact vapour-guided deposition technique designed to 

enhance crystallisation control and improve the performance of organic 

semiconductors. 

This research focuses on the synthesis and characterisation of water-soluble and 

fluorinated naphthalene diimide and perylene diimide derivatives. The vapour-guided 

deposition technique developed in this work manipulates the self-assembly processes 

of these compounds, leading to the formation of highly ordered single crystals. These 

crystals are compared against those produced by traditional methods. 

Furthermore, the thesis studies the effects of various deposition parameters, such as 

droplet movement speeds, on the crystallisation process. The results show that the 

non-contact vapour-guided deposition technique provides additional control over 

crystal growth which may lead to scalable and reproducible methods for fabricating 

high-performance organic semiconductor crystals and films. 

The findings of this research advance the understanding of the fundamental principles 

of organic semiconductor crystallisation and offer practical solutions to existing 

challenges in the field. The novel techniques and insights developed here have the 

potential to drive future innovations in organic electronics. 
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Statement of Impact 

The research presented in this thesis was conducted with the goal of developing novel 

organic semiconductors and implementing an innovative non-contact vapor-guided 

deposition technique. While crystallisation control has been extensively studied, many 

existing techniques still face challenges in synthesising independent OSC crystals with 

sufficient control and precision. The non-contact vapor-guided deposition method 

offers a promising solution to these challenges by addressing the issues of 

crystallisation control and charge transport efficiency, which have historically limited 

the performance of organic semiconductors in electronic devices. 

This technique capitalises on the precise manipulation of molecular self-assembly, 

enabling the formation of highly ordered single crystals. These ordered structures are 

critical for maximising charge carrier mobility and reducing dynamic disorder, both of 

which are essential for improving the performance of organic semiconductors. The 

method also shows potential for producing highly ordered OSC films, further 

enhancing device performance. 

By synthesising water-soluble and fluorinated derivatives of naphthalene diimide and 

perylene diimide, this research explores the synergy between advanced molecular 

design and cutting-edge deposition methods. This work aims to deepen our 

understanding of the relationship between molecular interactions, self-assembly, and 

crystallisation in organic semiconductors, but also provides a scalable and cost-

effective approach to fabricating high-performance, flexible, and environmentally 

friendly electronics. 

Furthermore, the insights gained from the systematic investigation of deposition 

techniques could revolutionise the production molecular crystals and films further 

improving the production of organic electronics. Additionally, these advancements add 

significant insight into molecular design further realising the potential for fluorinated 

organic semiconductors. In this context, the research presented in this thesis serves 

as a key contribution to both the academic study and practical application of organic 

semiconductors.  
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1. Introduction 

1.1 Plastic electronic and Organic-Semiconductors 

Plastic electronics and organic semiconductors have revolutionised the field of 

electronic devices by offering a host of unique advantages over traditional inorganic 

semiconductor materials. These innovative materials have opened up exciting 

possibilities for flexible, low-cost, and environmentally friendly electronics.  

By harnessing the properties of organic semiconductors, researchers and engineers 

have paved the way for the development of a new generation of electronics that are 

lightweight, versatile, and energy-efficient. Plastic electronics offer significant 

advantages in terms of manufacturing cost. Traditional inorganic semiconductor 

fabrication processes are complex and expensive, involving high-temperature 

deposition techniques and stringent cleanroom conditions. In contrast, organic 

semiconductors can be produced using low-cost manufacturing techniques such as 

solution processing, printing, or roll-to-roll processing. These methods make large-

scale production more accessible, leading to cost-effective electronic devices with 

wide-scale applications. Another noteworthy advantage of organic semiconductors is 

their ability to cover large areas. Inkjet printing and vapor deposition techniques can 

be employed to deposit organic semiconductors over large areas, facilitating the 

production of expansive electronic components like large-area displays or solar 

panels. This capability, combined with the low-cost manufacturing methods, further 

enhances the scalability and commercial viability of plastic electronics. Energy 

efficiency is a critical consideration in the development of electronic devices. Organic 

semiconductors have demonstrated high energy conversion efficiencies2-5 and low-

power operation6-8. These properties make them ideal for applications requiring 

energy-efficient solutions, such as photovoltaics.  

In summary, plastic electronics and organic semiconductors have revolutionised 

electronic device design, offering flexibility, low-cost manufacturing, large-area 

coverage, energy efficiency, and environmental benefits. These innovative materials 

hold great promise for the development of next-generation electronics, and ongoing 

advancements continue to push the boundaries of what is possible in the field of 

electronic devices. 
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1.2 Organic Semiconductors (OSCs) 

Organic semiconductors (OSCs) consist of mainly π-conjugated systems, which can 

be split into two main groups, π-conjugated small molecules and polymers. Both rely 

on the same phenomenon to allow for the conduction of charges. Organic materials 

conduct charges through conjugation which occurs through sp2-hybridisaiton where 

the carbon-carbon bonds consist of three σ-bonds and one π-bond. The sp2-orbitals 

form a triangle within a plane and the remaining pz-orbitals are in a perpendicular 

plane9. Each carbon atom donates an electron remaining in the pz-orbital to produce 

an overlapping π-bond. This π-bond is what allows for electrons to become 

delocalised across conjugated systems with the extent of π-conjugation varying 

hugely in organic semiconducting systems. Both small molecules and polymers can 

be semiconducting where these small molecules can have a few π-bonds per 

molecule and polymers can have alternating π-bonds that extend over numerous 

monomers throughout the system. When observing the simplest conjugated system 

(ethylene, Figure 1) there are two sp2-hybridsed carbon atoms, each containing one 

 

Figure 1: Molecular orbital diagrams of gas phase bonding and antibonding interactions between 

the HOMO/LUMO levels of two ethylene molecules in a co-facial configuration, with the formation 

of valence and conduction bands when a large number of interacting molecules stack. 
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electron in its pz-orbital. When these two orbitals overlap both a π-bonding and π*-

antibonding orbital are produced. With the formation of the π-bonding orbital electron 

density increases in the plane between the carbon nuclei. Electrons that occupy this 

orbital will have the effect of lowering the potential energy of the combination. 

Electrons that occupy the π*-antibonding orbital will lie outside of the internuclear 

region which has a nodal plane perpendicular to the internuclear axis pushing the 

nuclei apart. Due to ethylene only having a single electron in the 2pz-orbitals there are 

only two electrons which occupy the π-bonding orbital leaving the π*-antibonding 

orbital empty giving rise to shorter (133.9 pm vs. 153.5 pm)10 and stronger (600 kJ 

mol-1 vs. 346 kJ mol-1 (ethane)10) double bonds. Using molecular orbital theory each 

orbital is split into a discrete energy level. First there is the Highest Occupied Molecular 

Orbital (HOMO) with the second being the Lowest Unoccupied Molecular Orbital 

(LUMO) which are separated by what is known as the band gap energy. To reduce 

the energy of the band gap and bring the orbitals closer together the number of aligned 

small molecules can be increased or the polymer chain length can be increased. The 

effect this has is to increase the number of molecular orbitals to a theoretical infinite 

amount where the π-bonding orbitals begin to form a valence band and the π*-

antibonding orbitals will form the opposing conduction band. This leads to a model that 

is comparable to band theory which is used to describe the conduction of many 

inorganic semiconductors.  

1.2.1 Charge Transport 

For many OSCs high levels of electrical conductivity can be achieved with high levels 

of extrinsic doping, which is associated with high density of charge carriers. The 

electrical conductivity (σ) can be expressed in a material by11: 

σ = 𝑛 ∙ 𝑒 ∙ 𝜇 (1) 

where n is the number of charge carriers, e is the elementary charge, and µ identifies 

the charge carrier mobility, this can be defined as: 

𝜇 =
𝑣

𝐸
 (2) 

where v is the charge carriers drift velocity and E is an applied electric field12.  
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Mobility is the measure of the ability for charges to move and thus is it important to 

understand their dynamics within a material. Electrons can travel in a wave-like matter 

through the quantum world. For strongly coupled systems that maintain high levels of 

transitional lattice symmetry the solid-state electronic band structure is observed. 

When a field induces momentum, the delocalised electron wave-packets move 

coherently between Bloch states. This allows for charges to move though a material 

as described by band theory, where charges move through the two different bands 

over a delocalised area. An electron can be either introduced or excited into the 

conduction band allowing for delocalisation. Alternatively, an electron can be removed 

from the valence band leaving a hole in its place which can then move across the band 

via overlapping wavefunctions.  

Band transport is commonly observed in highly ordered large organic crystals and 

inorganic semiconductors when the electron-phonon coupling is weak, and the charge 

carriers span over a delocalised area as illustrated in Figure 213. There are many 

proposed models, but they are mainly based on the mobility expression:  

𝜇 =
𝑒

𝑚∗
𝜏 (3) 

 

where, τ is the mean relaxation time between collisions, m* is the effective mass14. 

When band transport is present lattice vibrations (phonons) can disrupt the transport. 

This in turn can lead to the formation of polarons that can become more detrimental 

with the increase in temperature due to an increase in scattering frequency14. This, 

coupled with the fact that most OSCs are more likely to form amorphous morphologies 

causes the overlapping of wave functions is significantly decreased. This can lead to 

the formation of more frequent electron-phonon coupling which can be comparable to 
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or even higher than the inter-lattice coupling. As the electron-phonon coupling 

becomes more local, the mean free-path of electrons in turn become comparable to 

adjacent lattice distances. This then leads to transport that no longer follow a band 

transport but incoherent hopping. When there are significant weak intermolecular 

couplings then the time scale of charge transfer can become so small that an electron 

will relax down to ground state. Knowing this, the assumption can be made that the 

charge will be localised to molecular sites, meaning that for charge transport to occur 

 

Figure 2: Schematic representation of charge transport: Schematic illustration of charge transport 

governed by two different transport motifs. When the Fermi level lies the bottom of the curve, transport 

is described by thermally activated hopping. As the Fermi level moves towards the central region, 

band-like transport becomes possible13. 
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it will need to travel via “occasional” leaps. This is hopping transport and scales with 

temperature which the opposite of band transport. It can be written as:  

𝑘 =
2𝜋

ℏ

𝐽2

√4𝜋𝜆𝑘B𝑇
𝑒

−
𝜆

4𝑘B𝑇 
(4) 

 

where ħ is the reduced Planck constant, J is the transfer integral, λ is the 

reorganisation energy, kB the Boltzmann constant and e is the elementary charge14, 

15. If we consider the charge-carrier moving along an array of molecules and apply the 

Boltzmann equipartition theorem, and then assume the mean free-displacement of the 

charge carrier is comparable to intermolecular spacing, we can write the one-

dimensional mobility as:  

𝜇 =
𝑒

𝑘B𝑇

𝑘𝑎2

2
 

(5) 

 

In OSC systems a charge needs to be able to move freely throughout for improved 

performance. This charge transport is greatly affected by a molecular systems ability 

to delocalise its π-conjugated electronic states across multiple units. The charge 

transfer integral (J) is the ability for a molecule system to transfer a charge between 

neighbouring molecules greatly affecting the performance of the system. A shorter 

  

Figure 3: Schematic representation of charge transfer integral (J) between individual molecules 

with C8-BTBT as a reference. 
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distance between molecules can lead to improved π-orbital overlap in turn causing 

greater J-coupling thereby increasing the electronic performance. Systems that 

contain molecules further apart will have comparatively low J values and thus 

decreased performance. Charge transport is dependent on the molecular geometry 

and is very sensitive to intermolecular packing illustrated in Figure 3. The most 

commonly observed packing motifs in benchmark materials are: a) slipped stack, b) 

slipped π-stack, c) brick wall and d) herringbone16. These packing motifs all show 

dominant transfer integrals between adjacent molecules, which can all be observed in 

Figure 4.   

With systems that primarily transport in the x-y plane there will be one large J exhibiting 

strong anisotropic transport. The carrier transport will be at its highest in a specific 

direction. This phenomenon is expressed in systems that arrange with the slipped 

stack and slipped π-stack. Systems that pack via the herringbone motif are not 

affected by the anisotropy of transport, because they contain three large transfer 

integrals due to the molecular arrangement17. These systems provide isotropic 

transport in the x-y planes where the three J values can be very similar or even the 

same. The brick-wall packing motif can be considered an intermediate regime. One 

exception is rubrene, with the slipped π-stack packing motif, it remains to have one of 

the highest reproducible mobilities (>15 cm2 V-1 s-1) to date.  

 

Figure 4: Most observed molecular packings in crystals of molecular OSCs and corresponding 
benchmark materials. Top view; hydrogen atoms, side chains and rings are omitted for clarity. a) 
copper phthalocyanine, b) rubrene, c) TIPS-pentacene and d) C10-DNBDT-NW4.  
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Charge carriers in molecular crystals are not fully extended Bloch electrons. Instead, 

the molecular charge character resembles those of radical cations/anions in solution. 

In this case, it suggests that the electron wave function is delocalised over small 

clusters of molecules rather than the entire lattice. It has been evidenced in recent 

studies that there is a correlation between the suppression of thermal lattice 

fluctuations and improved carrier mobility. Studies showed that an increase in film 

mobility under compressive strain was too large to be explained by strain induced 

changes expected within a Bloch electron band structure, but was more consistent 

with a reduction in dynamic disorder due to the stiffening of the molecular lattice18. 

Knowing this, the standard Bloch electron motion can be considered as continuous 

collisions with scattering centres in a crystalline arrangement. Molecules that have 

large thermal vibrations cause quantum microscopic processes (electron phonon-

coupling) that go beyond the semi-classical description. This is due to the presence of 

strong molecular disorder making the electronic wave function localisations to be 

extremely short, leading to a large suppression of charge diffusion. Due to this fact, 

the transient localisation (TL) is used to show mobility using this equation:    

𝜇 =
𝑒

𝑘B𝑇

𝐿2

2𝜏vib
 

(6) 

 

where e is the elementary charge, kB is the Boltzmann constant, T is the temperature, 

L is the length and 𝜏vib is the timescale of intermolecular motions. Using equation (6), 

it is clear to see that the parameters governing charge transport, L and  𝜏𝑣𝑖𝑏, are 

different from conventional semiconductors. This is relevant to molecular order 

because when an OSC has strong disorder the carriers become localised on a single 

molecule, which leads to the previous equation being invalid. With this realisation the 

transitions become a thermally activated hopping regime yielding far lower mobilities. 

This can be avoided by controlling crystallisation moving to a more ordered system 

and thus, a more favourable transient localisation regime illustrated in Figure 5.  

Equation 6 shows that there are two parameters that can be improved to gain better 

performance. Firstly, there is energetic disorder always present even in perfectly 

crystalline solids, which mostly originates from thermal fluctuations of intermolecular 

transfer integrals19. This dynamic disorder can be optimised by engineering the 

different intermolecular interactions. Secondly, the degree of anisotropy of the band 
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structure. This is determined by the transfer integrals in different bonding directions 

controlling the sensitivity of carrier motion to disorder. It has been shown that films 

most resilient to quantum effects have positive isotropic transfer integrals in different 

directions20. All these factors affect the performance of an OSC and show the need for 

crystallisation control techniques for the advancement of this field. This leads onto the 

currently established techniques that are being utilised today as follows.  

1.3 Molecular Design 

1.3.1 π-Conjugated Molecular Core 

When designing OSCs the first step is to establish an aromatic core, this can be taken 

from the established diverse array of well-performing crystalline OSC molecular 

materials. Almost all the functionalised organic molecules can be fragmented into 

molecular backbones mostly consisting of one or more central groups, linkers allowing 

for central group connections and solubilising side chains. The side chains can be 

utilised to tune numerous properties such as solubility, molecular packing and band 

gap manipulation. Looking at these conjugated molecular building blocks retro 

synthetically, Reuter et al21 observed that only 22 simple molecular moping operations 

needed to be done in order to design the other current best performing back bones 

when working from benzene seen in Figure 6. With this knowledge there is a blueprint 

emerging for the design and synthesis of future variations of OSCs. When designing 

molecules it has been observed that molecular symmetry plays a crucial role; the first 

reason is that symmetry is beneficial for synthesis and makes the molecule more 

Figure 5: Illustration of three theories of charge transport as the disorder changes affecting mobility 

and material performance, with pentacene as a reference.  
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accessible. Secondly a reduction in symmetry leads to a decrease in charge 

localisation which will have a negative effect on the charge mobility of the OSC22. This 

is because more complex packing can lead to a reduction in charge transfer integrals.   

1.3.2 Molecular Orbital Design  

For the materials being synthesised to maintain their semiconducting properties the 

band gap must be kept small enough, this remains true for both small molecules and 

polymers. Due to this factor a range of aromatic, olefin and alkyne building blocks have 

been employed. To precisely tune the electronic properties of these materials, a range 

of heteroatoms, such as nitrogen, sulphur, and fluorine, can be strategically 

incorporated into the molecular structure. These atoms introduce electron-withdrawing 

or electron-donating effects, modulating key parameters such as electron affinity and 

ionisation potential. Furthermore with the addition of solubilising groups such as alkoxy 

and alkyl chains the processability of these materials can be modified. 

For both small molecules and polymers, the distribution of the orbitals and their 

energies in a π-conjugated system play an important role in many properties such as 

intramolecular and intermolecular charge transport, light emission/absorption, 

Figure 6: a) Important π-conjugated molecular families and examples of well-performing OSC-

molecules therein. b) Schematic overview of the molecular generation process. Starting from 

benzene, diverse molecules are created by iterative application of up to 22 morphing operations. c) 

Fragment-definitions used throughout the text exemplified for the molecule BDTTE. d) Concepts for 

symmetry detection used throughout the molecular generation process. e) Modified molecular 

morphing step, adapted to the symmetry constraints imposed on candidate molecules10. 
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electrochemistry and charge extraction/injection/trapping. Components that can be 

utilised to rase the HOMO level are ones that donate electron density, this can be 

either inductively through things such as alkyl chains, or mesomerically through lone 

pair donation from heteroatoms (N, S or O). Alternatively atoms and/or groups that 

have electron withdrawing properties (-F, -C≡N or -C(O)R) have the opposite effect of 

lowering the HOMO and LUMO energies23.  

In Figure 7 is an example of a familiar molecule IDFBR where the HOMO wave 

function is delocalised over the backbone and the LUMO is localised over the electron-

deficient 2,1,3-benzothiadiazole (BT) moieties24. In this molecule the LUMO can be 

tuned by adding substituents to the terminals, while the HOMO can be manipulated by 

adding substituents to the conjugated core. A decrease in the HOMO energy can be 

seen when the central indenofluorene core is replaced with a smaller fluorene unit, 

this reduces the HOMO because the fluorene has less delocalised electrons which in 

turn also reduces the LUMO energy because there is more electron withdrawing 

functionality over a larger fraction of the conjugated unit as seen in FBR. Continuing 

from this molecule the BT units can be exchange with phenylene to produce PH, due 

to the phenylenes being less electron-deficient the LUMO energy is much higher, with 

minimal change of the HOMO. With the addition of groups with electron-withdrawing 

inductive effects like fluorine both the HOMO and LUMO energy and decreased as 

seen with the addition of two F atoms to the BT units of FBR producing diFBR. 

Additionally, FBR can be modified by replacing the C=S (thiocarbonyl) groups with a 

more strongly electron-withdrawing dicyanovinyl group. With this replacement diCN 

can be produced and has HOMO and LUMO energy levels that are lower compared 

Figure 7: Visual representation of HOMO and LUMO levels of conjugated aryl molecules obtained via 

density functional theory with the B3LYP method and def2-SVP basis set, using Grimme’s D3 

dispersion correction and the BJ damping function produced by Bronstein et al11. 
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with FBR. All these changes show that electron density distribution and the 

delocalisation of the π orbitals play an important role in determining their orbital 

energies. Some of the steric effect that arise from the BT and fluorene neighbouring 

protons in FBR can be reduced by replacing fluorene with cyclopentadithiophene to 

produce CPDT. With this molecule the HOMO energy is increased and the LUMO is 

decrease due to the increase π orbital overlap between the rings. Additionally, the 

electron-rich thiophene can raise the HOMO energy further. CPDT also sees 

electrostatic interactions between the S and F atoms due to their electropositive and 

electronegative properties respectively. This effect stabilises the planer backbone 

which in turn also raises the HOMO and decreases the LUMO energy.  

1.4 Molecular Semiconductors  

1.4.1 Functional Naphthalene Diimides and Perylenediimide 

Two of the commonly employed OSC cores are, naphthalene diimide (NDI) and 

perylenediimide (PDI) (Figure 8).  NDI and PDI molecules have emerged as promising 

candidates for OSCs due to a combination of advantageous properties. One key 

characteristic is their π-conjugated structure, which consists of an extended system of 

π-electrons. This feature enables efficient electronic delocalisation and facilitates the 

transport of charges within the material. Additionally, these molecules typically 

possess a high electron affinity, making them effective at accepting electrons and 

promoting efficient charge injection and transport in organic semiconductor devices. 

 

Figure 8: Aromatic diimide structures with potential self-assembly and functional properties. R groups 

for this work re substituted for various amino acids.  
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NDI-based materials also exhibit good stability, both thermally and chemically, 

ensuring reliable performance and durability in practical applications25, 26. Moreover, 

these materials often demonstrate high charge carrier mobilities, allowing for efficient 

conduction of electrons or holes in organic electronic devices27. This property is crucial 

for achieving high-performance organic transistors, photovoltaics, and other electronic 

applications. PDI derivatives specifically are known for their excellent thermal28 and 

chemical stability29, ensuring long-term performance and durability of organic 

semiconductor devices. This stability is crucial for maintaining device functionality 

under operating conditions and contributes to their suitability for various applications. 

Another advantage of these molecules is their versatility. They can be chemically 

modified and functionalised to tune their electronic properties, solubility, and self-

assembly behaviour25, 26, 29. This flexibility enables the design of tailored materials with 

desired characteristics for specific applications. Furthermore, many NDI and PDI 

derivatives are soluble in common organic solvents, making them amenable to 

solution processing techniques such as spin coating, inkjet printing, or roll-to-roll 

deposition. This solution processability facilitates scalable and cost-effective 

fabrication of organic semiconductor devices. The combination of π-conjugation, high 

electron affinity, stability, charge transport properties, versatility, and solution 

processability makes NDI and PDI a highly promising class of materials for various 

organic semiconductor applications, including organic transistors, solar cells, light-

emitting diodes, and sensors. 

Both NDIs and PDI derivatives show varying self-assembly properties with the 

supramolecular chemistry being widely studied30-32. The self-assembly properties play 

an important role in the formation of thermodynamically stable structures which can 

heavily affect the charge transfer performance. there are many different 

supramolecular self-assembly approaches, but some notable ones are:  

• Amino acid and peptide derivatised systems; this includes a multitude of 

research looking into the impact of position of the substitution of the NDI and 

PDI, aliphatic vs aromatic, chiral vs achiral amino acid and peptides, branched 

vs straight chain (chain length)33, 34. 

• Self-assembly through molecular recognition; this involves the tuning of specific 

groups in order to change the self-assembly properties through noncovalent 
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bonding such as hydrogen bonding, hydrophobic forces, van der Waals and π-

π stacking35-37. 

• Chiral self-assembly; studies have shown sophisticated self-assembly through 

the use of chirality derived self-sorting strategies controlling the supramolecular 

organisation38, 39.   

The ease of use and extensive literature meant NDIs and PDIs became the primary 

focus molecule of this project allowing for many different molecules to be synthesised 

to then analyse the effectiveness of the novel deposition method. 

1.4.2 Solubility of Naphthalene Diimides and Perylenediimide 

The solubility of organic semiconductors (OSCs), such as naphthalene diimides (NDIs) 

and perylene diimides (PDIs), is critical for their processing and subsequent 

application. Solubility is inherently influenced by the molecular structure of these 

compounds, as well as the nature and positioning of substituents attached to their 

core. NDIs, characterized by a naphthalene core with two imide groups positioned at 

the 1,4-positions (Figure 7), typically exhibit poor solubility in non-polar solvents. This 

limited solubility is primarily attributed to the rigid naphthalene core and the strong 

intermolecular interactions, notably π-π stacking, which lead to the formation of NDI 

aggregates26. These interactions hinder dissolution and reduce solubility in 

conventional solvents. However, the solubility of NDIs can be significantly enhanced 

by introducing various substituents at either the core or imide positions25, 26. For 

example, the attachment of alkyl chains at the imide positions improves solubility in 

non-polar solvents, while the incorporation of polar functional groups, such as 

carboxylic acids, amines, or sulfonates, increases solubility in polar solvents. 

Similarly, PDIs, which possess an extended structure over two naphthalene cores with 

imide groups located at the 3,4,9,10-positions (Figure 8), also display low solubility in 

non-polar solvents. This is largely due to their planar and rigid structure, which results 

in strong π-π interactions over the larger perylene core40. As with NDIs, the solubility 

of PDIs can be enhanced by modifying the structure with various substituents. For 

instance, alkyl chains or bulky groups attached to the perylene core or imide nitrogen 

can increase solubility by disrupting π-π stacking and introducing steric hindrance, 

thereby enhancing solubility in both polar and non-polar solvents41, 42.  
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A more unique strategy for tuning the solubility of NDIs and PDIs involves the 

incorporation of fluorine-containing substituents. Fluorine possesses unique chemical 

and physical properties, which can be exploited to finely adjust the solubility of these 

compounds. The specific influence of fluorine on solubility, along with its broader 

implications for molecular design, is discussed in greater detail in the subsequent 

section. 

1.5 Organofluorine Chemistry 

The study of organofluorine chemistry is an interesting field in crystal engineering, as 

the distinct characteristics of fluorine, like its strong carbon-fluorine bond, high 

electronegativity, and small atomic radius, can have a considerable impact on crystal 

structure. Despite the intriguing features, many aspects of how fluorine affects the 

arrangement of crystals, interactions between molecules, and structural organization 

are not thoroughly investigated. This section examines the characteristics and 

structural response of organofluorine compounds, exploring their possible uses and 

impacts on advanced crystal engineering. 

Organofluorine chemistry is described as the chemistry focused on organic 

compounds that contain the carbon-fluorine bond. Organofluorine compounds have 

been utilised in many diverse applications, commonly seen in water and oil repellents, 

pharmaceuticals, refrigerants, catalysis chemistry and organic semiconductors. Pure 

fluorine is a greenish-yellowish gas it is highly toxic and extremely corrosive, where 

most organic compounds spontaneously combust or explode when in contact with 

dilute fluorine in ambient pressure. Fluorine’s reactivity is in part due to the ease of its 

homolytic dissociation into radicals (37.8 kcal mol-1) whilst also its high redox 

potentials of +3.06 V and +2.87 V, respectively, in acidic and basic aqueous media43. 

Similar to its counterpart in group 7 fluorine is very electronegative and being the 

smallest of the halogens it is the most electronegative element (electronegativity 

3.9844). Fluorine exclusively maintains an oxidation state of -1, has a high electron 

affinity (3.448 eV45), extreme ionization energy (17.418 eV45), and retains a unique 

position in the periodic table being the first element with p orbitals which has the ability 

to achieve a noble gas electron configuration with the addition of one electron. 
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1.5.1 Carbon-Fluorine Bond 

Fluorine has many differences when compared to other substituents including other 

halogens that occupy group 7. Due to this organofluorides have characteristic physical 

and chemical properties. The C-F bond is one of the strongest bonds in organic 

chemistry with an average energy of 480 kJ mol-1 45. On average a C-Cl bond is around 

320 kJ mol-1 45 much less than comparable C-F bonds, these significantly stronger 

bonds mean fluororganic compounds have high thermal and chemical stability. As 

mentioned previously fluorine is highly electronegative making the C-F bond 

significantly polarised. Electron density will be concentrated around the fluorine which 

in turn leaves the carbon very electron poor. Ionic character is then introduced where 

each atom has partial charges (Cδ+-Fδ-), these charges are attractive leading to the 

large bond strength mentioned. The C-F bond is shorter than other halogen carbon 

bonds with an average length of 1.35 Å45 which can be attributed to the ionic character. 

Polyfluorinated compounds experience almost no steric strain this is due to the low 

Van der Waals radius of fluorine being 1.47 Å45 shorter the other substituents other 

than hydrogen. This aids in the high thermal stability and the efficient shielding of the 

carbon skeleton from attacking reagents giving additional chemical stability in 

polyfluorinated compounds. Fluorine also has the lowest polarizability of all atoms 

0.56x10-24 cm3 45 which causes very weak dispersion forces to be produced between 

polyfluorinated molecules. Often this can cause a reduction in the boiling point of these 

compounds when compared with protonated counterparts. 

As mentioned, fluorine’s high electronegativity allows for hydrogen bonding. This can 

be utilised when fluorine is a hydrogen bond acceptor where it can stabilise specific 

conformations by acting as a hydrogen bonding intermolecular bridge. 2-fluoroethanol 

is an example of the simplest form of this, this molecule is fixed in a gauche 

conformation in both the vapour phase and the liquid state. The internal hydrogen 

bonding contributes ~2 kcal mol-1 to the conformational stabilisation46, with the rest of 

the stabilisation being attributed to stereoelectronic effects. Quantitatively it is difficult 

to predict the strength of these hydrogen bonds because they depend on the specific 

interactions of the chemical environment. The strength of a typical C-F - - - H-O 

hydrogen bond is about half that of a normal O-H hydrogen bond47 ~2.4 kcal mol-1. As 

mentioned, fluorinated compounds, often prefer the gauche conformation over other 

conformations. A comparison between the anti and gauche conformation of 1,2-
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fluoroethene48 and butane49 can be seen in Figure 9. The difference in Gibbs free 

energy shows how most organic materials will have the lowest energies in the anti-

conformation but organofluorine compounds prefer the gauche conformation. This 

phenomenon is due to hyperconjugation formation where electron density from the C-

H σ bonding orbital is donated to the C-F σ* antibonding, stabilising the gauche effect. 

With fluorine’s greater electronegativity, the C-H σ orbital is a better electron donor 

than the C-F σ orbital. Additionally, the C-F σ* orbital is a far better electron acceptor 

than the C-H σ* orbital. This concludes that the gauche conformation allows the best 

donor and the best acceptor to have the preferred overlap. 

1.5.2 Organoflourine Compounds 

Traditionally fluorocarbons are compounds that are comprised of only carbon and 

fluorine, sometimes referred to as perfluorocarbons. Perfluroralkanes are very stable 

due to the strength of the C-F bond, the stability increases with the number of C-F 

bonds with each adjacent bond strengthening the skeletal C-C bonds through 

inductive effects. Fluorocarbons are colourless and highly dense they have low 

solubility in most organic solvents with some exceptions and are not miscible with 

water, the very low polarizability that arises due to the highly electronegative fluorine 

means they’re not susceptible to fleeting dipoles that form dispersion forces. 

Fluorocarbons are among some of the most non-polar solvents in existence even 

though the C-F bond itself is highly polarised. This can be explained by the fact that 

 

Figure 9: Anti and gauche conformations of butane and 1,2-difluoroethane with the relative Gibbs 

free energies.  
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each local dipole that is produced by the C-F bond cancels out within the same 

molecule, this in turn will lead to the overall molecule being non-polar which can 

explain its lack of miscibility in water. Fluorine also maintains a slightly larger size when 

compared with hydrogen (23% larger Van der Waals radius)45, which has a 

consequence for fluorocarbons structure and molecular dynamics. Traditional linear 

hydrocarbons will form a linear zigzag conformation, in contrast, fluorocarbons form 

helical structures seen in Figure 10. These structures are formed because of the steric 

repulsion of the electronically “hard” fluorine’s bound to the carbons in a relative 1,3-

position. Another contrast is that linear hydrocarbon maintains some flexibility in their 

backbone where fluorocarbons are rigid, rod-like molecules. The 1,3-

difluoromethylene groups will repulsively stretch causing the rigidity of the molecule.  

A characteristic of fluorocarbons often observed is the extremely low surface tension 

that arises due to the weak intermolecular interactions. Fluorocarbons have the lowest 

surface tension of any organic liquids meaning they will wet almost any surface. This 

low surface energy is seen predominantly with poly(tetrafluoroethylene) (PTFE, 

Teflon) which is commonly used for anti-stick and low friction surfaces and other 

applications.  

1.5.3 Fluorine Applications 

Fluorine compounds have been extensively researched and utilised in many different 

industries. One of the first large scale uses of organofluorine compounds is infamously 

the use of chlorofluorocarbons (CFCs) as refrigerants in cooling applications50. 

Another prominent application are polymers and lubricants with popular examples 

such as polytetrafluoroethylene (PTFE) (Teflon) discovered by R.J. Plunkett at DuPont 

in 1938. Another functional material that was discovered at DuPont is Nafion which is 

 

Figure 10: The zigzag conformation of octadecane (left above) compared with the helical 

perfluorooctadecane (left below)27. 
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a sulfonic acid derivative of a perfluorinated polyether. Nafion has been used for years 

as an ionic polymer membrane allowing for ion transport in chloralkali electrolysis cells.  

1.5.4 Organic Electronics with Florine 

As mentioned before fluoro-organic compounds have been used in many different 

applications, but most were developed many years ago, an emerging field that utilises 

these compounds is organic electronics. Fluoro-organic are being developed for a 

range of applications such as organic light emitting diodes (OLEDs)51, organic field 

effect transistors (OFETs)52 and organic photovoltaics (OPV)53. Fluorine has not only 

been used as functional part of the organic semiconductor54 itself but also as 

components for, self-assembled monolayers (SAMs)55, dielectrics and even 

electroluminescent emitters. 

1.5.5 Fluorine in Organic Field-Effect Transistors 

In order for a device that has either holes or electrons injected through the source and 

the drain electrode to function efficiently the energetic barrier that can imped charge 

injection much be avoided. This means that depending on the semiconductor (p or n 

type) the energies of both the ionisation potential and electron affinity must match the 

work function of the contacting materials. With the addition of fluorination this issue 

can be alleviated because fluorine substituents in general maintain lower ionisation 

potential and electron affinity energies due to the inductive effects. With the addition 

of aromatic fluorination both the band gap and the absolute ionisation potential and 

electron affinity/ can be altered via the mesomeric effects of the additional fluorine. 

Another benefit if the addition of fluorine to organic semiconductors that by is lowering 

the orbital energy if the compound can increase its overall stability due to the lower 

work function that can be utilised for electron injection. Also, the interplanar distance 

of a π system can be influenced by aromatic fluorination56, which can in turn cause 

the modification of the transfer integral through the overlapping of frontier molecular 

orbital overlap. When the extended π system contains fluorinated sections, they tend 

to have an affinity for electron-rich sections through quadrupolar interactions allowing 

for them to “stick”. Not only is the molecular orientation effect but it also may lower the 

interplanar or aromatic edge to edge distances which also can significantly increase 

the transfer integrals. Favourable electron transfer can be increased because 

fluorination can change the supramolecular organisation, where examples go from a 
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herringbone packing motif to an untitled π-stack57. This has not only been utilised for 

small molecules but also for polymers, by alternating electron-poor and electron-rich 

regions a smaller band gap can be achieved whilst also allowing for closer stacking. 

This produced more crystalline polymers with subsequent higher charge carrier 

mobilities58. To reduce the more anisotropic nature of small aromatic π-stacking 

molecules bulky substituents are introduced59, then to stabilise the structure aromatic 

fluorination influences the stacking by interplanar interactions. Additionally weak 

bonds can occur between the highly electronegative fluorine and electropositive 

hydrogen60, sulphur59 (Figure 11), and halogens61 to further shape the final crystal 

structure by these weak electrostatic interactions.  

OFETs require a dielectric to be used as the gate, fluorination can provide some 

advantages here. Firstly, majority of fluoropolymers have a very low dielectric 

constant, this can allow for the field induced charge carrier mobilities to be much higher 

most commonly seen in amorphous organic semiconductors. Secondly, due to the 

lower surface energy seen in these fluorinated compounds the morphology of the 

neighbouring semiconductor layer to be controlled larger distance compared with 

alternatives, this can benefit the charge carrier mobility and thus the overall 

performance of the OFET. Thirdly, many fluorinated polymers are soluble in fluorinated 

solvents where the other organic semiconductors are only solvent on hydrocarbon 

solvents. This allows printing of multi-layered devices with the reduction of any 

functional layers being dissolved or contaminated during the printing process.  

 

Figure 11: The crystal structure of the dithienoanthracene derivative is controlled by the steric 

repulsion between the bulky triethylsilylethinyl substituents. The structure is stabilised by directed 

sulphur-fluorine and, presumably, fluorine–fluorine interactions39. 
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1.6 Deposition Methods  

The section on deposition methods offers a comprehensive examination of the various 

techniques employed in the deposition of organic semiconductors, a fundamental step 

in the fabrication of high-performance electronic devices. Accurate and controlled 

deposition is crucial for organic semiconductors to achieve optimal crystallinity, 

uniformity, and charge transport properties.  

Improving the deposition conditions and methods for solution-based processes can 

improve charge transport in organic semiconductor films. This involves managing 

variables like concentration of solution, rate of solvent evaporation, temperature of 

substrate, and post-deposition processes (such as thermal annealing) to promote the 

creation of well-structured formations and enhance mobility of charge carriers. In order 

to achieve high charge carrier mobility and efficient charge transport in organic 

semiconductor devices, it is essential to carefully consider both the deposition 

technique and the resulting film morphology and crystallinity. 

This section provides an in-depth analysis of a range of deposition techniques, 

including spin coating, meniscus-guided coating, and other non-contact methods. It 

critically evaluates the advantages, limitations, and potential implications of each 

technique on the scalability and performance of organic semiconductor devices, 

emphasising the pivotal role of deposition control in advancing the field of organic 

electronics. 

1.6.1 Drop-casting 

Drop-casting is a widely utilized technique for producing organic semiconductor (OSC) 

films. It is a simple, quasi-equilibrium process that relies on the evaporation of a 

 

Figure 12: Sketch of the drop-casting method. 
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solvent to facilitate the deposition of the OSC as a thin film (Figure 12). OSCs with 

self-assembly properties can form crystalline films either directly during the drop-

casting process or through additional steps. Over time, various modifications to this 

technique have been developed to enhance the quality of the resulting films. 

One such modification involves the application of unidirectional sound waves that 

vibrate the sample during solvent evaporation. This approach has been shown to 

improve the electrical performance of the films by enhancing their crystalline quality 

62. Other advancements in the drop-casting method focus on controlling the 

evaporation rate of the solvent, which can significantly impact the structure and 

performance of the resulting film. Solvent evaporation control can be achieved through 

several strategies, such as: surface treatments63, inert gas purging64, sealed 

chambers65 and azeotropic mixtures66. Drop-casting is a simple, cost-effective, and 

rapid technique for producing organic semiconductor films. However, despite its ease 

of use and low cost, it has a significant limitation. Even under optimal conditions, drop-

casting often suffers from variations in evaporation rates, leading to the formation of 

the well-known "coffee-ring effect" commonly observed in droplet-based deposition 

methods67, 68. This effect results in films and crystals with uneven thickness and non-

uniform crystal structures, which can substantially impair the overall performance of 

the organic semiconductor. Additionally, the confined size of sessile droplets restricts 

the scalability of this technique, making it challenging to produce films on a larger 

scale, thereby limiting its application in industrial processes. 

1.6.2 Spin Coating  

An alternative technique frequently employed for the production of OSC films is spin 

coating. In this process, a solution containing the OSC is deposited onto a substrate, 

which is then rotated at high revolutions per minute (RPM). The centrifugal force 

generated by the spinning causes the solution to spread uniformly across the surface, 

followed by the evaporation of the solvent, resulting in the formation of a thin, uniform 

film69. The thickness of the film depends on various properties of the solution, including 

viscosity and concentration, but spin coating is generally effective in producing larger, 

more uniform films compared to other methods like drop-casting. 

Yuan et al. introduced a modification to the standard spin coating technique to create 

ultra-high mobility transparent films70, 71. Their approach, referred to as the “off-centre” 
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method (Figure 13), involved placing the substrate 20 to 40 mm away from the central 

axis of rotation. This adjustment leveraged the centrifugal force to promote 

unidirectional alignment, improving the crystallisation of the film and significantly 

enhancing its performance. Their method resulted in devices with exceptional average 

charge carrier mobilities exceeding 20 cm² V⁻¹ s⁻¹ 71.  

While spin coating is commonly employed to deposit the active layer in organic 

semiconductor devices, a recent study demonstrated a promising one-step approach 

that can simultaneously deposit both the semiconducting and dielectric layers. This 

method utilised vertical phase segregation, coupled with the self-assembly properties 

of the OSC, to achieve an enhanced film morphology. The improved morphology 

contributed to better device performance and reduced manufacturing costs.72. Despite 

these advancements, challenges remain, including the relatively poor thermal stability 

of these devices and inherent difficulties associated with fabricating multilayer 

structures using spin coating73. 

1.6.3 Meniscus-guided Coating  

Several types of meniscus-guided coating techniques are commonly employed in the 

deposition of organic semiconductor films, all of which operate on a similar underlying 

principle. These methods utilize a solution meniscus, which serves as an air-liquid 

interface, playing a critical role in directing solvent evaporation. The process typically 

involves the linear motion of either the coating tool or the substrate, which induces the 

alignment of the crystal structure in the deposited film. As the solvent evaporates, the 

solution becomes progressively more concentrated, eventually reaching a point of 

supersaturation. At this stage, the solutes are deposited onto the substrate as a thin 

film. 

 

Figure 13: Schematic illustration of the OSC process, in which the substrates are located away from 

the axis of the spin-coater47. 
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The linear movement in these techniques plays a crucial role in guiding the alignment 

of the growing film, effectively controlling the crystallisation process. This ability to 

manage crystallisation is particularly valuable for achieving films with high structural 

order, which is essential for optimal electronic properties in organic semiconductor 

devices. By influencing the orientation and arrangement of molecules within the film, 

meniscus-guided coating techniques offer a precise method for enhancing film 

morphology and improving device performance74. 

1.6.3.1 Dip Coating 

Dip coating is a widely used alternative deposition technique for processing OSC films. 

This technique involves immersing a substrate into a container filled with an OSC 

solution, followed by the gradual withdrawal of the substrate. As the substrate is 

removed from the solution, the solvent evaporates, leaving behind a thin OSC film. 

Key parameters, such as the withdrawal velocity and the temperature of the solution, 

significantly influence the development of concentration gradients and fluid flow within 

the meniscus, which in turn affect the quality of the resulting film.  

Controlling these parameters precisely can be challenging, making it difficult to 

consistently achieve homogeneous films. However, research by Kim et al. 

demonstrated the significant impact of optimizing process timing on film production74. 

Their study revealed that improved film morphology could be achieved by leaving the 

substrate at the edge of the solvent chamber for a period of "residual time" before fully 

removing it (Figure 14)74. This adjustment allowed for more controlled solvent 

evaporation and enhanced crystallinity in the final film, thus contributing to better 

overall device performance. 

 

Figure 14: Schematic illustrating how the dip-coating method72. 
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Another effective approach to enhancing film performance is through the careful 

selection of solvents. The use of azeotropic solvent mixtures, in particular, has been 

shown to significantly improve film morphology and, consequently, device 

performance. A notable example of this was demonstrated by Rogowski et al., who 

synthesized high-performance 6,13-bis(triisopropylsilylethynyl)pentacene (TIPS-PEN) 

ribbons using a combination of controlled dip-coating speed and azeotropic binary 

solvent mixtures75. 

1.6.3.2 Zone Casting 

Zone casting is a deposition technique adapted from the zone refining process, 

historically used for producing high-purity single crystals of inorganic 

semiconductors76. This method has been successfully applied to OSCs by utilising a 

heated tip or wire to melt a pre-formed solid. The molten solution is then deposited 

onto a moving substrate, where the solvent evaporates, leaving behind a thin, ordered 

solid film. Key parameters such as substrate velocity, the volume of solution deposited, 

and the rate of solvent evaporation play crucial roles in determining the film's 

thickness, crystallinity, and molecular alignment, as illustrated in Figure 1577. While 

zone casting offers potential for creating highly ordered films, it also presents 

significant challenges. Achieving uniformity across the entire film is difficult due to the 

complex interplay of process variables, often resulting in films with defects. 

 

Figure 15: Schematic representation of the zone-casting technique75. 



38 
 

1.6.3.3 Hollow-pen Writing 

A recently developed deposition technique, known as hollow-pen writing or capillary 

pen writing, operates on a principle similar to that of a conventional ballpoint pen. As 

illustrated in Figure 16, the "pen" is typically mounted on an XYZ controller, which can 

be programmed to create complex film patterns78. The movement of the "pen" across 

the substrate induces alignment in the organic semiconductor (OSC) film, with the 

substrate often heated to promote faster solvent evaporation and to maintain proper 

film alignment. This technique's effectiveness is highly dependent on the dimensions 

of the "pen," as they directly influence the precision of film deposition and alignment. 

However, a notable limitation of hollow-pen writing is that the film thickness may vary 

when the pen changes direction. This variation can introduce inconsistencies in the 

film's morphology, potentially affecting the uniformity and performance of the resulting 

OSC films.  

1.6.3.4 Solution Shearing and Blade Coating  

Solution shearing and blade coating are highly versatile techniques widely used for 

depositing OSC) films. Blade coating involves a solid blade that passes over a 

reservoir containing the OSC solution, leaving a uniform layer of material behind as 

the solvent evaporates. In contrast, solution shearing utilises a shearing blade that 

holds the OSC solution over a temperature-controlled substrate. As the blade moves 

at a fixed velocity, a portion of the solution meniscus is exposed, allowing solvent 

evaporation and film deposition to occur. The key difference between the two methods 

lies in the angle of the blade, which, in solution shearing, limits solvent evaporation to 

the edges of the film while the bulk solution remains largely unaffected. 

 

Figure 16: Nanoink bridge induced capillary printing concept76. 
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The kinetic nature of solution shearing allows for the formation of metastable 

structures, which can influence the crystallinity and morphology of the deposited film. 

Giri et al. demonstrated the potential of this technique by synthesizing "lattice-strained" 

crystal structures. By simply increasing the shearing speed, they were able to reduce 

the π-π stacking distance in TIPS-pentacene from 3.33 Å to 3.08 Å, significantly 

altering the material's properties and demonstrating the fine control this method offers 

over molecular arrangement. Solution shearing, therefore, provides an efficient means 

of producing highly ordered films with tailored structural properties, making it a 

valuable technique for improving the performance of OSC devices79.  

This method has been modified by Diao et al and was named “fluid-enhance crystal 

engineering”, or FLUENCE. To enhance the polymer crystallinity without increase 

domain size flow induced nucleation was utilised. This was achieved by using a 

shearing blade that was patterned with pillars, which induced molecular alignment as 

the polymer chains elongated under the shear forces as shown in Figure 1780.  

Another approach to solution shearing used an electrified blade to aid in molecular 

alignment. The electrified blade (Figure 18) and the substrate have a maintained 

electrical potential difference, as the blade is moved at a constant velocity81. This 

 

Figure 17: Schematic of the FLUENCE method implemented on the solution shearing platform78. 

 

Figure 18: Sketch of the E-blade setup76. 
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showed improved backbone alignment in the direction of the electrical field, adding 

more control over the searing method. Solution shearing shows improved molecular 

alignment control over the previous techniques, but also increases the complexity. 

1.6.4 Printing  

In this context, printing refers to a crystallisation control method that prioritises large-

area deposition with precise spatial control, while not relying on meniscus-driven 

coating as the primary mechanism for regulating film formation. Instead, printing 

techniques focus on controlled material deposition patterns and the management of 

solvent evaporation to influence crystallisation, allowing for tailored film morphology 

across large surfaces.  

1.6.4.1 Inkjet Printing  

One area of significant research focus is inkjet printing, a technique that involves the 

precise ejection of ink droplets from a reservoir using either a thermal or piezoelectric 

process. Each droplet, containing the OSC material, is deposited onto a substrate, 

where it subsequently dries, akin to the previously discussed drop-casting method. To 

ensure effective droplet formation and deposition, several parameters must be 

carefully optimised, including ink surface tension, substrate surface energy, ink 

viscosity, and droplet deposition dynamics. When executed with precision, inkjet 

printing can offer substantial control over droplet spreading and fluid momentum, 

allowing for fine-tuned crystallisation and film formation. 

However, like drop-casting, inkjet printing is susceptible to issues such as 

inhomogeneities in the dried film. These inconsistencies can result from variations in 

solvent evaporation rates or from surface tension gradients in mixed solvent systems. 

To address these challenges, Minemawari et al. introduced a novel approach, using a 

multi-solvent process in which an antisolvent is first deposited, followed by the OSC 

solution on top to form a controlled mixture (Figure 19)82. This method significantly 

improved the uniformity of film thickness and promoted the growth of highly ordered 
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crystals, demonstrating the potential of inkjet printing for producing high-quality OSC 

films with enhanced performance. 

1.6.4.2 Spray Coating  

Spray coating, similar to inkjet printing, involves the ejection of a solution to produce 

droplets that are deposited onto a substrate. However, a key distinction between the 

two methods is that spray coating forms small droplets through aerosolization, using 

an inert gas carrier to disperse the solution. This technique is governed by several 

critical parameters, such as surface tension, viscosity, temperature, and 

concentration, in addition to the spray nozzle's size and shape and the atomization 

gas pressure. As the aerosolized droplets reach the substrate, they dry quickly, 

forming thin, continuous films. To enhance the performance of spray-coated devices, 

Pitsalidis et al. employed electrostatic spray deposition. This method utilizes 

electrohydrodynamic atomization, in which the liquid is ejected through the nozzle 

under the influence of an electric field (illustrated in Figure 20)83. By using a solution 

mixture of conducting polymers and small molecules, this technique produced high-

performance films with continuous, well-ordered crystalline structures and reduced 

device-to-device variation. Despite these advancements, one of the persistent 

challenges with spray coating is the variability in film thickness, which can result in 

decreased device performance due to poor electrical contacts. Achieving uniformity in 

film thickness remains a critical area for further refinement. 

 

Figure 19: Schematic of the process. Antisolvent ink (A) is first inkjet-printed (step 1), and then 
solution ink (B) is overprinted sequentially to form intermixed droplets confined to a predefined area 
(step 2). Semiconducting thin films grow at liquid–air interfaces of the droplet (step 3), before the 
solvent fully evaporates (step 4)80. 
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The study of deposition methods provides a foundation for understanding how organic 

semiconductor films are formed, emphasising the importance of crystallisation control, 

film uniformity, and charge transport properties. However, a deeper understanding of 

the dynamics at play within the deposition process, particularly the behaviour of liquid 

droplets, is essential for further optimising film morphology and performance. The 

subsequent section focuses on the critical role that droplet behaviour plays in 

determining the quality and uniformity of organic semiconductor films. 

1.7 Droplets  

The behaviour of droplets is a critical factor that significantly influences film uniformity, 

crystallinity, and overall electronic performance. This section offers an in-depth 

analysis of the fundamental principles governing droplet dynamics, including key 

concepts such as contact angles, wetting phenomena, and the coffee-ring effect. 

These principles are essential for achieving precise control over the deposition 

process, particularly when striving for reproducibility and high-quality outcomes. 

Furthermore, this section examines the influence of Marangoni flows—both thermal 

and solutal—on droplet motion and evaporation patterns, providing insights into how 

these mechanisms can be harnessed to optimize droplet behaviour during 

semiconductor deposition. A comprehensive understanding of these processes is 

crucial for the development of innovative deposition techniques that can enhance the 

uniformity, and overall quality of organic electronic devices. 

 

Figure 20: Illustration of the electrospray printing method. The inset photograph shows a 
magnified view of the nozzle during spraying81. 
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1.7.1 Contact Angle and Wetting 

Wetting refers to the process where a liquid droplet comes into contact with a solid 

surface without obstruction, achieving a balanced state determined by the interactions 

between the liquid, solid, and surrounding vapor. The degree of wetting depends on 

the energy interactions involved: high-energy interactions promote wetting, while low-

energy interactions inhibit it84. In the absence of external factors, a droplet typically 

assumes a spherical cap shape to maximize surface area, a behaviour explained by 

the Young-Dupré equation (Equation 7): 

𝛾sv = 𝛾sl + 𝛾lv 𝑐𝑜𝑠𝜃c (7) 

In this equation θc represents the contact angle formed between the liquid and the 

solid surface, while γsv, γsl and γlv represent the surface tensions between the solid-

vapor, solid-liquid, and liquid-vapor phases, respectively (Figure 21). For a stable 

contact angle, these three tensions must be in balance at the droplet contact line, 

similar to mechanical tension forces acting to minimize the liquid surface area and 

bring the system to equilibrium. 

1.7.2 Coffee-Ring Effect 

Many may have noticed, although perhaps not reflected upon, that when a drop of 

coffee dries, most of its residue accumulates along the outer edge of its original shape. 

This phenomenon, known as the coffee-ring effect (CRE), results in the formation of a 

ring-like pattern, as illustrated in Figure 22. When the vapor surrounding a droplet is 

not fully saturated, evaporation occurs, affecting the droplet's physical properties due 

to its small size. As the droplet evaporates, capillary-driven flow emerges, liquid from 

the centre of the droplet moves outward to replace the liquid evaporating at the edges. 

This outward flow carries the non-volatile components that are dispersed in the droplet 

toward the edge, where they are deposited, forming the characteristic CRE pattern85, 

Figure 21: Differing wettability’s of droplets on different surfaces. A droplet on (a) a high energy 

surface and (b) a low energy surface.  
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86. For CRE to occur, three conditions must be met: the droplet must evaporate, it must 

have a non-zero contact angle, giving it a spherical cap shape, and the contact line 

must be pinned. 

Controlling the CRE has been the focus of considerable research67, 68, 87-89, as it often 

hinders the uniform distribution of materials, which can be detrimental in various 

applications. The next section discusses the use of Marangoni flows to disrupt the 

CRE and how these can be induced in a droplet. 

1.7.3 Marangoni Flows 

Understanding Marangoni flows is crucial for comprehending droplet behaviour during 

evaporation and for effectively managing how suspended particles are deposited, 

while simultaneously suppressing the CRE. Marangoni flows are characterized by fluid 

movement driven by variations in surface tension at the interface between two phases, 

typically liquid/gas or liquid/liquid. These surface tension differences can arise from 

either temperature changes (thermal Marangoni effect) or concentration changes 

(solutal Marangoni effect). In simple terms, Marangoni flows occur when surface 

tension gradients are created due to temperature or concentration differences, causing 

liquid to flow from regions of lower surface tension to regions of higher surface tension. 

Figure 22: visual representation of the CRE a) The rate of evaporation happens faster at the droplets 

edges. b) Solids being deposited at the edges due to flows produced form the CRE. 
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As shown in Figure 23, these liquid flows can effectively counteract the typical 

capillary-driven outward flow responsible for CRE, leading to more uniform deposition 

of suspended particles90. 

1.7.3.1 Thermal Marangoni Flows  

One method to manipulate Marangoni flows is by introducing thermal gradients to 

droplets. This can be achieved by heating the substrate beneath the droplet, which 

raises the temperature at the base and lowers the surface tension at the edges, 

thereby generating cyclic flows within the droplet91, 92. Research has shown that these 

thermal-induced flows can be complex, with some studies reporting either an 

increase87 or decrease93 in the CRE depending on the system. For instance, smaller 

particles may experience an increased CRE, while larger particles or fully dissolved 

substances may exhibit a reduction in the effect. 

Non-uniform heating can further create asymmetrical flows, particularly when only one 

side of the substrate is heated. This results in solid deposition occurring on the cooler 

side of the droplet due to the induced flow patterns94. A more refined approach 

involves using lasers to apply localized heating, enabling temperature changes and 

providing enhanced control over the deposition process. The rapid response time of 

lasers allows for real-time adjustments to droplet deposition, leading to greater 

precision in controlling particle distribution95. While temperature regulation offers 

several benefits, it can also introduce challenges. Techniques that rely on thermal 

manipulation can be difficult to control, and non-uniform heating may lead to 

 

Figure 23: Evaporation of a colloidal drop under standard ambient conditions: (a) outward flow in a 

droplet creates a coffee-ring stain; (b) recirculating Marangoni flow creates a uniform pattern85. 
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unintended effects. Methods such as laser heating offer more precision but also 

require more complex arrangements, motivating the exploration of alternative 

techniques for more efficient and controllable deposition processes. 

1.7.3.2 Solutal Marangoni Flows  

The physics of droplets is highly sensitive to variations in their chemical composition, 

particularly due to their small size. Even minor changes can lead to significant 

alterations in surface tension. When two pure liquids are mixed, the surface tension of 

the resulting droplet typically varies within the range of the original surface tensions of 

the two liquids. For instance, in a mixture of ethanol and water, the surface tension of 

water is approximately three times greater than that of ethanol. As a result, a droplet 

formed from such a mixture can exhibit a wide range of surface tensions. 

This variation in surface tension can be dynamically induced and maintained, 

particularly by employing solvent mixtures with differing boiling points and evaporation 

rates. As these solvents evaporate at different rates across the droplet's surface, 

Marangoni stresses arise, driving flows within the droplet. However, these flows can 

sometimes become chaotic, especially when volatile solvents are used, making it 

difficult to maintain precise control96. To mitigate this issue, non-volatile solvents are 

often preferred, as they offer better control over droplet behaviour while still allowing 

for reasonable evaporation timescales in smaller droplets. This balance between 

solvent volatility and control is critical for optimising droplet dynamics in various 

applications97, 98.  

1.8 Mobile Droplets 

A simple and commonly observed method for droplet movement is gravity-driven 

motion, where a droplet on an inclined surface will roll or slide downward. However, 

droplets can move through a variety of other mechanisms, many of which offer greater 

control and enable more complex functions. Since droplets are self-contained 

systems, controlling their motion can facilitate tasks such as stirring, mixing, or 

dividing, which are essential for a range of applications. The following sections will 

explore several of these advanced techniques, highlighting how droplet motion can be 

harnessed for more intricate operations in various scientific and technological 

contexts. 



47 
 

1.8.1 Methods of motion  

One of the key challenges in inducing droplet motion is overcoming contact angle 

hysteresis. Contact angle hysteresis refers to the difference in the contact angle of a 

liquid droplet on a solid surface when it is either advancing (spreading) or receding 

(contracting) on the surface. In simpler terms, it describes the variance between the 

advancing and receding contact angles, which can impede droplet movement. This 

concept implies that effective droplet motion can either be achieved by overcoming or 

minimizing the effects of contact angle hysteresis. 

There are several mechanisms that can induce droplet motion by addressing this 

barrier. Some examples include motion driven by thermal gradients, surface gradients 

in wettability, the use of gravity on inclined surfaces, and gradients in chemical surface 

tension (as discussed in the Solutal Marangoni Flows section). Each of these methods 

leverages different physical principles to either overcome or reduce contact angle 

hysteresis, allowing for controlled droplet motion across surfaces. 

1.8.1.1 Surface Wettability 

In the Contact Angle and Wetting section, it was discussed that a droplet on a uniform 

surface adheres to the Young-Dupré equation, resulting in consistent wetting in all 

directions. However, when a droplet is placed on a surface with uneven adhesion, it 

will be energetically driven to move toward areas of greater wettability. This behavior 

can be exploited to control droplet movement by directing it toward regions with higher 

surface energy, which may be achieved through gradients in roughness99 or 

hydrophobicity100. To optimise this technique, it is essential to have precise control 

over the droplet's motion, which can be accomplished by manipulating the surface's 

wetting properties. 

One approach to achieve this control is by chemically modifying the surface to switch 

between different states. For instance, surfaces coated with compounds containing 

photoisomerisable groups can become more hydrophobic under UV light and return 

to their original state under blue light, as shown in Figure 24101. Another method 

involves molecular motors that display hydrophobic groups on a functionalized 

surface, producing a similar effect to the photoresponsive technique102. Additionally, 

electrochemical methods can alter surface wettability by adjusting the voltage applied 

to the substrate, though this approach requires the entire system (substrate and 



48 
 

droplet) to be immersed in an electrolyte, as the mechanism relies on an 

electrochemical reaction103.  

Electrowetting is another technique used to modify surface wettability. In this method, 

a voltage is applied to a specific solid-liquid interface, reducing the contact angle by 

redistributing dipoles and altering the surface tension104. However, electrowetting is 

limited to certain types of surfaces and requires a fully connected circuit, meaning a 

conductive cable must be applied to the droplet. 

1.8.1.2 Thermally Driven Motion  

One of the most well-known and striking examples of unconstrained droplet motion is 

the Leidenfrost effect, where a droplet of water placed on a surface much hotter than 

the boiling point of the liquid can move freely. In this phenomenon, the droplet hovers 

on a cushion of its own vapor, with no contact angle between the liquid and the surface, 

allowing for nearly frictionless motion in any direction. 

A different approach to inducing droplet motion at cooler temperatures involves 

utilizing surfaces with low contact angle hysteresis in combination with thermal 

gradients. In this method, as the surface heats up, it alters the surface tension around 

the droplet's edges, generating Marangoni flows. These flows, particularly when 

uneven heating is applied to one side of the droplet, can overcome contact angle 

 

Figure 24: Lateral photographs of light-driven motion of an olive oil droplet on a silica plate modified 

with CRA-CM. The olive oil dropleton a cis-rich surface moved in a direction of higher surface energy 

by asymmetrical irradiation with 436-nm light perpendicular to the sur-face. (A to C) The sessile 

contact angles were changed from 18° (A) to 25° (C). (D) The moving direction of the droplet was 

controllable by varying the direction of the photoirradiation97. 

Macrocyclic amphiphile tethering pho-
tochromic azobenzene units (CRA-CM).
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hysteresis, causing the droplet to move from the hotter to the cooler side due to 

viscous drag105.  

Recent studies have explored the use of specialized surfaces with inherently low 

contact angle hysteresis, which respond dynamically to external heating sources such 

as lasers106 and hot objects107. This technique allows for precise control of 2D droplet 

movement via the management of Marangoni flows induced by the localized heat 

source. While this method offers excellent control over droplet motion, it presents a 

limitation when scaled up due to the specificity and complexity of the surface required, 

thus restricting its broader applicability. 

1.9 Binary Droplets 

The majority of methods discussed in Section 1.6 rely on the substrate to control and 

manipulate droplet behaviour, offering minimal to no direct control over the droplet 

itself. However, as outlined in Section 1.8.1, droplets can also be manipulated using 

more indirect techniques. For instance, binary droplet systems, which consist of two 

compatible liquids, have the potential to generate powerful internal Marangoni flows, 

enabling internal droplet motion. Only recently have researchers begun to explore the 

full impact of these flows for use in advanced systems. Sections 1.9.1 and 1.9.2 

discuss how surface tension and compositional gradients within these binary systems 

can create motion in droplets, revealing new avenues for controlling and harnessing 

droplet dynamics in innovative applications. 
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1.9.1 Surface Tension and Compositional Gradients 

As discussed in the section on the Coffee Ring Effect, droplets tend to evaporate more 

rapidly at the edges while evaporation within the bulk is slower. In the case of binary 

droplets, composed of two solvents with different vapor pressures, this leads to a 

disparity in evaporation rates and subsequently creates a compositional gradient along 

the droplet’s interface. As evaporation continues, this compositional gradient is 

sustained. The direction of internal flows within the droplet is determined by the vapor 

pressures of the two solvents and their respective surface tensions, as illustrated in 

Figure 25. If the more volatile solvent has a higher surface tension than the less volatile 

one, the droplet will shrink, indicating that it remains under continuous tension, which 

can enable the droplet to move. Conversely, if the more volatile solvent has a lower 

surface tension, the droplet will spread outward across the substrate. This interplay 

between evaporation rates, surface tension, and solvent volatility defines the droplet's 

behaviour and can be leveraged for precise control of droplet movement and 

deposition in various applications. 

1.9.2 Motion 

When droplets are in a contracted state, as described in the previous section, they can 

exhibit motility. This is primarily due to their extremely low or even zero contact angle 

hysteresis108. The Marangoni forces generated by compositional gradients in binary 

droplets further reduce the influence of surface roughness on contact angle, unlike in 

single-component droplets. This reduction in contact angle hysteresis makes it much 

Figure 25: a) droplets have higher evaporation at the edges, if the droplet consists of two components 

with different vapour pressures, A and B, there will be a natural composition gradient produced. b) If 

the more volatile component, A, has a lower surface tension than B, there will be an increased surface 

tension puling the droplet outwards. (c) If the more volatile component, A, has a higher surface tension, 

the droplet contacts pulling it inwards.  
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easier to induce motion in binary droplets. These droplets become highly sensitive to 

small external forces, such as minor inclines, and, more importantly, to internal 

Marangoni stresses driven by imbalanced evaporation.  

As the droplets evaporate, they create their own vapor gradients, enabling them to 

interact with nearby droplets. This leads to a sensing mechanism where droplets in 

close proximity can exert forces on one another, as observed by Cira et al. in 

experiments with water/propylene glycol droplets of varying concentrations109. In these 

cases, droplets were seen to move toward each other over distances several times 

their diameter, driven by the evaporation of water vapor. When droplets with similar 

concentrations meet, they coalesce, but if their concentrations differ, they do not 

immediately merge. Instead, due to differences in surface tension, the droplet with 

higher propylene glycol content will trail the one with a lower concentration110. 

This section provides critical insights into the behaviour of droplets on different 

surfaces and under various conditions by examining the roles of contact angles, 

wetting, and Marangoni flows. This knowledge is instrumental in enhancing non-

contact vapor-guided deposition techniques discussed later in the thesis. By 

understanding how internal flows within droplets can be manipulated, these 

behaviours can be harnessed to improve the crystallisation process of organic 

semiconductor materials, potentially leading to improved crystallinity and uniformity in 

organic semiconductor crystals and films.  

1.10 Scope & Aim  

The aims of this thesis are sorted into two categories: The synthesis of water soluble 

and fluorinated OSCs, and the deposition of these OSCs using a novel non-contact 

vapour guided deposition technique. As discussed in the literature by developing 

deposition techniques the performance of OSCs can be significantly improved. The 

chapter are presented as follows: 

Chapter 3 – Synthesis of Water-Soluble Perylene diimides and Naphthalene 

diimides and their Deposition  

Chapter 3 initially investigates the synthesis of carbocyclic acid terminated PDIs as a 

proposed method for water solubility. These can then be deposited using the novel 

non-contact deposition technique to produce OSC films. With the use of varying amino 
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acids PDIs can be terminated with carboxylic acids and additional functional groups to 

produce OSC for different functionalities. This chapter then transitions onto the 

synthesis of water soluble OSC centred around NDIs with glycol terminated end 

groups. Single crystals are then formed through a novel non-contact vapour guided 

deposition technique utilising surface tension gradients to move droplets with 

dissolved OSC that then crystallise in-situ. The crystal structures that are formed 

during the novel deposition and through solution evaporation are then compared. 

Additionally, the novel deposition is then used to deposit NDIs with shorter and longer 

glycol chains to assess the performance of other OSCs.  

Chapter 4 – Synthesis and Characterisation of Fluorinated Naphthalenediimide 

Chapter 4 explores the synthesis of fluorinated linear and branched NDIs. The 

crystallisation potential of these compounds is compared against the changes that 

occur due to the additional fluorination. The electrical properties of these compounds 

are compared against both linear alkylated and glycol terminated NDIs to identify the 

effects fluorination has on their performance.  
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2. Methodology 

The methodology section of this thesis outlines the experimental procedures and 

techniques used to investigate the deposition of organic semiconductors, with a 

particular focus on the innovative non-contact vapor-guided deposition technique. This 

technique utilises surface tension gradients to precisely control droplet movement and 

crystallisation processes, enabling the formation of highly ordered organic 

semiconductor films and crystals. The section provides a comprehensive account of 

the preparation of substrates, including surface treatments and chemical 

modifications, as well as the manipulation of droplets using a custom microscope 

setup. 

2.1 Slide Preparation 

Slide preparation is critical to ensuring that the droplet movement is unhindered and 

reproducible. Glass microscopy slides (Thermo Fischer) 25 × 75 mm must be cleaned 

to remove any impurities present and allow for a smooth surface for droplet movement. 

By removing as many contaminants as possible the form the substrate this reduces 

the pinning observed when droplets encounter any foreign objects.   

The slides are sonicated in acetone in a glass Coplin jar for 5 minutes. They are then 

sonicated again in water for another 5 minutes, after which the water is removed, and 

water with teepol detergent is added and sonicated for 15 minutes. Another water 

wash is performed to remove any residual detergent, and the slides are dried using 

pressurised nitrogen gas. These slides are then placed in an ozone cleaner for 10 

minutes and put in a clean glass Coplin jar until used in the microscope set-up. The 

ozone cleaner effectively removes any remaining organic contaminants left on the 

substrate after the initially cleaning in the effort to make a contaminate free surface. 

All slides were used within one day or discarded, this was done to ensure consistency 

in the removal of any contaminants.  All the water used is deionised to the same 

standard (≥18 MΩ.cm). 

2.2 Optical Microscopy 

All deposition experiments were performed using a custom inverted optical 

microscope. The schematic of the optical components can be seen in Figure 26. All 
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experiments were performed in bright filed using a white LED to illuminate the subject. 

These colour images and videos were recorded with a camera (Thorlabs, Zelux 

CS165CU, resolution: 1440 x 1080 px) positioned at the bottom of the microscope to 

observed and record the experiments in situ.  The objective lens was on an adjustable 

rail allowing for precise adjustments while also providing the ability to add different 

focal length lenses, which could enable the use of different magnifications if required.  

A side view of the droplets and vapour source could be achieved using the second 

monochromatic camera (Thor labs, CS165M, resolution: 1440 x 1080 px), this allowed 

for the measuring of the distance of the vapour source from the droplet. These images 

were illuminated by the green LED in parallel with the camera. The droplets could be 

manipulated without direct contact using the capillary as the vapour source discussed 

further in the section 2.3. The vapour source remained stationary as the substate 

(glass slide) is moved via the stage it rests upon. This stage can be moved in the x 

and y directions at different speeds using controllable motors. The speed can be 

change in situ depending on the experiment’s requirements. Additionally, all 

experiments were performed in a lab where the room temperature was controlled at 

21+/-1 °C and a humidity of 40-50%. 
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2.3 Vapour Source and Droplet Composition 

The vapour source was constructed of a glass capillary with an internal diameter of 1 

mm and was used throughout the experiments illustrated in Figure 27. This contained 

a source of deionised water (10 µL) that was suspended at the base of the capillary 

tube, allowing for a strong vapour field to facilitate droplet movement. This source was 

placed using an XYZ stage in the environmental chamber, which can be moved 

Figure 26: Optical microscope scheme. Diagram shows the custom optical microscope 

arrangement used in this thesis. This configuration was used to record images and videos in 

colour. An additional camera and LED are positioned parallel with the substates to measure the 

height of the capillary before depositions. Two stages where used, the first is for sample substate 

(XYZ) and the second is for the capillary.  
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independently of the sample stage. The environmental chamber consists of an acrylic 

box cemented together with sections removed to allow for vital components to move. 

The bottom of the chamber is place on the XYZ stage so that it moves with the stage. 

The vapour source side is open to allow the vapour source to move freely. The front 

is also open to allow the positioning of substates and droplets. The intended use of 

the acyclic box is to reduce the air flows that are produce in the lab due to people’s 

movement and the air conditioning. Additionally if reduced the amount of particles that 

accumulate in the microscope and the substrate during a deposition. The capillary was 

stationary, whilst the microscopy slide was driven via a motor that the computer could 

control or, alternatively, could be positioned by hand. Initial droplet composition based 

on previous work89 is a 5 mol% propylene glycol (PG): 95 mol% deionised water 

mixture, which was later changed to 95 mol% deionised water:5 mol% DMF.  

Figure 27: Experimental configuration of vapour source. With individual XYZ stages, one could 

control the moment of the suspended capillary and the second was where the glass substrate 

was positioned. The second stage has a hole to allow for observations of the droplet as it was 

manipulated.  

    Stage

    Stage

Li uid Vapour Source

Glas s  Capi l lary      1 mm  

Subs trate   Sample

3D Prin ted  Arm  
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3. Synthesis of Water-Soluble Perylene diimides 

and Naphthalene diimides and their Deposition 

3.1 Introduction 

The first chapter outlined the importance for understanding charge transport in organic 

semiconductors, emphasising the critical role of molecular design in enhancing charge 

transport. Through molecular design, the charge transport can be significantly 

improved by designing organic semiconductors that can align through favourable intra- 

and inter-molecular interactions23. However there is still a lack of techniques that allow 

for the controlled deposition of single crystals and this chapter explores a novel 

deposition technique with the aim of improving the controllability of crystallisation.  

Through the use of advanced deposition techniques, the semiconductor solid state 

order and crystallinity can be controlled and as a result the charge transport improved 

further. Examples of such techniques include spin coating69, 71, 73, dip coating74, 111, bar 

coating112 and many more are discussed in Chapter 1. The problems encountered with 

these techniques are the lack of control and the focus on polymer films rather then 

small molecules. Each technique has specific factors that affect the level of control 

they possess. While non-contact techniques such as inkjet printing82, drop casting62-

64, zone casting77 and spray coating83 suffer from uniformity issues, the contact 

techniques suffer from contamination due to the requirements for direct contact with 

the organic semiconductor solution.  

Additionally, none of these techniques are designed explicitly for the deposition of 

single crystals, which are crucial for optimal charge transport due to their high degree 

of molecular order and reduced dynamic disorder. 

Single crystals have superior charge transport compared to amorphous and semi-

amorphous solids. To continue to synthesise high-mobility OSCs, highly ordered 

crystals need to be synthesised. There are considerable challenges that impact single-

crystal synthesis, such as nucleation control113, 114, supersaturation115, 116, size 

limitations117, air and moisture sensitivity118 and solvent manipulation119. The 

development of new techniques that reduce or remove these challenges can enable 

more control over crystal growth.  
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This research attempts to synthesise single-crystal organic semiconductors which are 

then deposited using a novel non-contact vapour-guided deposition technique. This 

technique was pioneered by a previous PhD student, Dr Robert Malinowski110. The 

initial phase of this study focuses on the synthesis and characterization of water-

soluble OSCs based on a perylene diimide (PDI) core. The methodology involves 

incorporating carboxylic acid-terminated end groups derived from amino acids, 

providing additional functional groups to facilitate hydrogen bonding, thereby 

enhancing water solubility. These OSCs can then be deposited using the water-based 

non-contact vapour-guided deposition technique that uses a water vapour source to 

move water/DMF based binary droplets. The flows that are induced in these droplets 

produce independent single crystals with the same crystals features as crystals grown 

through solvent evaporation. 

This chapter investigates the synthesis of water-soluble perylene diimides (PDIs) 

through functionalisation with amino acid-derived dicarboxylic acid groups. This 

strategy offers both water solubility and an adaptable structural framework for 

hydrogen bonding, improving deposition behaviour through more stable and controlled 

crystallization. Utilising binary solvent systems, such as those based on water and 

propylene glycol, amplifies the advantages of non-contact deposition by generating 

compositional gradients that enhance film uniformity. 
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3.2 Synthesis of water-soluble PDIs 

To synthesise water-soluble OSCs there are two components: the OSC core which in 

this case is PDI and the end groups which allow for water solubility. PDIs where used 

due to their vibrant colours which was theorised to act as a visual add during 

depositions.  

To increase water solubility there needs to be functional groups that can interact 

favourably with the water molecules. Water is highly polar so with the addition of more 

polar functional groups water solubility can be improved. Therefore, it was theorised 

that the incorporation of carboxylic acids into the PDI structure would add polar groups 

that can enhance water solubility. The simplest way to achieve this is through the 

addition of amino acids. This is because they allow for simultaneous formation of the 

imide bond of the PDI and the introduction of the necessary carboxylic acids. 

Additionally, they also have a range of different functional groups that may be used to 

manipulate different packing.  

The general procedure is as follows for all the PDIs synthesised: PDA and the desired 

amino acid were reacted in DMF using imidazole to function as an organic base. Given 

the enlarged core of the PDI molecule, which has more π- π stacking interaction, a 

considered alteration in the choice of amino acid was proposed. The initial plan was 

to use amino acids that contain more functional groups that could facilitate hydrogen 

bonding. Aspartic acid was chosen for its additional carboxylic acid groups, which was 

hypothesised to enhance water solubility through more hydrogen bonding candidates 

or through the generation of the carboxylic salt. The synthesis of compound 1 (Figure 

28) utilising aspartic acid successfully introduced the desired additional carboxylic acid 

groups, resulting in vividly red PDIs that facilitated visually striking depositions. 

A thorough literature review revealed that many PDI reactions benefit from using 

imidazole as a base. Imidazole enhances solubility and promotes condensation 

reactions without compromising yield through parallel imide bond formation. Which led 

to imidazole being used in all further reactions. To ensure comprehensive product 

collection, 2.0 M hydrochloric acid was introduced to precipitate the protonated acids, 
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resulting in precipitates that were filtered through an acid-resistant nylon 0.45-micron 

filter. 

Additional design iterations were conceptualised to identify the potential effects of 

different functional groups on how the PDIs would pack during deposition experiments. 

Additionally the different functional groups could have a varying degree of effects on 

the solubility of the PDIs.  All compounds adhered to uniform reaction conditions but 

featured varied terminal groups to enhance water solubility. Compound 2 was 

synthesised using threonine, incorporating a carboxylic acid group and an alcohol to 

 

Figure 28: Structure of the synthesised PDIs using four different amino acids 1) aspartic acid, 2) 

threonine, 3) L-Serine, 4) β-Alanine and 5) L-Tyrosine. 
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augment solubility in polar organic solvents. Compound 3 was synthesised using L-

Serine, where the only difference to compound 2 was the reduction of a terminal alkyl 

group positioned next to the alcohol. Compound 4 utilised β-Alanine to test its 

effectiveness with the large PDI core. The main issue that arose with all the samples 

was the lack of purity of the products. The hydrogen bonding nature of the carboxylic 

acid groups caused the functionalised PDIs to aggregate in solution. Once aggregated 

these compounds are poorly soluble in both organic and polar solvents. Which made 

these compounds difficult to solubilise to allow for ade uate purification via column 

chromatography. Additionally, conventional silica gel is weakly acidic, this also causes 

the carboxylic compounds to adhere to the silica and reduce movement through the 

column.   

To address these challenges, reverse-phase silica with C8 and C18 modifications, 

where long carbon chains replace hydroxy groups, was explored. This substitution 

facilitated the use of more polar solvents such as methanol, water, and acetonitrile. 

However, issues persisted during sample loading onto the C18 silica. The highly acidic 

groups on the PDIs exhibited an excessive affinity for the mobile phase, leading to 

minimal separation with various solvent systems. 

Ultimately dialysis was chosen as an alternative purification method illustrated in 

Figure 29. Dialysis tubing is an artificial semi-permeable membrane that facilitates the 

flow of substances in solution through differential diffusion. The pore size of the 

membrane defines which substances can diffuse through the membrane and which 

ones are retained.  

However, dialysis posed its own set of challenges when applied to PDIs. The limited 

availability of suitable solvents, often restricted to water, clashed with the need for 

adjusting pH levels. Acidified PDIs, prone to aggregation in low pH environments, 

displayed improved solubility at higher pH levels. Membranes with a minimum pore 

size of 500 Daltons have a very limited range of solvents that they can be submerged 

in. The solvents that can be used with these membranes cannot be organic and can 

only have a pH of 7 of they will break down, this means they can only be successful 

used with pH7 water. To mitigate these issues, samples were stirred in deionised water 

at pH 8 before insertion into dialysis tubing. The tubing was then placed in 5-litre 

beakers filled with deionised water, allowing excess water for impurity diffusion. 
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Despite multiple water replacements, inconsistent results were observed, with some 

samples showing improved purity while others remained minimally affected. 

The infrared data showed the presence of multiple carbonyl peaks. The first carbonyl 

peak that is present in all the samples corresponds to the asymmetrical C O stretching 

from PDA seen in all samples at 1755 cm-1 confirmed in the literature1. Further 

confirming the presence of PDA is the peak seen in all compounds at 1300 cm-1 which 

is -COOOC- stretching1 confirming not all the PDA was converted into PDI due to the 

presence of the anhydride. This additionally validates the lack of purity of each sample. 

But these are not the only peaks validating the presence of carbonyls, in each sample 

there are multiple peaks in the carbonyl region. In all samples, there are very similar 

peaks seen in figure 30 at 1764-1770 cm-1 and peaks at 1729 cm-1 which are C O 

asymmetric stretching120 seen in Table 3. These peaks are attributed to the presence 

of carbonyls, these can either be assigned to the imides or the carboxylic acids but 

remain difficult to assign because they fall in similar regions. In addition to those 

 

Figure 29: Visual representation of dialysis used for purification of PDI where PDI remain in 

dialysis tubes with the impurities move into the bulk. a) dialysis tubing containing the crude sample 

placed into a beaker containing water. b) large molecules have remained inside the tubing whilst 

smaller molecules have diffused into the bulk water.  
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carbonyl peaks there are symmetrical C O stretching for each sample found between 

1682-1699 cm-1 which would not normally be found in PDA samples in these 

regions120. These NMR and IR results suggest that 1, 2 and 4 have been synthesised 

but due to the lack of purity, they cannot be completely confirmed. With the inclusive 

NMR results of 2, the claim it has been synthesised cannot be made. Compound 5 

has promising NMR results, but the IR does not show intense peaks for carbonyl 

stretching which means it may not have been synthesised.  

Figure 30: FT-IR spectra of compound 1 (red), 2 (dark green), 3 (light green), 4 (blue) and 5 (purple).   

Compound -COOOC- 

Strech (cm-1) 

C=O asymmetrical 

Strech (cm-1) 

C=O symmetrical 

Strech (cm-1) 

PDA 13001 17551  

1 1299 1766,1729 1699 

2 1297 1764,1729 1692 

3 1297 1768,1729 1695 

4 1299 1770,1729 1682 

5 N/A 1741,1729 1690 

Table 3.1: FTIR peak assignment of PDA, 1, 2, 3, 4 and 5. 
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The compounds potentially synthesised show some suggestive IR data but it cannot 

be definitely decided that these compounds have been synthesised. More uni ue 

purification methods would need to be trailed to try and conclusively make pure 

materials. The aggregation aspect of the compounds hindered their purification. This 

either needs to be eliminated or utilised in order to use alternative purification methods. 

The yields also are not a true representation of the product as most samples were not 

pure. Upon current research it was observed that other synthetic methods have been 

successful using a combination of acid precipitation and freeze drying121-123. 

3.3 Sulphur end groups for gold electrode functionalisation 

As more complex amino acids were being utilised for the analyses of water-soluble 

NDIs some of the research was shifted. Instead of just functionalising PDIs for 

solubility and deposition, they could be functionalised for a specific role. It was 

theorised by functionalising PDIs with thiols they could be used for gold electrode 

functionalisation. 

Gold-sulphur mono layers represent a fascinating area of study within coordination 

chemistry and nanotechnology due to the uni ue properties and applications of these 

compounds124-126. Thiols can form thiolate bonds with gold often utilised in the 

production of gold-sulphur monolayers, by utilising this phenomenon PDIs could be 

used to functionalise gold electrode.   

Sputtering techni ues allow for the deposition of gold layers with excellent thickness 

control enabling the deposition of layers as thin as 2-3 nm127. This thin gold layer 

maintains the substrate's transparency, which is crucial for observing droplet 

movement during deposition experiments. Utilising this thin layer of gold the droplets 

could allow for the analysis of the interactions between gold and the thiol functionalised 

PDIs. 

To leverage the gold-sulphur interaction for gold electrode functionalisation, it is 

essential to identify amino acids with sulphur-containing end groups. Two primary 

candidates (Figure 31) were chosen based on their chemical properties and 

availability: L-Methionine, an essential amino acid characterised by a sulphur-

containing thioether (C-S-C) group. The thioether group is able to contribute to its 

ability to interact with gold surfaces126. Cysteine is a non-essential amino acid with a 
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thiol (-SH) group. The thiol group is particularly effective in forming strong gold-sulphur 

bonds128, making it a valuable component for potential deposition processes. The 

synthesis for compounds 6 and 7 was identical to the synthesis of to the other PDIs 

but using the desired amino acid.  

Even with the poor purity some preliminary tests were performed on gold-coated glass. 

To avoid overcoating the glass slide was only exposed to gold sputtering for 30 

seconds. This allowed for the thin layer which still allowed for an appropriate level of 

transparency. After 30 seconds with a sputter rate of 1.56 Ås-1 there was clear 

deposition of the gold. The substrates then became visibly blue commonly seen with 

thin layers of gold. When the droplet composition of 95% water and 5% PG with two 

samples containing 0.33 mg per 1 mL of 6 and 7 were placed on the glass slides there 

was a low contact angle at around 39 ° as seen in Figure 33. This suggests that the 

surface of the glass has very little gold and is hydrophilic after the ozone cleaning as 

with longer sputter time frame will cause the glass to be hydrophobic. Siegel et al have 

AFM images of different sputtering times with the lowest time of 75 seconds 

experiencing the highest average surface roughness (Ra) value129. This occurs 

because during the growth stage layers form as islands, but as the deposition 

continues the islands gain interconnections eventually forming a homogenous and 

uniform layer. This may have caused increased surface roughness which will decrease 

the wettability of the substrate surface130. Most likely due to pinning the droplets would 

 

Figure 31: Structure of the synthesised PDIs using two different amino acids 6) L-Methionine and 

7) Cysteine. 
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not move across the gold-coated glass. This lack of droplet movement and the 

impurities seen in the semiconductor samples, gold-coated substrates and thiols-

terminated PDIs were not researched further.  

 

Figure 32: FT-IR spectra of compound 6 (pink) and 7 (green). 

Compound -COOOC- 

Strech (cm-1) 

C=O asymmetrical 

Strech (cm-1) 

C=O symmetrical 

Strech (cm-1) 

PDA 13001 17551  

6 1301 1764,1725 1688 

7 1297 1766,1729 1688 

Table 3.2: FTIR peak assignment of PDA, 6 and 7. 
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Figure 33: Contact angle (39 °) measurements for a water droplet on glass that has gold sputtered 

for 30 seconds after being cleaned using and ozone cleaner.  
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3.4 PDI Deposition  

UV-vis spectrum analysis was performed on drop cast films of compounds 4 and 6 

seen in Figure 34. They expressed two main peaks at 500 to 550 nm which were 

shifted commonly observed with cast films131. In solution these peaks are commonly 

observed around 490 and 470 nm for PIDs132. The characteristic peaks are almost 

non-existent, this is due to the large aggregates that form as the solvent evaporates.  

Due to the issues with purification, none of the samples were confirmed as pure. 

Nonetheless, the cleanest available samples were selected for deposition tests. The 

first deposition tests employed the vapour-guided deposition techni ue. Each sample 

was prepared with a droplet composition of 95% water and 5% PG. The PDIs were 

added to the droplet solution at a concentration of 0.33 mg per 1 mL. Two primary 

factors contributed to this observation: the smaller chains present in the carbocyclic 

samples had less effect on the π-π stacking compared to longer chains, leading to 

greater aggregation, reduced solubility, and the presence of impurities. 

Figure 34: UV-vis. absorption spectrum of compound 4 (green) and compound 6 (pink) drop cast 

onto a glass substrate. 
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To prepare the samples for deposition, compound 2 was made up to 0.33 mg in 1 mL 

of solution, heated to 60°C. Any remaining solids were filtered out using a 5 µm nylon 

syringe filter, as these solids were likely due to impurities. The initial tests focused on 

observing droplet movement, which demonstrated that these samples could be 

effectively manipulated using the existing setup. However, attempts to deposit films of 

the OSCs were unsuccessful; deposition predominantly occurred at the end of the 

droplet's lifetime, with most of the material depositing around the edges as the water 

evaporated. Figure 35 shows the roughness measured using a profilometer of the very 

thin deposited film, the tallest point was at a height of 568.4 nm with an average 

thickness of 147.8 nm. The profilometer data shows that there is minimal product being 

deposited which is most likely due to the compound’s poor solubility.    

To further investigate the deposition behaviour, drop casting was performed. This 

method aimed to assess whether uniform films could be produced. As illustrated in 

Figure 36, the sample formed droplets with scattered clusters. Due to the coffee ring 

effect, deposits primarily accumulated around the edges, but clusters were also 

 

Figure 35: Profilometer data of a thin layer of compound 2 deposited on to glass. 
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scattered throughout a thin film between these edges. This pattern emerged towards 

the end of the droplet's lifetime, causing pinning and ultimately hindering continuous 

film production.  

In summary, while the initial objective of creating more vibrant semiconductors was 

achieved, the reduced solubility and presence of impurities in PDIs and NDIs posed 

significant challenges for deposition and film formation. These issues necessitate 

further optimisation to improve solubility and purity, which are crucial for producing 

uniform and high- uality semiconductor films. 

3.5 Deposition of Dicarboxylic NDI 

Due to challenges encountered in the synthesis and deposition of PDIs, particularly 

concerning solubility, purification, and aggregation issues, the research focus was 

shifted toward NDIs for enhanced crystallisation potential and ease of handling. 

Initial attempts to modify PDIs with amino acids to introduce carboxylic acid end 

groups aimed to increase water solubility through hydrogen bonding. However, 

persistent solubility and aggregation issues, exacerbated by the difficulty of purifying 

the resulting compounds due to strong intermolecular interactions, significantly 

limited the efficacy of the deposition process. As a result, the research pivoted 

toward synthesising and characterising water-soluble NDI derivatives with glycol-

based end groups.  

 

Figure 36: Drop casts of compound 2 at a concentration of 50 mg in 3 mL in deionised water. 

Top left overview of the drop cast, top right is a microscope image at 4x.   
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To synthesise a water-soluble NDI, a methodology analogous to the synthesis of PDI 

was employed. The symmetrical naphthalene tetracarboxylic dianhydride (NDA) 

underwent condensation reaction with β-alanine in DMF at 100°C for 12 hours. Upon 

completion, the reaction mixture was concentrated under reduced pressure. The 

resulting concentrate was subsequently introduced into a 2M HCl solution. The 

precipitated solid was then collected via vacuum filtration, affording the dicarboxylic 

acid NDI (compound 8) with a 77% yield, as confirmed by H1 NMR spectroscopy. 

The solubility of compound 8 in water is hindered by its tendency to aggregate due to 

hydrogen bonding. To address this issue, the reversible nature of the carboxylic acid 

groups was exploited. By manipulating the pH, the solubility of compound 8 can be 

significantly altered. In acidic conditions, the carboxylic groups are protonated, 

leading to aggregation and facilitating their isolation during purification. In basic 

conditions, the carboxylic acids are deprotonated to form carboxylate salts, which 

are more soluble in water. The formation of these salts enhances solubility due to the 

interaction of the ionic species with water molecules, which possess permanent 

dipoles. To achieve this, sodium bicarbonate was used to deprotonate the carboxylic 

acids, forming the corresponding sodium salts seen in Figure 38. This modification 

appeared to have improved the solubility of the dicarboxylic NDI in water, allowing 

for a higher concentration of the OSC in aqueous solutions. This enhanced solubility 

facilitates the deposition and manipulation of the OSC using vapour sources, thereby 

improving the overall processability of the material. 

 

Figure 37: Synthetic route used to obtain 8. 
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The UV-vis data in Figure 39 compares the signal of compound 8 vs compound 5 in 

water. Compound 8 is at a concentration of 0.01 mg mL-1 whilst compound 5 is at a 

concentration of 0.001 mg mL-1. The data for compound 8 shows the commonly 

observed π-π* transitions for NDIs below 400 nm133. Compound 5 expresses two main 

peaks at 493 and 472 nm, these peaks are commonly observed for PIDs132. Normally 

when PDI is dissolved with sufficient concentration these peaks are more pronounced 

with a clear split, there is also an additional peak that appears at close to 450 nm132. 

 

Figure 38: Schematic of the formation of compound 8 salt. 

 

Figure 39: UV-vis. absorption spectrum of compound 8 (black) and compound 5 (blue) in water. 
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The peaks seen in Figure 39 appear more closely related to the peaks observed by 

Schill et al. They show aggregated PDIs in water at varying temperatures where the 

PDIs are not soluble. The comparison of these UV-vis spectra shows that the PDIs 

were far less soluble compared to the NDI. The enhanced solubility of the NDIs 

permitted a concentration of 1 mg mL-1 in a solvent mixture comprising 95% water and 

5% PG. This marks a substantial improvement; however, the solubility is still 

constrained by the aromatic core of the NDIs.  

The performance of the non-contact vapour-guided deposition technique was 

unknown for the deposition of OSC films. Compound 8 was a test to assess its 

performance in film deposition as vapour-guided deposition would then be used for 

the deposition of water-soluble PDI films. As seen in the method section the non-

contact vapour-guided deposition was performed using the set-up described 

illustrated in section 2.0.   

As the solvent droplets with compound 8 move with the vapour source, a brownish 

film is deposited upon evaporation. However, this deposition results in non-uniform 

films characterised by areas of varying colour intensity. The most pronounced 

inconsistencies are observed in regions affected by droplet pinning. Figure 40 

illustrates an example of in-situ pinning, which causes offshoots of the main droplet. 

 

Figure 40: Screenshot of the deposition of compound 8 as a salt. 

1 mm
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These smaller, independent droplets remain stationary and evaporate, leading to 

localised concentrations of the sample at random intervals along the film's path. 

This deposition was performed before the changes were made to address pinning 

issues to substrate contamination. To address these issues the cleaning procedure 

was changed as stated in section 2.1 Slide Preparation. The most notable change 

was a switch from base bath washes to an ozone cleaner. With these changes, there 

was a more consistent substrate surface with fewer pinning occurrences.  

Despite these challenges, the results served as a proof of concept, demonstrating 

the potential for future film deposition of OSCs. The primary issues identified were 

the insufficient concentration of OSC, which resulted in reduced film thickness, and 

poor visibility due to the dull appearance of the OSC material. The subsequent 

section will address these issues and propose solutions for achieving more uniform 

and visually distinct films. 

These NDIs not only demonstrated greater solubility and crystallisation potential but 

also exhibited enhanced suitability for the non-contact vapour-guided deposition 

technique. Consequently, the exploration continued with NDI-based single crystals, 

advancing toward the goal of achieving stable and controlled crystal growth, crucial 

for the study of charge transport in organic semiconductors. 

3.6 Synthesis and Characterisation of Glycol Terminated NDIs  

Building on the foundational work by Malinowski110 vapor-guided deposition has 

shown significant promise as a technique for controlled crystal growth coupled with 

the work observed earlier in this chapter. This established methodology typically 

utilises a binary droplet system composed of PG and water. To adapt this approach 

for the vapor-guided deposition of OSCs, it is essential to identify an OSC candidate 

that is highly soluble in water. NDIs, a class of small molecule OSCs, have been 

extensively studied and are known to exhibit a range of highly crystalline forms134-136. 

NDIs have highly tuneable side chains allowing for manipulation of solubilities in a 

range of solvents.  

To achieve water soluble NDIs, more poplar side chains such as polyethylene glycol 

(PEG) are commonly utilised, as these moieties provide hydrophilicity and versatility 
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in chemical design137-140. The subsequent section details the synthetic pathway used 

to introduce glycol-based side chains to produce water-soluble NDIs. 

To study the crystallisation behaviour of water-soluble NDIs, three material candidates 

were identified. The selection criteria for these candidates were based on three key 

requirements: (1) the OSCs must exhibit good water solubility, as previously outlined; 

(2) they must retain the NDI core structure to enable direct comparison of the electronic 

properties; and (3) they should readily crystallise to form high-quality crystals during 

deposition. To meet these criteria, three NDI derivatives were synthesised, each 

varying in the length of their glycol side chains to systematically investigate the effect 

of glycol chain length on crystallinity and solubility. 

This approach allowed for a comparative analysis under controlled conditions, testing 

the hypothesis that decreasing the chain length would enhance crystallinity due to 

reduced solubility, while increasing the chain length would inversely lead to greater 

solubility due to the increased length and flexibility of the hydrophilic glycol chains. 

However, it was hypothesised that the extended glycol chains would also increase 

conformational disorder, making the compound more challenging to crystallise. 

The first NDI derivative synthesised in this study was trimethylene glycol NDI (9). 

Trimethylene glycol amine was selected as the side chain to assess its impact on 

solubility, given its availability and known hydrophilic properties. The synthesis of 

compound 9 was carried out via a condensation reaction between NDA and 

trimethylene glycol amine, as illustrated in Figure 41. The reaction was allowed to 

proceed overnight, after which the solvent was completely removed under vacuum. 

 

Figure 41: Synthetic route used to obtain 9.  
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The crude product was subsequently purified through column chromatography using 

a mixture of ethyl acetate and methanol as the mobile phase. The concentration of 

methanol was initially set at 2% and gradually increased to 8%, yielding the final 

product (9) with an isolated yield of 70%. This yield closely matched the literature-

reported value of 78% for similar NDI derivatives141. Given the satisfactory yield, no 

further optimisation of the synthetic protocol was pursued, as the quantity obtained 

was deemed sufficient for subsequent droplet manipulation and crystallisation 

experiments. Initially, the product was analysed via proton NMR, as shown in Figure 

42. The singlet peak (Ha) at 8.74ppm corresponding to the four protons on the aromatic 

core confirmed the molecule’s symmetry with identical chemical environments for all 

aromatic protons. The peak (Hb) at 4.46 ppm is usually observed with NDIs due to the 

presence of the protons directly next to the imide group and again integrating to four 

protons due to the molecular symmetry. Protons further away from the imide group 

show progressively more up field shifts, consistent with the increased shielding effect 

as the distance from the electron-withdrawing imide group increases. Specifically, the 

next set of protons (Hc) appears at 3.85 ppm, followed by additional methylene protons 

at even higher fields, illustrating the expected chemical shift pattern for glycol chains 

attached to an NDI core. Finally, the terminal methyl group (He) is represented as a 

Figure 42: 1H NMR spectra of 9 with colour coded assignment of peaks where chloroform is the 

solvent.  
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singlet at 3.31 ppm, consistent with its position at the end of the triethylene glycol 

chain. These peaks were confirmed with 13C-NMR and the final mass was confirmed 

by high-resolution electron spray ionisation mass spectrometry. 

Compound 9 was successfully crystallised using dimethylformamide (DMF) following 

its purification. Over the course of several days, yellow needle-like crystals to 

emerged. The crystals exceeding 5 mm in length and having diameters below 0.2 mm, 

as depicted in Figure 43. The crystals produced were subsequently characterised 

using x-ray diffraction discussed later in this chapter.  

Next the focus shifted on the synthesis and characterisation of two NDI derivatives 

that contrast compound 9: one incorporating two repeating glycol units and the other 

incorporating four. This comparative study provides insight into how subtle variations 

in the side chain structure influence the crystallisation behaviour and solubility of NDI-

based OSCs. 

Diethylene glycol NDI (compound 10, Figure 44) was synthesised using conditions 

similar to that employed for compound 9. NDA and 2-(2-methoxyethoxy)ethan-1-

amine were dissolved in DMF and the reaction mixture was heated at 100°C for 24 

Figure 43: Picture of the crystals that formed after the recrystallisation in DMF.  
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hours to facilitate condensation. After the reaction was complete, the orange solution 

was allowed to cool to room temperature before the solvent was removed under 

vacuum, yielding the crude product. A minimum amount of DMF was used for 

recrystallisation, producing smaller crystals than obtained for compound 9, reaching a 

maximum length of approximately 4 mm. The final product was isolated as compound 

10 with a yield of 35% (0.123 g). The structure was confirmed via 1H NMR (Figure 45). 

The synthesis of compound 11 (Figure 46) followed similar conditions to that used for 

Compounds 9 and 10. Specifically, NDA and 2,2,5,8,11-tetraoxatridecan-13-amine 

were dissolved in DMF and heated at 100°C for 24 hours. After the reaction was 

Figure 45: 1H NMR spectra of 10 with colour coded assignment of peaks where chloroform is the 

solvent.  
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Figure 44: Synthetic route used to obtain 10.  
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completed, the resulting orange solution was allowed to cool to room temperature 

before the solvent was removed under vacuum, yielding the crude product. Initial 

attempts to recrystallise the crude product proved unsuccessful due to the increased 

solubility of Compound 11. This was in contrast to Compound 10, which exhibited 

moderate solubility and successfully crystallised in DMF. To overcome this issue, the 

crude compound 11 was dissolved in a minimal amount of DMF and left much longer 

to evaporate slowly under controlled conditions. This approach yielded the final 

product with a yield of 40% (0.482 g). The reduced yield, compared to the 75% yield 

reported in the literature142, was likely due to the loss of material during the initial 

unsuccessful recrystallisation attempt in DMF. The assumption that Compound 11 

 

Figure 46: Synthetic route used to obtain 11.  

Figure 47: 1H NMR spectra of 11 with colour coded assignment of peaks where chloroform is the 

solvent.  
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would not crystallise as readily as Compounds 9 and 10 was confirmed, indicating that 

the increased chain length significantly impacted the crystallisation behaviour. The 

structure of Compound 11 was verified using 1H NMR spectroscopy, as presented in 

Figure 47. Additional characterisations such as carbon 13C NMR, COSY, HSQC, 

HMBC and mass spectrometry were also performed to confirm the molecule's 

structure. 

3.6.1 Evaluation of the Crystal Structures  

No structural models have been found for compound 9 and 10; thus, complete 

structural diffraction data was collected from single crystal X-ray diffraction. The crystal 

analysed was from the crystallisation achieved through the evaporation of DMF. The 

molecular structure and crystal packing of compound 9 crystals have been laid out in 

Figure 48 at the three different cell lengths (a, b and c). 

Crystal 9 crystal was a single pale-yellow lath-shaped crystal. The crystals were 

orthorhombic, where all three axes were unequal at right angles. The crystal had a cell 

volume of 5347.4 Å3. The crystal structure had low R factors where 1 = 3.89%, 

representing a good agreement between the observed amplitude and the calculated 

amplitudes. There was a small level of disorder towards the end of the pegylated end 

groups. With longer side chains, vacancy rows can form at the chain end if the 

neighbouring chains remain linear; however, the increase in interchain energy can 

Figure 48: 1a,b,c) illustrations of the molecular geometry of 9 at cell length a, b and c where 9 was 

dissolved in DMF and left to evaporate over multiple days.  
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cause this vacancy row to be filled by a neighbour143 which can lead to the side chains 

becoming less ordered as chain length increases.  

Crystal Data 9. C28H34N2O10, Mr = 558.55, orthorhombic, Aea2 (No. 41), a = 

26.1972(5) Å, b = 29.2669(4) Å, c = 6.9745(10) Å, a = b = g = 90°, V = 5347.4(2) Å3, 

T = 100.00(10) K, Z = 8, Z' = 1, m(Cu Ka) = 0.895 mm-1, 25491 reflections measured, 

4376 unique (Rint = 0.0357) which were used in all calculations. The final wR2 was 

0.1001 (all data) and R1 was 0.0376 (I≥2 s(I)). 

Equally, the crystal analysed for compound 10 was obtained through the crystallisation 

from DMF. The molecular structure and crystal packing of compound 10 crystals have 

been laid out in Figure 49 at the three different cell lengths (a, b and c). 

The crystals of compound 10 were monoclinic, where all three axes are unequal and 

a and b are perpendicular, but b and c were not. The crystal had a much smaller cell 

with a cell volume of 1081.01 Å3. The reduction in repeating glycol units significantly 

reduced the cell area, which aligned with the reduction in cell lengths where a and b 

were much lower, and c was more significant when compared to crystals from 

compound 9. This is expected because the disorder associated with longer glycol 

chains was reduced. Even with this reduction, some level of disorder in the crystal 

structure remained at the end of the glycol groups.  

 

Figure 49: 2 a,b,c) illustrations of the molecular geometry of 10 at cell length a, b and c where 10 

was recrystallised for DMF.  
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Crystal Data 10 C24H26N2O8, Mr = 529.56, monoclinic, P21/n (No. 14), a = 

9.21130(10) Å, b = 4.69340(10) Å, c = 25.1091(3) Å, a = 90° b = 95.2280° g = 90°, V = 

1081.01 Å3, T = 100.00(10) K, Z = 2, Z' = 0.5, m(Cu Ka) = 1.54184mm-1, 10630 

reflections measured, 4175 unique (Rint = 0.0271) which were used in all calculations. 

The final R2 was 0.1051 (all data) and R1 was 0.0389 (I≥2 s(I)).  

3.6.2 Differential Scanning Calorimetry 

Differential Scanning Calorimetry (DSC) is a method that analyses the thermal 

transitions of materials by observing heat flow based on temperature changes during 

heating and cooling cycles. The technique measures enthalpic changes associated 

with phase transitions, such as melting, and crystallisation, by comparing the sample's 

heat flow to that of an empty sample cell. This comparative analysis allows the precise 

determination of thermal events that occur within the sample. This involves identifying 

the temperature at which the material shifts from a supercooled liquid to a crystalline 

solid, offering information about the material's stability and crystallisation kinetics. 

Additionally, the study of any thermal transitions such as the glass transition 

temperature and melting temperature are essential for understanding both the 

amorphous and crystalline phases. DSC also allows for the identification of different 

crystalline phases, especially in materials that exhibit polymorphism, where multiple 

endothermic or exothermic peaks may appear. The heat capacity of a material can be 

calculated using:  

 𝑑𝐻

𝑑𝑡
= 𝐶p

𝑑𝑇

𝑑𝑡
+ 𝑓(𝑇, 𝑡) 

(8) 

where 
𝑑𝐻

𝑑𝑡
 represents the DSC heat flow signal, Cp is the sample heat capacity, 

𝑑𝑇

𝑑𝑡
 is the 

heating rate and 𝑓(𝑇, 𝑡) is a kinetic term representing heat flow as a function of time 

and absolute temperature. DSC is particularly valuable for examining the phase 

behaviour of materials, as it can distinguish between phase transitions based on their 

distinct thermal responses.  

The first heating thermogram showed one distinct melting event for compound 9; this 

event is shown in Figure 50 at a peak maximum temperature of 67.8 °C with an 

enthalpy of fusion of 84.6 J g-1. The first cooling cycle showed a crystallisation event 

at 15.8 °C with a change of enthalpy of 29.3 J g-1. The crystallisation occurs slowly 

forming a broad peak, this is repeatable with an identical seen during the second 
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cooling cycle. In the second heating cycle a cold crystallisation at -3.8 °C was 

observed with an enthalpy change of 5.0 J g-1. These can occur when the material is 

supercooled and crystallises rapidly during the cooling cycle in a less favourable 

orientation. The “cold crystallisation” occurs via a crystallisation transition during the 

next heating cycle into a more favourable crystal strctures144, 145. The state in which 

the compound was before the cold crystallisation was storing excess energy. It is 

common to see materials that exhibit cold crystallisations also express slow rates of 

crystallisation from liquid to solid, which is observed for compound 1. Finally, there is 

a melting event offset from the original temperature and energy at a peak of 60 °C and 

an enthalpy change of 48.9 J g-1. These results differ heavily when compared to the 

equivalent alkylated NDI. Milita et al. showed that 2,7-didecylpyrene-1,3,6,8(2H,7H)-

tetraone (NDI10, Figure 51) had completely reversible behaviour that was reproduced 

in the second cycles146. NDI10 had two exothermic and endothermic transitions as 

seen in Figure 38. The endothermic transitions are observed at 163 and 183 °C and 

were confirmed to be due to two different polymorphs. This largely contrasts the 

 

Figure 50: DSC traces measured on a powder of compound 9 with the first heating and cooling 

cycles below and the second heating and cooling cycles above 
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endothermic peaks observed for compound 9 and NDI10. NDI10s endothermic peaks 

occurred at a much higher temperature, this can be attributed to their favourable Van 

der Waals forces that are generated between the alkylated side chains. Additionally, 

none of the compounds Milita et al. tested exhibited cold crystallisation properties 

(DSC thermograms seen in figure 52) from 2,7-dibutylpyrene-1,3,6,8(2H,7H)-tetraone 

(NDI4, Figure 51), 2,7-dihexylpyrene-1,3,6,8(2H,7H)-tetraone (NDI6, Figure 51), 2,7-

dioctylpyrene-1,3,6,8(2H,7H)-tetraone (NDI8, Figure 51) and NDI10146. This 

suggested the cold crystallisation properties are possibly related to the presence of 

the glycol chains. Glycol and alkyl chain crystalise very differently, this is due to the 

presence of polar oxygen seen in glycol chains.  

Next the phase transitions for compound 10 were analysed. In the first heating cycle 

seen in Figure 53, there was a melting event with two peak maxima’s at 37.3 °C and 

38.5 °C respectively. The presence of two peaks could suggest the presence of two 

separate polymorphs, with a total enthalpy change of 78.5 J g-1. These peaks were 

not reproducible but interestingly this double melt peak was observed by Insuasty et 

al. with the DSC data they acquired for 2,7-diheptylpyrene-1,3,6,8(2H,7H)-tetraone 

 

Figure 51: chemical structure of NDIx (x = 4, 6,7, 8, 10 and 13) with x indicating the length if 

alkyl chain.  
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(NDI7, Figure 51)147. They analysed NDIs with varying alkyl chain lengths from C3 – 

C8 and did not observe this phenomenon with any of the other NDIs. They did not 

publish a second scan so limited conclusions can be made but it appears to be 

significant and currently only seen with chain lengths of seven carbon atoms. In the 

second heating, there was a single melt peak seen at 37.5°C with a similar enthalpy 

change of 72.1 J g-1. Additionally, a large cold crystallisation was observed was 

observed (Tcc = -6.0 °C, ΔHcc   38.4 J g-1.). This was also observed in compound 9 

but to a lesser extent. Compound 10 cold crystallisation has a large change in 

enthalpy, suggesting that as the glycol chain reduces in length the cold crystallisation 

enthalpy increases.  Similarly as observed with compound 9 the cold crystallisations 

are specific to the glycol NDIs as no cold crystallisation peak was observed for NDI-

C7147. 

During the first cooling cycle, there is a crystallisation at 3.0 °C with a change in 

enthalpy of 10.5 J g-1. This peak was reproducible in the second cooling cycle. It had 

 

Figure 52: DSC traces measured on the pristine NDIx (x = 4, 6, 8 and 10) powders, upon heating, 

subsequent cooling and second heating (red, blue and black traces, respectively)128. 
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the appearance of a slightly smaller peak followed by and larger peak over a broad 

area similar to compound 9. This can be explained as the separation of crystal 

nucleation and growth. The kinetic rate of nucleus formation is governed by a 

Boltzmann distribution148:  

 
𝐽nucl =  

𝑁v𝑘B𝑇

3𝜋𝜂𝜆3
exp (−

∆𝐺c

𝑘B𝑇
) 

(9) 

where NV is the number density of molecules in the nucleus, η is the viscosity 

coefficient, ∆Gc, is the nucleation thermodynamic barrier and λ is the mean free path 

length (approximated as the molecular diameter). As the temperature approaches the 

melting point (Tm), the conditions become less favourable for nucleus formation from 

a thermodynamic perspective. Consequently, there is a trade-off between nucleation 

at lower temperatures, which is thermodynamically favoured due to a lower ∆Gc, and 

nucleation at higher temperatures, which is kinetically favoured due to lower viscosity. 

Conversely, the kinetic rate for crystal growth is given by149: 

 
𝐽gr = 𝑎

∆m𝑆

𝑘B𝑇
exp (−

∆m𝑆

𝑘B
) exp (−

∆𝑈

𝑘B𝑇
) ∆𝑇 

(10) 

 

Figure 53: DSC traces measured on a powder of compound 10 with the first heating and cooling 

cycles below and the second heating and cooling cycles above. 
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where a is a constant, ∆mS is the change in entropy for melting, ∆U is the energy 

barrier to flow owing to viscosity, and ∆T is the degree of undercooling. ∆T is the 

difference between the Tm the normal melting point and T the temperature gained from 

the supercooled melt. Temperature influences the rate of crystallization in two ways. 

In a highly supercooled melt, a large ∆T leads to an increased crystal growth rate. 

However, this also means that if T is low, this causes the exponent in the second 

exponential term to become more negative, which results in a lower rate of crystal 

growth. Similar to nucleus formation, crystallisation takes place between Tg and Tm. 

Equations 9 and 10 indicate that the optimal temperature for nucleus formation and 

the optimal temperature for crystal growth are not necessarily the same.  

To observe the phase transitions of compound 11 DSC was performed. The first and 

second heating cycles both contained a melt at 138 °C with an enthalpy change of 

85.5 J g-1 for the first heating cycle and slightly lower 85.9 J g-1 for the second heating 

cycle as seen in Figure 54. Ichikawa et al. observed three melting peaks during the 

first heating cycle for 2,7-ditridecylpyrene-1,3,6,8(2H,7H)-tetraone (NDI13, Figure 51) 

at 109 °C, 144 °C, and 162 °C150. They attributed these peaks to; the changing of 

 

Figure 54: DSC traces measured on a powder of compound 11 with the first heating and cooling 

cycles below and the second heating and cooling cycles above 
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crystalline phases, second crystal state to liquid crystal phase and then liquid crystal 

phase to isotropic liquid respectively. Compound 11 did not show this intricate 

distinction between polymorphs as seen for NDI13. Similarly to compound 10, 

compound11 had an initial peak before the larger crystallisation peak. As discussed 

earlier this may had occurred due to the different rates of crystal nucleation and 

growth. These crystallisations had a peak at 57 °C with identical enthalpy changes of 

around 52 J g-1 for both cooling cycles. Also, once again there is a cold crystallisation 

peak during the second heating cycle at 81 °C with an enthalpy change of 10.2 J g-1.  

A comparison of the values gained from the DSC data of compounds 9, 10 and 11 can 

be seen in Table 1.4. This table highlights that as there is an increase in repeating 

glycol units there is an increase in melt and crystallisation temperatures of the NDIs. 

This opposes what is seen with alkylated NDIs which decrease as the alkyl chain 

increases146, 151. Each compound has broad endothermic peaks, this may be 

understood as the nucleation of the initial crystallites, after which a growth phase is 

observed148. This causes broader peaks to form as there is an overlap of multiple 

peaks. Each NDI experiences a cold crystallisation, a phenomenon not seen in 

alkylated NDIs. The supercooled state that does not crystallise during the cooling cycle 

then causes a cold crystallisation in the heating cycle; it appears to be specific to NDIs 

with glycol side chains. 

Three water-soluble NDIs have been successfully synthesised and characterised with 

varying glycol chain lengths, compounds 9, 10 and 11 with repeating glycol units of 

three, two and four respectively. Proton NMR confirmed the symmetrical structures 

and high-resolution mass spectrometry verified the molecular masses. DSC revealed 

distinct thermal transitions, with heating and cooling peaks increasing as the glycol 

unit increased. While also showing the unique cold crystallisation properties of 

compounds (9, 10 and 11). Single crystal X-ray diffraction showed that glycol chain 

length affects crystal cell parameters and disorder levels. The findings indicate that 

glycol-substituted NDIs have unique thermal and crystallisation behaviours, especially 

cold crystallization, influenced by chain length. This work provides a foundation for 

further studies on these compounds' deposition characteristics and crystal growth 
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applications. 

 

3.6.3 Optoelectronic properties of compounds 9 and 11  

The following section provides a detailed analysis of the optoelectronic properties of 

the synthesised glycolated NDIs, examining their UV-visible absorption spectra and 

electrochemical behaviour. These properties are critical for evaluating the compounds' 

potential in organic electronic applications, as they directly impact charge transport 

efficiency, stability, and electronic interactions within devices. Through the study of 

compounds 9 and 11, this analysis seeks to elucidate the effects of glycol chain length 

on electronic properties. However, due to limited remaining material, compound 10 

could not be included in this optoelectronic assessment. This limitation 

notwithstanding, the data obtained from compounds 9 and 11 provide valuable insights 

into the relationship between molecular structure and optoelectronic function within 

this class of water-soluble NDIs. 

UV-vis spectroscopy provides a valuable method for determining the band gap of 

materials. In the case of NDIs, a characteristic double peak is typically observed due 

to π-π* transitions, a signature of their conjugated structure. This spectral feature 

should appear consistently across both compounds, as the glycol side chains are not 

anticipated to interact directly with the naphthalene core, thus exerting minimal 

influence on the band gap. While UV-vis data was collected for both solution and film 

forms (spin-coated and drop-cast samples), the latter proved insufficient for analysis 

due to low signal intensity. The solution UV-vis spectra, as illustrated in Figure 55, 

reveal three distinct absorption peaks for each compound, occurring at 380-381 nm, 

Compound 1
st

 Heating 1
st

 Cooling 2
nd

 Heating 2
nd

 Cooling Cold Crystallisation

9: Peak Temperature (°C) 67.8 15.1 60 15.17 -3.84

Enthalpy Change (J g
-1

) 84.6 29.3 48.9 29.3 5

10: Peak Temperature (°C) 38.5 3 37.5 2.3 -6

Enthalpy Change (J g
-1

) 78.5 10.5 72.1 9.5 38.4

11: Peak Temperature (°C) 138.6 57.3 138.7 56.9 81

Enthalpy Change (J g
-1

) 85.5 51.8 85.9 52.1 10.2

Table 3.3: DSC vales for the first heating, first cooling, second heating, second cooling and cold crystallisation of 
compound 9,10 and11. 
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362-359 nm, and 345-341 nm. These peaks correspond to the π-π* transitions and 

the vibrational fine structure of the NDI core, consistent with known spectral features 

of NDIs. 

The electron affinities were established electrochemically. Figure 56 shows the cyclic 

voltammograms of compound 9, and compound 11 all in dichloromethane referenced 

to the potential of an Ag/Ag+ electrode. Each compound was scanned five times, with 

each successive scan reducing in intensity this means the reduction is not fully 

reversable and could be due to the compound slowly breaking down. Compound 9 

shows a reversible reduction with an anodic peak potential taken from the first 

reduction peak maxima was (Epa) = -1.1 V. Compound 11 also shows reversibility and 

an Epa of -1.2 V. Both compounds likely have a reduction proceeded with two 

consecutive one-electron processes, initially there is a radical-anion generation 

followed by the transition of this radical-anion into a dianion typically seen for NDIs152, 

153. The electron affinity values were estimated from the first onset of reduction (Eonset) 

at 6 -3.92 eV and -3.86 eV for compound 9 and compound 11. These values were 

estimated using154: 

 

Figure 55: UV-vis. absorption spectrum of compound 9 and compound 11 in chloroform.  
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 𝐸𝐿𝑈𝑀𝑂 =  −4.8 −  𝐸𝑜𝑛𝑠𝑒𝑡 (11) 

where 4.8eV is the energy level of ferrocene/ferrocenium below vacuum. From the 

UV-vis absorption spectrum in Figure 64 the onset of absorption (λonset) where 

estimated to be 398 and 397 nm for compound 9 and 11 respectively. From the λonset 

the optical band gap can be calculated using155: 

 
𝐸 = ℎ ×

𝐶

𝜆𝑜𝑛𝑠𝑒𝑡
 

(12) 

Where E is the band gap energy, ℎ is Planks constant, C is the speed of light, and 1 

eV is 1.6 x 10-19 Joules (conversion factor). Using this calculation the optical band 

gaps were 3.12 and 3.13 eV for compound 9, and compound 11 respectively. 

Furthermore, the ionisation potentials were calculated by taking the optical band gap 

away from the electron affinity generating -7.04 eV for compound 9 and -6.99 eV finally 

for compound 11. All of the results are summarised in Table 3.4 and the ionisation 

 

Figure 56: a) Cyclic voltammogram of compound 9 and compound 11 in a solution of 

dichloromethane solution with 0.1 M TBAPF6 electrolyte between 0 and -1.5 V. Referenced to Ag/Ag+ 

electrode with a platinum wire counter electrode and glassy carbon working electrode.  
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potential and electron affinity can be observed in Figure 57. The increasing length of 

side chain has a measurable impact on the electronic and optical properties of NDI 

derivatives. While the core electronic structure remains largely consistent, as indicated 

by the relatively small changes in reduction potentials and band gaps, the increasing 

side chain length subtly tunes key properties such as electron affinity, ionisation 

potential, and reduction onset.  

 

Figure 57: Ionisation potential and electron affinity of compounds 9 and 11 measured by UV-vis 

and CV.  
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Table 3.4: Electrochemical and optical properties of compound 9 and 
compound 11. 

Compound Epa [a] 

(V) 
Eonset 

[a]  
(V) 

λmax 
[b]

 

(nm) 
λonset 

[b] 
(nm) 

Optical 
band gap 
[c] (eV) 

Electron 
Affinty [d] 
(eV) 

Ionisation 
potential  
[e] (eV) 

9 -1.1 -0.88 381 398 3.12 -3.92 -7.04 

11 -1.2 -0.94 380 397 3.13 -3.86 -6.99 
[a] From solution cyclic voltammetry using glassy carbon working electrode, platinum wire counter 
electrode and Ag/Ag+ reference electrode. Values are reported from the 2nd cycle. [b] From solution 
UV-vis absorption spectroscopy in chloroform. [c] Estimated from λonset. [d] Estimated from the 
electrochemical onset of reduction (Eonset). [e] Estimated using equation Electron Affinity = Ionisation 

potential – Optical band gap. [f] calculated from the trendline of the λonset.   
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3.7 Droplet Manipulation  

This section explores the crystallisation and droplet manipulation techniques 

employed to study compound 9. The goal is to use the newly developed novel 

vapour-guided non-contact method for crystal deposition and to optimise the 

parameters for crystal growth. Compound 9, characterised by its high solubility in 

water and readiness to crystallise from DMF solutions, provides an excellent model 

for testing these new techniques. 

We start by examining the crystallisation behaviour of compound 9, exploring its 

solubility limits and conditions that favour crystal formation. Understanding these 

parameters is crucial for controlling crystal growth and deposition. This section will 

also cover the methodology used to manipulate droplets to achieve uniform crystal 

deposition, focusing on factors such as solvent composition, droplet speed, and 

substrate preparation. 

Furthermore, we discuss the challenges faced and solutions developed to standardise 

the crystallisation process, attempting to ensure reproducibility and consistency. This 

includes the impact of environmental conditions, substrate cleanliness, and the effects 

seeding had on crystal nucleation. Once standard conditions are established the 

vapour-guided non-contact method is tested with additional OSC compounds 10 and 

11 synthesised in the previous section. The results from these experiments not only 

demonstrate the effectiveness of the techniques but also provide insights into the 

physical and chemical principles governing crystal formation and growth. 

Ultimately, this section aims to present a comprehensive overview of the innovative 

approaches taken to refine droplet-based crystal deposition, laying the groundwork for 

future research and application in the field of organic semiconductors. 

3.7.1 Crystals Nucleation and Growth 

The vapor-guided deposition technique is likely to promote crystal growth in water-

soluble NDI-based OSCs due to the solubility and supersaturation characteristics of 

the synthesised compounds, particularly compound 9, which readily crystallises under 

ambient conditions. As the droplet moves under the influence of the vapor source, 

evaporation gradually drives the solute concentration towards supersaturation, a 
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critical condition for nucleation and crystal growth. Building on Malinowski's 

preliminary work, this study refines the vapor-guided approach by adjusting 

parameters such as droplet velocity and solvent composition, which have shown 

promising results in earlier experiments for achieving reproducible single-crystal 

formation. Additionally, DSC revealed crystallisation properties of the glycolated NDIs, 

suggesting that their thermal behaviour aligns well with the controlled supersaturation 

achievable in vapor-guided deposition. These combined factors indicate that the 

method holds significant potential for producing single crystals. 

Crystallisation is a multifaceted process involving the concurrent nucleation and 

growth of crystallites. The dynamics of crystal formation are governed primarily by two 

interdependent parameters: the nucleation rate and the growth rate. Nucleation can 

either occur spontaneously or be induced through artificial means, both of which 

present significant challenges in terms of control and reproducibility. Once nucleation 

is initiated, it is followed by crystal growth, where the newly formed nuclei increase in 

size. Nucleation can occur through two distinct mechanisms: homogeneous (or 

primary) nucleation, which proceeds independently of external surfaces or impurities, 

and heterogeneous (or secondary) nucleation, which occurs in the presence of foreign 

surfaces that serve as preferential nucleation sites 156.  

Homogeneous nucleation is rarely observed in practice, as foreign phases such as 

container walls, impurities, or defects typically catalyse the crystallisation process. The 

driving force behind nucleation is the difference in Gibbs free energy between the 

liquid and the solid phases. The critical Gibbs free energy, which determines the 

likelihood of nucleation, is directly influenced by the volume of the nascent nucleus. 

Thus, any factor that reduces the volume of the nucleus also reduces the critical Gibbs 

free energy required for its formation, thereby increasing the probability of nucleation 

157.  

Whereas nucleation represents the initial emergence of a crystal nucleus, crystal 

growth corresponds to the subsequent enlargement of these nuclei. The interplay 

between nucleation and growth ultimately dictates the final crystal size distribution. An 

example of this is seen in solidification processes, where the driving force is the 

negative Gibbs free energy (∆𝐺) of solidification: 
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−∆𝐺 =  

𝐿

𝑇𝑚
 (𝑇𝑚 − 𝑇) 

(13) 

where L is the latent heat of solidification, 𝑇𝑚  is the melting temperature, and T is the 

system temperature. The rate of atomic rearrangement across the liquid-solid 

interface, or the jump frequency, has a temperature-dependent expression given by: 

 
𝑓 = 𝑓0𝑒𝑥𝑝 (−

∆𝐺𝑀

𝑘𝑇
) 

(14) 

where 𝑓0 is the pre-exponential factor, ∆𝐺𝑀 is the activation energy for movement 

across the interface, k is the Boltzmann constant, and T is the absolute temperature. 

Combining these expressions results in the crystal growth rate equation:  

 
𝐺𝑟𝑤𝑜𝑡ℎ 𝑟𝑎𝑡𝑒 = 𝑓0𝑒𝑥𝑝 (−

∆𝐺𝑀

𝑘𝑇
) (

𝐿

𝑇𝑚
) (𝑇𝑚 − 𝑇) 

(15) 

This relationship demonstrates that as temperature decreases, the thermodynamic 

driving force for growth increases, while the atomic jump frequency decreases. These 

opposing trends result in a maximum growth rate at a specific temperature, 

highlighting the complex temperature dependence of crystal growth156.  

Supersaturation, a non-equilibrium state in which a solution contains more solute than 

is permissible under equilibrium conditions, serves as the thermodynamic driving force 

for both nucleation and growth158. The relationship between crystal nucleation and 

growth as a function of supersaturation (Figure 58) is defined by the following 

equations: 

 𝐺 = 𝑘g∆𝐶𝑔  (16) 

 𝐵 = 𝑘𝑏∆𝐶𝑏 (17) 

where G is growth rate, 𝑘g is the growth constant g is the growth order, B is nucleation 

rate, 𝑘b is the nucleation constant, b is the nucleation order and  ∆𝐶 is supersaturation 

156. When these equations are plotted for a hypothetical organic crystallisation 

process, they illustrate the critical influence of supersaturation. At low supersaturation 

levels, growth outpaces nucleation, leading to a wider distribution of larger crystals. 

Conversely, at high supersaturation, nucleation rates exceed growth rates, resulting 

in a predominance of smaller crystals.  
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3.7.2 Materials and Setup 

Droplets that exhibit negligible contact angle hysteresis are capable of spontaneous 

motion due to evaporation-induced Marangoni stresses. To achieve such behaviour, 

the droplet must consist of a binary liquid system, where two miscible solvents are 

combined to leverage differences in their physical properties. The dynamic behaviour 

of binary liquids is predominantly governed by two key parameters: the difference in 

boiling points and the difference in surface tensions between the constituent solvents. 

Water, for example, has a relatively high surface tension (72 mN m-1 at 21 °C159) 

compared to its boiling point (100 °C10), while many miscible organic solvents possess 

lower surface tensions and a range of boiling points 

In binary liquid systems composed of water and a miscible organic solvent, two 

scenarios arise depending on the relative volatility of the organic component. In the 

first scenario, where the organic solvent is more volatile than water, it evaporates more 

rapidly, leading to an accumulation of water at the droplet’s periphery. This differential 

evaporation creates a surface tension gradient, with higher surface tension at the 

edges relative to the droplet's apex, effectively "pulling" the droplet outward due to 

 

Figure 58: illustration of the relationship between super saturation and crystal growth rate, 

nucleation and size. 
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Marangoni flows. Conversely, if the organic solvent is less volatile, water evaporates 

preferentially at the droplet’s edges, resulting in a higher surface tension at the top of 

the droplet, which causes the droplet to contract and increases the overall contact 

angle. Consequently, droplets consisting of water and a less volatile, lower surface 

tension component exhibit minimal contact angle hysteresis and can achieve 

translational motion. 

Two binary solvent systems were utilised in the present study to induce droplet motion 

during deposition experiments. The first system, previously established, consisted of 

95 mol% water and 5 mol% propylene glycol (PG). PG has a lower surface tension 

(40.1 mN m-1 at 25°C160) than water, but a significantly higher boiling point 

(187.6°C160), resulting in preferential water evaporation at the droplet's periphery.  

The second system was developed specifically to enhance the dissolution of organic 

semiconductors, using 95 mol% water and 5 mol% DMF. Similar to PG, DMF has a 

lower surface tension (36.4 mN m-1 at 25°C161) than water but is less volatile, with a 

boiling point of 153 °C161.  

The solubility of the target compound (9) in water was found to be 6 mg mL⁻¹, a 

concentration achieved through heating at 50°C and sonication for 30 minutes. This 

concentration was stable for approximately two hours before spontaneous 

crystallisation began. Within this timeframe, a binary droplet solution was prepared by 

adding 5 mol% DMF to the aqueous solution of compound 1 at 6 mg mL⁻¹. As 

compound 1 was already in a supersaturated state in water, the addition of DMF 

effectively lowered the saturation level, thereby reducing the nucleation rate while 

serving as the second component of the binary droplet system. 

To maintain solution stability, freshly prepared samples were used for each deposition. 

Initially, batches were prepared and stored for periods ranging from 2 to 7 days, during 

which very small crystals (<0.1 mm) were observed to form, as shown in Figure 59. 

This phenomenon was attributed to gradual solvent evaporation, which increased the 

solution's supersaturation and triggered nucleation. These small crystallites were not 

visibly detectable until the droplet was placed on the glass substrate, complicating 

subsequent crystal growth studies. To mitigate this issue, fresh solutions were 

prepared daily prior to each experiment, ensuring consistency in the initial conditions. 
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A critical component in controlling droplet motion is the presence of a vapor source, 

as detailed in Section 2.3.3, Vapor Source and Droplet Composition. The vapor source 

disrupts the internal equilibrium of forces within the droplet, thereby inducing motion. 

The experimental vapor source used a glass capillary with an internal diameter of 1 

mm, filled with 1 mL of water, which created a localised vapor field around the droplet. 

This vapor field reduces the overall evaporation rate of the droplet, and when the 

droplet is not directly beneath the vapor source, it induces an imbalance in the surface 

tension gradient. This imbalance generates Marangoni flows, leading to a net shear 

force on the substrate that propels the droplet109.  

The geometry of the vapor source is a significant determinant of the vapor field it 

produces and, consequently, the resulting surface tension gradients within the droplet. 

Larger vapor sources generate higher vapor concentrations, resulting in a shallower 

concentration gradient and potentially altering the droplet’s motion dynamics. To 

minimise variability, a uniform capillary size (1 mm in diameter) was employed 

consistently across all experiments to ensure a stable vapor field and reproducible 

surface tension profiles. This capillary was partially filled with 0.002 mL of water to act 

as the vapour source.  Similarly, the height of the vapor source relative to the substrate 

can influence the Marangoni flows within the droplet by altering the local humidity 

Figure 59: Image of depositions using the same concentration and speed but with starting droplet 

containing small crystals causing cluster formation as the droplet evaporates. Initial crystals on the 

top row highlighted, pinned droplet depicts the finish shown on the bottom row.  
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around the droplet. To mitigate this effect, the height of the vapor source was fixed at 

0.5 mm from the substrate surface as this showed the best control observed by 

Malinowski110. This ensured a consistent experimental environment and reducing 

variability in the induced flows. 

Finaly, the laboratories air conditioning system was set to a temperature of 21+/- 2°C 

with a humidity of 45+/-10 %. Also as mentioned in section 2.2 Optical Microscopy the 

microscopic set up was surrounded by an acrylic environmental chamber to reduce 

cross winds produced in the laboratory.  

3.7.3 Grown Crystals 

The crystals presented in this section were prepared using a standardised set of 

parameters, which were refined through extensive experimentation to optimise crystal 

growth conditions. This section focuses exclusively on the most successful outcomes, 

while subsequent sections will elaborate on the systematic determination of these 

optimal conditions. Each glass substrate was pre-treated according to the protocol 

outlined in Section 2.1, Slide Preparation. The droplet volumes were set at 0.5 µL, 

derived from a 5 mol% DMF and 95% water solution, as previously described. The 

droplet movement speed was adjusted to a range of 0.1-0.2 mm s⁻¹, a velocity that 

ensures effective tracking of the vapor source. This speed range prevents the vapor 

source from outpacing the droplet, while also avoiding excessively slow velocities that 

could destabilise the droplet's movement. This parameter optimisation will be explored 

in detail in the subsequent section.  

Figure 60 provides a visual representation of the crystallisation process within the 

moving droplet. In Image 1, a single crystal (highlighted by an orange circle in Images 

1 and 2) initiates growth and remains mobile due to the internal flows within the droplet 

as it moves towards the vapor source. Image 2 captures the droplet at a subsequent 

stage, showing an increase in droplet size concomitant with crystal growth. By Image 

3, the crystal has elongated further and is nearing its point of separation from the 

droplet. At this critical stage, either due to the droplet reaching a maximum size or 

changes in flow dynamics, the crystal adheres to the substrate. Once deposited on the 

surface (as depicted in Image 3), the droplet continues its movement, leaving the 

crystal behind. As long as the crystal remains within the droplet, it continues to grow, 

as shown in Images 4 and 5.  
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The variation in crystal lengths grown under these controlled conditions was assessed 

across 26 individual experiments. Figure 61 illustrates the length distribution of crystals 

formed under these conditions. Despite uniform growth conditions, the distribution 

reveals two primary peaks around 0.6 mm and 1.4 mm, indicating that crystal growth 

favours these specific size ranges. This bimodal distribution suggests potential 

underlying factors that influence crystal growth, leading to clustering around two 

distinct size classes. Additionally, the data range spans from approximately 0.2 mm to 

2.0 mm, with relatively few crystals at these extremes. The low counts at both ends 

suggest that crystals rarely reach these minimal or maximal lengths. This size 

variability is attributed to the premature detachment of crystals from the droplet, which 

interrupts the supply of solute material necessary for further growth. This observed 

distribution pattern diverges from normality and indicates complex growth behaviour 

that may involve multiple growth phases or stochastic variations in nucleation and 

crystallisation rates. These findings provide valuable insights into the intrinsic 

variability of crystal formation and underscore the importance of further investigating 

the factors that contribute to the emergence of distinct crystal size clusters under 

Figure 60: One of the first deposition attempts showing a crystal leaving the droplet as it moves 

from left to right. In images 1 and 2 the crystal is still forming in the droplet, in 3 the crystal breaks 

out the droplet and pins on the substrate. Images 4 and 5 the crystal is growing as the droplet 

move until the droplet moves past the end of the crystal in image 6. The droplet stopping moving 

after 7 minutes and 22 seconds.  

1) 06:41 2) 06:46 3) 06:50

4) 06:53 5) 06:57 6) 7:07

1 mm

Direction of droplet movement
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standardised growth protocols. The crystals height and width did not significantly 

change when compared to the crystals length. This is common with lath-shaped 

crystals as growth primarily occurs anisotropically due to molecular orientations. 

These types of crystals have differential growth rates across each crystallographic 

plane which can lead to pronounced elongation along one axis, producing the needle-

like structure observed in these samples. That lead to the focus of the crystal growth 

measurements beaded on the length as this were generated the most significant 

change. 

The normal probability plot shown in Figure 62 assesses the distribution of crystal 

lengths for normality, indicating how closely the observed data adheres to a normal 

distribution. In this plot, the majority of data points are split between two groups (0.7 

and 1.4 mm), suggesting that the distribution of crystal lengths approximates a bimodal 

distribution. However, there are slight deviations in the lower and upper percentiles, 

as evidenced by points that deviate marginally from the line at the extremes. This could 

 

Figure 61: Crystal length of thirty crystals produced from different experimental runs distributed by 

size with a bimodal distribution curve.   
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suggest minor skewness or the presence of outliers in the crystal length distribution, 

most likely related to random variations in the growth process. The calculated mean 

(μ) is 1.06, with a standard deviation (σ) of 0.41, indicating that the crystal lengths are 

centred around a specific value with moderate variability. The overall linearity of the 

plot supports the hypothesis that, under the controlled experimental conditions, the 

crystal lengths follow an approximately normal distribution, reinforcing the suitability of 

using parametric statistical methods for further analysis. 

3.3.3 Crystal Orientation 

Figure 61 analyses the relationship between crystal length and the angle at which the 

crystals emerged from the droplet relative to the direction of droplet movement. These 

positional and angular variations depend on the saturation point at which the crystal 

begins to grow and the evaporation point of the droplet. Once a crystal reaches a 

critical size and the droplet reduces in volume, the crystal may become anchored to 

the substrate. In such cases, the droplet continues its forward motion without the 

crystal, leaving it adhered to the surface. This phenomenon can also occur when one 

 

Figure 62: Normal probability plot of crystals lengths with mean of 1.06 and a standard deviation 

of 0.41.  
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crystal is obstructed by another within the droplet. While hindrance can be 

disadvantageous for crystal uniformity, it provides an opportunity for isolating 

individual crystals before a rapid nucleation event leads to mass crystallisation.  

The angular distribution of needle-like crystal growth was analysed using the polar plot 

presented in Figure 63. This plot reveals significant insights into the preferential 

orientation of crystals within the system. The data demonstrate that crystal growth is 

highly anisotropic, with growth occurring predominantly at specific angles relative to 

the droplet's movement direction. Distinct peaks in the polar plot are observed at 

approximately 30° and 150°, indicating that these directions represent the most 

favourable orientations for crystal growth under the experimental conditions. 

Conversely, regions around 90° and 270° show minimal crystal occurrence, 

suggesting that growth is strongly suppressed in these orthogonal directions. 

The symmetry of the polar plot about the 0° and 180° axes further emphasizes the 

directional nature of the growth process. This mirrored distribution suggests that 

Figure 63: Top left is an illustration of the droplet and its direction of movement with the graphs 

angles super imposed. The graph shows the angle and length at which crystals left the droplet. 
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crystal alignment is influenced by uniform external factors, such as the vapor flux and 

the movement dynamics of the droplet. The vapor source appears to create a gradient 

that promotes preferential crystal elongation along the identified angles. The 

suppression of growth at intermediate angles implies that the growth kinetics or 

material flux is less favourable in these orientations, leading to the observed 

anisotropic distribution. 

Droplet flows that are induced when Marangoni flows are present indicate that velocity 

peaks occur symmetrically on either side of the centreline162, 163, corresponding to the 

regions of recirculation. This symmetry likely contributes to the observed anisotropic 

crystal growth, as material fluxes are preferentially directed along these high-flow 

regions.  

Marangoni flows are known to enhance mass transport within droplets, creating 

directional gradients in precursor concentration. In this system, the high-velocity flows 

near the droplet's surface may concentrate precursor material along specific axes, 

promoting crystal nucleation and elongation in those directions. This mechanism 

aligns with the polar plot analysis, which shows preferential growth at specific angles 

relative to the droplet’s movement direction. The suppression of growth in orthogonal 

directions may result from reduced material availability in low-flow regions, where 

precursor transport is less efficient. 

Overall, the flow patterns generated by Marangoni effects appear to create anisotropic 

conditions within the droplet that guide the directional growth of needle-like crystals. 

These findings suggest that controlling Marangoni flows, through adjustments droplet 

dynamics, could enable precise control over crystal orientation and growth behaviour.  

3.7.4 Evaluation of the Crystal Structures  

The crystal structure of two crystals grown via different methods are outlined in this 

section. The one crystal grown via a solution of DMF as seen previously and the other 

crystal was grown using the non-contact vapour-guided deposition, crystal 9 (VG). By 

obtaining a crystal structure from both methods they can be evaluated to observe if 

both techniques yield the same crystal structure. Both of the crystal packing structures 

are seen in Figure 64 at the three different cell lengths (a, b and c). 
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Both crystals 9 and 9(VG) were single colourless lath-shaped crystals. Both are 

orthorhombic, where all three axes are unequal at right angles; they have similar call 

lengths and identical cell angles. Both have similar cell volumes with a 50 Å3 

difference; the crystals have the same space groups. The crystal structures have low 

R factors (9 = 3.89% and 9(VG) = 3.76%), representing good agreement between the 

observed amplitude and the calculated amplitudes. We see a small level of disorder 

towards the end of the pegylated end groups. With a longer chain end, group vacancy 

rows can form at the chain end if the neighbouring chains remain linear; however, the 

 

 

Figure 64: 1a,b,c) illustrations of the molecular geometry of 9 at cell length a, b and c where 9 was 

dissolved in DMF and left to evaporate over multiple days. 9 vapour guided (VG) a,b,c) 

illustrations of the molecular geometry of 9 at cell length a, b and c where the crystals where 

synthesised using our vapour guided deposition technique.  



105 
 

increase in interchain energy can cause this vacancy row to be filled by a 

neighbour.143. Overall, we have discovered that the crystals synthesised using our 

droplet manipulation techniques are nearly identical to those synthesised using 

traditional crystallisation techniques. 

Crystal Data 9(VG). C28H34N2O10, Mr = 558.55, orthorhombic, Aea2 (No. 41), a = 

26.1317(7) Å, b = 29.2036(8) Å, c = 6.9417(2) Å, a = b = g = 90°, V = 5297.5(3) Å3, 

T = 100.00(10) K, Z = 8, Z' = 1, m(Cu Ka) = 0.895 mm-1, 25491 reflections measured, 

4376 unique (Rint = 0.0357) which were used in all calculations. The final wR2 was 

0.1001 (all data) and R1 was 0.0376 (I≥2 s(I)). 

3.7.5 Parameter Variations 

As previously discussed, the droplet motion is influenced by the position of the vapor 

source, such that as the distance between the droplet and the vapor source increases, 

the velocity of the droplet also increases110. This variation in velocity results in 

significant changes in the internal flow dynamics within the droplet. Consequently, the 

location of maximum surface tension shifts depending on the relative position of the 

vapor source. For instance, when the vapor source is positioned directly above the 

droplet, the maximum surface tension is concentrated at the droplet’s apex. 

Conversely, when the vapor source moves laterally relative to the droplet, the 

maximum surface tension is displaced to an intermediate position between the top and 

the bottom of the droplet. This shift in surface tension distribution induces complex 

internal flow patterns, which in turn impact the motion and organisation of 

crystallisation sites within the droplet. 

Crystal growth is predominantly governed by slow nucleation and subsequent growth 

phases. Accordingly, it was hypothesised that reducing the velocity of the droplet 

would promote the creation of stable nucleation points, thereby facilitating controlled 

crystal growth. Given that nucleation occurs naturally as the droplet undergoes 

evaporation, optimising the subsequent growth phase is crucial for improving crystal 

yield and uniformity. Slower droplet movement was proposed as a strategy to achieve 

more consistent internal flows, theoretically enhancing crystal growth outcomes. 
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Figure 65 shows examples of crystals formed under various droplet velocities. At the 

slowest tested speed of 0.01 mm s⁻¹, isolated crystals appeared at the conclusion of 

the droplet’s movement, while higher speeds of 0.04 and 0.06 mm s⁻¹ led to the 

formation of crystal clusters. These clusters indicate reduced system controllability at 

lower speeds, where the close proximity of multiple nucleation sites impedes the 

isolation of single crystals. 

Similarly, Figure 66 demonstrates crystal formation patterns at velocities ranging from 

0.02 to 0.1 mm s⁻¹, where the occurrence of crystal clusters is more pronounced at 

lower speeds. Under these conditions, subsequent crystals tended to use the initial 

crystal as a secondary nucleation site, leading to spontaneous and rapid crystal 

development. This phenomenon was found to be difficult to regulate, thus eliminating 

lower velocities as a viable approach for controlled crystal growth. 

The most reproducible results were observed in the intermediate velocity range 

between 0.1 to 0.2 mm s⁻¹, where crystal growth was more consistent, and the 

occurrence of rapid, uncontrolled crystallisation was minimized. Nevertheless, the 

challenge of multiple crystals forming from a single nucleation site persisted at 0.1 mm 

s⁻¹, as depicted in Figure 66. An optimal velocity of 0.15 mm s⁻¹ was determined to be 

the most effective, as this speed allowed the droplet to maintain close proximity to the 

vapor source while lowering the formation of multiple crystals. While this velocity was 

determined to be the most successful single crystals were observed in twenty-six out 

of eighty-eight individual droplet experiments using the optimal conditions.  

Higher velocities were also explored to determine the upper limits of the system’s 

efficacy. At speeds ranging from 0.2 to 0.3 mm s⁻¹, the droplet was unable to match 

the movement of the vapor source, leading to a gradual displacement of the droplet 

outside the observable field of view. This displacement hindered real-time monitoring 

Figure 65: Examples of crystal clusters forming at slower substitute movement speed were 

multiple cluster form rapidly.    
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and resulted in incomplete observations of crystal growth. Consequently, these higher 

velocities were deemed unsuitable for controlled crystallisation due to the lack of 

visibility and the tendency for droplets to evaporate prematurely, leaving behind 

disordered crystal clusters similar to those observed at slower speeds. 

One of the primary challenges encountered in the early stages of this research was 

achieving a consistently clean substrate surface. Initial deposition experiments 

revealed a high degree of surface irregularities, along with the presence of particulates 

and residual contaminants on the glass substrates. These inconsistencies are inherent 

to the manufacturing and storage processes of glass, and their presence significantly 

impacted droplet behaviour, primarily by causing droplet pinning. As the droplet 

traversed over surface impurities, it would become pinned, leading to either a 

reduction or complete cessation of its motion, or, in some cases, serving as 

unintended nucleation sites for crystal growth. Such uncontrolled pinning events 

compromised the reproducibility of both droplet movement and crystal formation, 

introducing significant variability into the experimental outcomes. Additionally, the 

presence of contaminants could induce premature nucleation, further complicating the 

ability to regulate crystallisation dynamics. 

The initial substrate cleaning procedure consisted of multiple sequential steps, 

including acetone washes, water rinses, and base baths, followed by Marangoni 

drying. Marangoni drying involves positioning a volatile solvent, such as isopropyl 

Figure 66: Examples of crystal clusters forming at different substrate movement speeds. 
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alcohol (IPA), near the substrate as it is being withdrawn from water. The IPA vapor 

reduces the surface tension of the water on the substrate, causing the water to migrate 

toward areas of higher surface tension, thus moving away from the substrate without 

leaving residues164. While effective in theory, this method is highly technique-sensitive 

and prone to inconsistencies, leading to potential human error. 

To address these challenges, an ozone cleaning procedure was subsequently 

implemented to enhance the reproducibility of substrate preparation. The optimized 

cleaning protocol involved an initial acetone wash, followed by a water wash with 

Teepol detergent, and concluded with ozone cleaning. The ozone treatment effectively 

removed organic and particulate contaminants without altering the intrinsic roughness 

of the glass surface. Additionally, the ozone cleaning treatment rendered the glass 

substrate more hydrophilic, resulting in a noticeable reduction in the contact angle of 

the deposited droplets. This approach proved to be significantly more reliable than the 

initial method, as it provided a more consistent reduction in surface debris, thereby 

minimizing the frequency of droplet pinning events and improving control over droplet 

motion and crystallisation processes. This refinement in cleaning methodology 

substantially mitigated the impact of surface contaminants, establishing a stable and 

controlled environment for subsequent droplet motion and crystal growth studies. 

A commonly used technique for developing crystals is utilising a pre-existing crystal or 

defect to act as a nucleation point for the growth of new crystals. Multiple types of 

seeding attempts were used to employ this crystallisation method. Initially, the seed 

method used was a score across the substrate; to utilise this, a droplet was moved 

over the line. The hypothesis was that as the droplet was moved over the score, a 

crystal would nucleate in there, and then as a droplet was moved over, the crystal 

would grow, creating one long crystal formed in the score of the substrate. As seen in 

Figure 67, the issue arose because the line acted as many nucleation points as 

possible rather than one, meaning that not just one long crystal formed. Instead, many 

crystals formed, which were too many to count accurately due to the small cluster 

formations. As the droplet moved over the score, the flows caused the smaller crystals 

to migrate from the trough into the droplet. This means many formed at once rather 

than one long crystal, causing cluster formation. An alternative method was using 

single dots from a glass cutter and drilled sections using a rotary tool and a diamond 

drill bit. Similar issues were apparent where the seeding sections caused too many 
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smaller crystals to be produced, and this caused the formation of many clusters. The 

third alternative seeding technique was with the use of seed crystals. The crystals 

were made using both our deposition technique and the traditional method. This also 

produced clusters; the clusters originated from the seed crystals. Many seed sections 

grew new crystals at different orientations to the primary seed. This formed one large 

cluster with many crystals forming at different rates; this also meant there was a 

section the droplet pinned on, reducing mobility. Due to the high level of cluster 

formation, other seeding methods were attempted. 

3.7.6 Vapour-Guided Deposition of Compounds 10 and 11 

As mentioned before, the reasoning for synthesising additional PEG NDIs was to 

compare against the crystals formed by compound 9. After each compound (10 and 

11) were synthesised and purified with characterisation confirming the structure, they 

were deposited using the non-contact vapour-guided deposition technique.  

Compound 10 did not maintain the same solubility as compound 9 and was 

considerably less soluble in water. To maintain consistency initially 6 mg of compound 

10 was weighed and dissolved in 1 mL of water; similarly, sonication and heat were 

used to add dissolution. Unfortunately, not all solids dissolved, so this was repeated 

with 4 mg mL-1 to allow for complete dissolution. The samples were filtered to remove 

debris, and then DMF was added to make the same concentration of binary droplets. 

Figure 67: a,b,c) substrates have been scored with a glass cutter forming a line. d) substrate 

scored with glass cutter forming a dot. e) seed crystals added.  

a) b) c)

d) e)
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The deposition was attempted using the same technique as before. The issue with the 

deposition was the lower concentration of OSC. Due to compound 10 not being as 

soluble as compound 9, the supersaturation point appeared much later in the droplet 

lifetime. There were no single crystals isolated in the earlier stages of the droplet’s 

movement. The only crystals produced appeared at the end of the droplet's lifetime. 

The crystals formed rapidly in a final crystallisation event, creating clusters of crystals, 

as seen in Figure 68. The droplet would pin, making the nucleation location for crystals; 

this formed most of the crystals around the edge of the droplet. This result persisted 

due to the low concentration of 10 in solution.  

Compound 11 was predicted to be more soluble with the additional length of the glycol 

chain. The purification process was similar, initially showing increased solubility. 

Similarly, the samples were made using 6 mgmL-1 as a guide, achieved after 

sonication and some heating. Once the samples were filtered and DMF was added, 

there was no tendency to crystalise in solution over an extended period, confirming 

the increased solubility. The issues arose when the samples were applied to the 

deposition technique; once the water evaporated, there was still a visible solution. This 

suggests that the remaining DMF doesn’t fully evaporate when the water evaporates, 

leaving a solution that didn’t evaporate after 30 minutes. After 30 minutes, there were 

no observable solids and no isolated crystals, as shown in Figure 69. These are 

examples of the thick solution that would always remain after the water evaporated.   

Figure 68: Images of crystals deposited using compound 10 via vapour-guided deposition. 
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Figure 69: Images of the final deposited substance observed when compound 11 was deposited 

using vapour-guided deposition. 
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3.7.7 Flexible Crystals 

To obtain crystals that exhibit plastic properties, we need compounds that display 

isotropic interlocking packing compared to traditional anisotropy displayed in plastic 

deformation. This can allow a structure to be more adaptable to a change in crystal 

structure under the right conditions. Adding highly polarisable bonds can allow the 

strained regions to return to their neutral state165-167. This can also depend on the 

strength of the interactions with different groups, such as nitro- or iodol-groups, which 

have formed elastic crystals and produced plastically deforming crystals when 

substituted for chlorine or bromine (produced plastically deforming crystals168. It was 

found that manipulating the bonding groups could change the interactions to make 

crystals with elastically favourable π-hole orientation. This allowed for orthogonal 

interactions similar to the halogen-based σ-hole interactions169. We hypothesise that 

these interactions are most likely occurring in these crystals due to the spaced-out 

ketones in the ethylene glycol structure. Studies have also shown that the presence 

of π-π interactions can also play a role in the flexibility of crystals170. Qin and Mei 

demonstrated elastically flexible crystals inspired by helical proteins where they 

formed 1D helical hydrogen bonding chains. The neighbouring helices had weaker 

interlocking interactions between the alkyl chains. These allowed elastic behaviour by 

absorbing the stress and not becoming permanently deformed in the process171. 

Krishna et al. developed a range of flexible crystals, including NDI core samples, by 

carefully selecting supramolecular weak interactions. They introduced active slip 

planes into the molecular structures using noninterfering van der Waals, π-stacking 

and hydrogen bonding groups. The van der Waals groups acted like lubricated planes, 

facilitating flexibility and reducing extended hydrogen bonding170. These discoveries 

show that the main factor that affects the crystal flexibility is the presence of a stable 

core surrounded by weakly bonding end groups that allow the crystal planes to slip 

and account for varying stresses. 

Over multiple successful experiments, many examples of deposited crystals exhibited 

flexible features once deposited. These features were not always observable during 

crystal growth, but as crystal growth became more successful, more examples of 

flexibility were observed. The observed fixability in these crystals may have occurred 

for various reasons because they all formed at slightly different deposition stages. In 

Figure 70, we see minor flex in the crystals; this will arise due to the flows produced in 
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the droplet. As the droplet continues to follow the vapour source, the crystals are slowly 

getting more significant as the concentration of the semiconductor increases. We then 

reach a critical length where the crystals will adhere to the substrate. When this 

phenomenon occurs, the section of the crystal remaining in the droplet will experience 

the flow without being able to rotate. This means we see elastic features where the 

exposed section will not move, and the bottom sections will move elastically with the 

flows produced in the droplet. These crystals exhibit inherent flexibility, but they appear 

to be limited by the levels of solvation, and the extreme levels of elasticity are only 

present when they are growing in solution and require the solvent to allow for this to 

act as a type of plasticiser.   

Figure 70: Crystal flexibility observed during deposition of compound 9 at 0.08mm/s. 
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3.8 Conclusion & Outlook 

Initially this chapter looked at the synthesis of water soluble PDIs that where ultimately 

not pure which lead to a shift in focus which looked at the synthesis of series of glycol-

terminated NDIs with varying chain lengths. This chapter successfully demonstrated 

the capability of this technique to produce single crystals comparable with crystals 

produced using standard evaporation. Characterisation of these compounds using 

NMR, mass spectrometry, and single-crystal X-ray diffraction confirmed the structures 

and highlighted the distinct crystallisation behaviours influenced by glycol chain length. 

Furthermore, the vapour-guided deposition method enabled control over droplet 

dynamics, solubility, and crystallisation, facilitating the isolation of single crystals by 

optimising parameters such as droplet velocity and solvent composition, the technique 

demonstrated promise for producing high-quality crystals suitable for charge transport 

studies. This work not only validates the potential of vapour-guided deposition as a 

viable approach for growing organic single crystals but also lays the groundwork for 

refining this method to accommodate a broader range of organic semiconductors. 

In conclusion, the chapter highlights the importance of addressing the inherent 

challenges in crystallisation control through innovative deposition strategies. The 

successful implementation of vapour-guided deposition and the insights gained from 

the crystallisation behaviour of glycol-terminated NDIs pave the way for further 

exploration of single-crystal growth techniques. This advancement is a critical step 

toward realising high-mobility organic semiconductors with improved charge transport 

characteristics, ultimately contributing to the broader application and understanding of 

organic electronic materials. 

To advance this technique multiple OSC need to be trailed to see if the results are 

reproducible with a broad range of semiconductor. Furthermore additional solvent 

system can be explored to verify their effectiveness whist also allowing the possibly of 

depositing less polar based OSCs. Additionally, the these OSCs may by studied 

further to understand the underpinning properties that allow for the flexibility observed 

during crystal growth.  



114 
 

4. Synthesis and Characterisation of Fluorinated 

Naphthalenediimide 

4.1 Introduction 

The incorporation of fluorine atoms into organic semiconductor molecules has been a 

strategic approach to modulate their electronic properties and enhance their 

performance in electronic devices. Fluorine's high electronegativity and the resultant 

strong C-F bonds contribute to increased molecular stability172 and unique solubility173. 

These attributes make perfluorinated compounds particularly interesting for 

applications in organic field-effect transistors174-177, organic photovoltaics178-180, and 

organic light-emitting diodes181, 182. 

Fluorine is the most electronegative element, meaning it has a strong tendency to 

attract electrons. When fluorine atoms are substituted into the molecular structure of 

an organic semiconductor, they pull electron density towards themselves. This 

electron-withdrawing effect stabilises the energy levels, lowering both the ionisation 

potential and the electron affinity183-188. Enhanced electron affinity and stabilisation of 

the ionisation potential level lead to better injection and transport of electrons. In 

organic field-effect transistors (OFETs), this can result in higher electron mobilities, 

which directly translates to better device performance and efficiency. Fluorine's 

incorporation into organic semiconductors significantly enhances their stability and 

can influence their crystal structures. Fluorine atoms also contribute to enhanced 

thermal stability due to their strong C-F bonds189 at 544 kJ mol-1 (C-H bond enthalpy 

of ethane 369 kJ mol-1), which are among the strongest in organic chemistry and 

dramatically increase the thermal stability of the material190, 191.  

Due to the uniquely high electronegativity of fluorine, organofluorine derivatives also 

have unique molecular packing characteristics. Due to these properties’ fluorine 

substitution can significantly alter the crystal packing of organic semiconductors. For 

instance, the introduction of fluorine atoms into the molecular structure can change 

the packing motif from π-stacking to herringbone192. Although herringbone packing is 

typically considered less favourable for charge transport, fluorinated compounds can 

still exhibit high electron mobility due to the overall improved molecular alignment and 

stability. This alteration in packing is primarily due to changes in the electrostatic 
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potential of the molecule, which modifies the relative orientation of the molecules 

within the crystal lattice193. 

This work aims to investigate the influence of fluorinated side chains on the properties 

of NDI by synthesising two distinct perfluorinated NDI derivatives (Figure 71): one with 

a linear side chain and another with a branched configuration. The linear fluorinated 

NDI will be systematically compared to glycol- and alkyl-substituted NDIs to evaluate 

how the introduction of fluorine affects key properties such as solubility, electronic 

structure, and ambient stability. These results will be extended to the branched 

fluorinated NDI to explore how branching influences these same properties, 

particularly in terms of solubility and molecular packing. This study not only aims to 

address solubility challenges but also to provide insights into how fluorine 

incorporation affects crystal packing and the stability of deposited films. Additionally, 

the unique solubility properties may also be exploited to investigate the solid-state 

packing through the novel droplet printing. Herein, the synthetic development of novel 

 

Figure 71: Target NDIs to study the effects of fluorinated side chains.  
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perfluorinated NDIs is reported, along with preliminary characterisation to understand 

the influence of fluorination on both molecular properties and deposition outcomes. 

4.2 Synthesis of Linear Fluorinated Naphthalenediimide 

When deciding on a semiconducting core naphthalenediimide was chosen due to my 

previous synthetic experience whilst also allowing for a comparison with the NDI 

(Compound 9) seen in Chapter 3. Additionally, there was previous knowledge of the 

electronic and deposition properties of NDI. This allows for a comparison with newly 

synthesised samples. Linear alkylated NDIs of varying chain lengths have been 

successfully synthesised and reviewed generously194-196. Using the alkylated and the 

previously synthesised compound 9 there is a framework for modular design for the 

synthesis of fluorinated NDI (synthetic route can chemical structure shown in Figure 

72), followed by molecular comparisons. Using this knowledge a precursor for a linear 

fluorinated chain was investigated.  

A readily available inexpensive precursor was found, 3,3,4,4,5,5,6,6,7,7,8,8,8-

Tridecafluoro-1-octanol had the desired fluorinated chain terminated with a functional 

 

Figure 72: Synthetic route to functionalise compound 15. 
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alcohol group. The alcohol group allows for commonly used substitution reactions. 

Primary alcohols can react to form alkyl halides when under acid conditions via an SN2 

reaction9. This reaction commonly uses sulphuric acid and a halide salt in water. 

Fluorinated compounds are not miscible in water which would dramatically affect the 

yields. To improve miscibility alternative methods were explored. Jeff Xin Wu et al. 

synthesised a range of brominated compounds using ionic solvents197. Using these 

conditions the alcohol group protonates, causing nucleophilic displacement by the 

halide anions where the proton is associated with either the halide or the conjugate 

bases of the Brønsted acid. The authors associated the accelerated reaction with the 

ability of the ionic solvent to aid in charge separation. In the published work, n-octanol 

was the closest molecular structure to precursor 3,3,4,4,5,5,6,6,7,7,8,8,8-

Tridecafluoro-1-octanol (12) hence those conditions were selected.  

To synthesise 8-bromo-1,1,1,2,2,3,3,4,4,5,5,6,6-tridecafluorooctane (13) compound 

12 was heated for five hours using concentrated sulphuric acid and the 1-Butyl-3-

methylimidazolium bromide under ambient conditions. Unfortunately, 12 was not fully 

miscible in the chosen ionic liquid, which most likely negatively impacted the yield. To 

purify compound 13, the liquid mixture was distilled under vacuum at 1 mbar. The 

target compound evaporated at 68-70 °C with a yield of 32% compared to the literature 

yield of 95% for 1-Bromooctane197. The lower yield was attributed mainly to the low 

miscibility of the precursor in the ionic liquid, but this was not further investigated 

because sufficient product was recovered, and no further optimisation was attempted.  

After successful synthesis of compound 13,  the amination through Gabriel synthesis 

was attempted (Figure 73)198. This method useed potassium phthalimide as the amino 

synthon to prepare primary amines from alkylated halides. After which, the 

 

Figure 73: Synthetic route to compound 14. 
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3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctan-1-amine (14) was hydrolysed by reacting 

with a base, leaving a stable cyclic product (sodium phthalate) and a primary amine 

(14). Traditionally, Gabriel synthesis uses polar aprotic solvents which allow the salt 

to dissolve whilst not interacting significantly with the anion reducing the negative 

effects on reactivities. In these solvents however the fluorinated reactant would not be 

miscible. A alternative Gabriel synthesis was found in the literature, which again used 

an ionic solvent. Qin-Guo Zheng et al. utilised a range of ionic solvents to achieve high 

yields with different alkyl halides199. The fluorinated molecule should be more miscible 

using an ionic solvent due to the highly polarisable carbon-fluorine bond. The authors 

used two equivalences of 1-bromobutane, potassium hydroxide and one equivalence 

of phthalimide199. This was reacted over five hours in 1-Butyl-3-methylimidazolium 

tetrafluoroborate at 80 °C. This synthesised N-butyl phthalimide yielded 94% where 

the amine would need to be hydrolysed.  

These steps were replicated with a phthalimide potassium salt. Compound 13 was 

reacted for 5 hours with phthalimide potassium salt in 1-Butyl-3-methylimidazolium 

tetrafluoroborate. Potassium hydroxide was added overnight to hydrolyse the amine. 

After extraction with chloroform, the product (14) remained as a slightly yellow oil with 

a yield of 23%. The poor yield was attributed once again to miscibility issues as the 

fluorinated precursor would not fully mix with the ionic solvent and would separate over 

time. To reduce this issue the mixture was stirred more vigorously to improve 

interactions. Despite this low-yielding reaction, sufficient product was recovered to 

continue to the subsequent step. Further optimisation was not attempted.  

To synthesise compound 15, the NDA was reacted with the 14 at 120 °C in DMF for 

two days as seen in Figure 74. Compound 7 had poor miscibility in DMF as expected, 

the reaction time was increased to two days in an attempt to improve the reaction yield.  

Initially the column chromatography was 50/50 hexane chloroform based on the 

polarity of the imide bond,  but no pure product was separated. This led to an increase 

in polarity of the mobile phase (20% acetone, 50% chloroform and 30% hexane) but 

similar results were observed. It was later understood that the dipoles of the fluorine 

bonds cancel each other out making the chains behave more like alkyl chains rather 

than polar ones. Alternatively, the remaining crude product was precipitated from 

methanol. This produced compound 15 with a yield of 11%.  
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NMR was used to confirm the structure of compound 15. A singlet peak at 8.77 ppm 

corresponding to the Ha proton in Figure 75. An additional singlet was observed at 

8.76 ppm this peak was most likely due to the opening of the imide bond in the 

presence of trifluoro acetic acid (TFA) which was used to make compound 15 more 

Figure 75: 1H NMR spectra of compound 15 with deuterated chloroform.  
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Figure 74: Synthetic route to compound 15. 
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soluble in chloroform. The presence of TFA was also likely to be the reason for alpha 

carbon Hc protons at 4.50 ppm to be split into a quartet rather hen the expected triplet.  

The Hb protons produced a multiplet because of the fluorines on the adjacent carbons. 

This splitting pattern occurred because the inductive effects effected the protons 

splitting pattern even with fluorine substituents as far as three carbons away. The 

inductive effects of fluorine substituents add-up as the number of adjacent fluorine’s 

increases. Where the increase in the number of fluorines that effected the protons 

environment increased the number of splits. Fluorine’s high electronegativity, cause 

the protons to become more deshielded. The deshielding was more pronounced when 

the number of fluorine’s increased. This will push the peaks further down field.  

Additionally, the 19F NMR showed the presence of the fluorine due to the six fluorine 

environments corresponding to the six different carbon environments. 

4.3 Synthesis of Branched Fluorinated Naphthalenediimide 

Once decided on the synthesis of compound 20 the first step was to review the best 

way to synthesise a branched fluorinated amine. To stay consistent with compound 

15 the fluorinated chain length would remain the same. This was the basis for the 

synthesis of the branched perfluorinated amine. Ellen Sletten et al. utilised fluorinated 

chains to synthesise biocompatible branched fluorous tags more soluble in 

perfluorocarbon solvents200. 1,1,1,2,2,3,3,4,4,5,5,6,6-tridecafluoro-8-iodooctane was 

added to ethyl cyanoacetate to provide an ester and a nitrile, transforming them into 

various practical handles. The initial step, as shown in Figure 76, used ethyl 

cyanoacetate and 1,1,1,2,2,3,3,4,4,5,5,6,6-tridecafluoro-8-iodooctane with a base to 

allow for the deprotonation of the alpha carbon. The deprotonated carbon attacked the 

carbon adjacent to the nitrile in an SN2 reaction allowing for the initial substitution. The 

second substitution occured at the now tertiary carbon were the deprotonated carbon 

again attached the remaining proton forming compound 17. The mixture was 

evaporated to dryness to remove the DMF and purified via column chromatography 

using 90% hexane and 10% diethyl ether, producing white needle-like crystals with a 

95% yield. Compound 17, The structure and purity were confirmed by NMR. 
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The next step was the elimination of the ester via Krapcho decarboxylation. This can 

was achieved using lithium chloride in the presence of water at 160 °C. The first issue 

arose when the branched fluorine chain was not soluble even at elevated 

temperatures. This caused the initial yield to be lower than 20%. To improve the yield, 

the reaction time was extended to two days. After heating, the reaction mixture was 

left to cool and compound 18 precipitated out of the solution. The solid was filtered off 

and washed with water, before being further purified by column chromatography using 

90% hexane and 10% ethyl acetate, affording white needle-like crystals with a yield of 

95%, confirmed by NMR.  

The next step was a nitrile reduction using a potent reducing agent, such as lithium 

aluminium hydride, to yield the desired amine. After work-up, the recovered oil was 

 

Figure 76: Proposed synthetic route for the synthesise of compound 20. 
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purified by column chromatography using 1% triethyl amine to neutralise the silica and 

1-5% methanol in dichloromethane to extract the final product as a yellow oil with a 

54% yield confirmed by NMR.  

Once the amine had been synthesised, it was condensed with NDA to obtain 

compound 20 seen in Figure 77. The reaction was heated for 72 hours due to the 

amine being poorly miscible in DMF, slowing down reaction kinetics. Once the reaction 

was cooled to room temperature, the DMF was evaporated under vacuum. The 

resulting solid was then purified via column chromatography; the initial solvent system 

was DCM, which was changed to 95% DCM and 5% ethyl acetate, after which 90% 

DCM and 10% ethyl acetate were used to obtain compound 20 (0.63 g, 48%). 

The 1H NMR spectrum was obtained in deuterated chloroform. The alpha carbon 

adjacent to the imide (Hb) was the first peak to be identified. Hb was located in previous 

samples (9, 10, 11 and 15) between 4 - 5 ppm. Figure 78 shows this peak at 4.20 ppm 

as a doublet, the symmetry was confirmed as the peak integrates to four protons. The 

protons on the aromatic core appear at 8.79 ppm as a singlet and integrate to four 

protons, further confirming the molecule's symmetry. Due to the overlapping peaks 

 

Figure 77: Reaction scheme for the synthesis of compound 20. 
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protons c, d and e were further assigned with COSY (Figure 79), HSQC (appendix) 

and HMBC (appendix) 2D NMR, respectively. 

 

 

Figure 78: 1H NMR spectra of compound 20 in deuterated chloroform. 

  

Figure 79: 1H: 1H COSY NMR spectra of compound 20 with deuterated chloroform. 
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First, a COSY NMR spectrum (Figure 79) was obtained to analyse proton-proton 

coupling. Using the Hb proton as a reference, there was only one neighbouring carbon 

and thus one proton environment which was the peak at 2.20 ppm making these 

protons Hc. The peak at 1.70 ppm was assigned to Hd as the COSY showed it 

neighbouring Hc and He. In addition the integration was around eight protons as 

expected for this peak. He is observed at 2.34 ppm, with the COSY confirming that this 

proton was neighbouring Hc. The proton peaks for He and Hc overlapped each other, 

yet, the total integration of both these peaks added up to ten protons, corresponding 

to the number of protons expected for He and Hc. 

In conclusion, the selection of NDI as the semiconducting core was driven by both 

prior synthetic experience and the opportunity for comparison with previously 

synthesised NDI derivatives. The synthesis of fluorinated NDIs, following established 

methodologies, provided insight into the challenges associated with fluorinated chain 

solubility and yield optimisation. Despite miscibility challenges in ionic solvents, 

sufficient quantities of the desired intermediates were produced to continue the study. 

Structural confirmation using NMR and related techniques further validated the identity 

of the synthesised compounds. Moving forward, further investigation into the electronic 

properties and performance of these fluorinated compounds will enable a deeper 

understanding of their potential in organic semiconductor applications. 

4.3.1 Optoelectronic properties of Compound 7 and 12 

In this section, we will explore the optoelectrical and thermal properties of compounds 

15 and 20, comparing them with compound 9 and 2-decyl-7-

nonylbenzo[lmn][3,8]phenanthroline-1,3,6,8(2H,7H)-tetraone (C8NDI) seen in Figure 

80. Compounds 9, 15, and C8NDI exhibit structural similarities, facilitating a direct 

comparative analysis of the impact of varying end groups on their properties. 

Additionally, the inclusion of compound 20 provides a basis for evaluating differences 

between the two perfluorinated derivatives, thereby offering further insights into the 

influence of fluorination on molecular behaviour. By examining their UV-vis absorption 

spectra, and electrochemical behaviour, we aim to assess the impact of fluorinated 

chains on the electronic and structural properties of these NDI derivatives. This 

comparison will shed light on how fluorination and chain length influence key 

parameters such as ionisation potential, electron affinity, and aggregation behaviour 
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in NDI derivatives. The optoelectrical properties of compounds 15 and 20 are outlined 

in Table 4.1 with compound 9 and C8NDI as comparisons.  

UV-vis spectroscopy was used to determine the optical absorption properties as well 

as the optical band gap of the different derivatives. NDIs have a characteristic 

absorbance band with two maxima due to the presence of π-π* transitions, which 

should be observed for all four compounds. The side chains are not electronically 

connected to the naphthalene core and therefore their influence on the bandgap 

should be minimal. All UV-vis data presented herein was recorded in solution. Any 

attempts to record data on spin coated and drop cast films were unsuccessful due to 

unsurmountable film inhomogeneities that made reliable data acquisition impossible. 

The solution UV-vis spectra of all three compounds are shown in Figure 81. Three 

distinct absorption peaks can be derived for all four compounds. The peaks at 379-

382 nm, 362-359 nm and 345-341 nm appear due to the NDIs π-π* transitions and 

the vibrational fine structure133. These values are in accordance with the literature of 

other similar NDIs133, 201, 202. Compound 15 shows an addition peak at around 400 nm. 

This peak is most likely due to the presence of aggregates in solutions which may self-

assemble into planar conformation203, this was observed by Insuasty et al where the 

varying length of alkylated NDIs show a bathochromic shift and a loss of fine features 

 

Figure 80: Structure of Compound 9, C8NDI, 15 and 20. 
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with the addition of water as an anti-solvent147. From the UV-vis absorption spectrum 

in Figure 64 the onset of absorptions (λonset) where estimated to be 395, 398, 398 and 

397 nm for compound 15, compound 9, C8NDI and compound 20 respectively. From 

the λonset the optical band gap can be calculated using equation 12 from section 3.6.3 

Optoelectronic properties of compounds 9 and 11. Using this calculation the optical 

band gaps were 3.15, 3.12, 3.12 and 3.13 eV for compound 15, compound 9, C8NDI 

and compound 20 respectively. 

The electron affinities were established electrochemically. Figure 82 shows the cyclic 

voltammograms of compound 15, compound 9, C8NDI and compound 20 all in 

dichloromethane referenced to the potential of an Ag/Ag+ electrode. Each compound 

was scanned five times, with each successive scan reducing in intensity most likely 

related to the compound slowly breaking down in solution. Compound 9, C8NDI and 

20 show a fully reversible reduction with an anodic peak potential taken from the first 

reduction, the peak maxima was (Epa) = -1.1 V, -1.2 V and -1.1 V respectively. These 

 

Figure 81: UV-vis. absorption spectrum of compound 15, compound 9 and C8NDI in chloroform.  
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compounds have a reduction proceeded with two consecutive one-electron 

processes, initially there is a radical-anion generation followed by the transition of this 

radical-anion into a dianion typically seen for NDIs152, 153. Compound 15 differs from 

the others as it has a reduction peak which is irreversible at Epa = -1.0 V. The redox 

potential for compound 15 appears to be must slower this may be a result aggregation 

which was seen during the UV-vis spectra. In the UV-vis there is a peak observed 

around 400 nm due to aggregation of compound 15204. The tendency for compound 

15 to aggregate may be causing either the compound to become absorbed into the 

electrode, this can then cause the electron transfer rate constant to be much slower 

leading to an irreversible reduction peak205, or the tight packing reduces the effects of 

the charges to penetrate aggregate clusters. The electron affinity values were 

estimated from the first onset of reduction (Eonset) at -4.03 eV, -3.92 eV, -3.92 eV and 

-3.97 eV for compound 15, compound 9, C8NDI and compound 20 respectively. These 

 

Figure 82: a) Cyclic voltammogram of compound 9, compound 15, compound 20 and C8NDI in a 

solution of dichloromethane solution with 0.1 M TBAPF6 electrolyte between 0 and -1.5 V. 

Referenced to Ag/Ag+ electrode with a platinum wire counter electrode and glassy carbon working 

electrode.  
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values were estimated using equation 11 from section 3.6.3 Optoelectronic properties 

of compounds 9 and 11. 

Furthermore, the ionisation potentials were calculated by taking the optical band gap 

away from the electron affinity generating -7.18 eV for compound 15, -7.04 eV for 

compound 9, -7.04 eV for the C8NDI and finally -7.10 eV for compound 20. All of the 

results are summarised in Table 4.1 and the ionisation potential and electron affinity 

can be observed in Figure 83. The choice of side chain has a measurable impact on 

the electronic and optical properties of NDI derivatives. While the core electronic 

structure remains largely consistent, as indicated by the relatively small changes in 

 

Figure 83: Ionisation potential and electron affinity of compounds 15, 9, C8NDI and 20 measured 

by UV-vis and CV.  

7 1 C8NDI 12

-7.5

-7.0

-6.5

-6.0

-5.5

-5.0

-4.5

-4.0

-3.5

E
n
e
rg

y
 L

e
v
e
l 
(e

V
)

-4.03
-3.92 -3.92 -3.97

-7.10-7.04-7.04
-7.18

15
9 20C8NDI

Table 4.1. Electrochemical and optical properties of compound 9, C8NDI 
compound 15 and compound 20. 

 

Compound Epa [a] 

(V) 
Eonset 

[a]  
(V) 

λmax 
[b]

 

(nm) 
λonset 

[b] 
(nm) 

Optical 
band gap 
[c] (eV) 

Electron 
Affinty [d] 
(eV) 

Ionisation 
potential  
[e] (eV) 

9 -1.1 -0.88 381 398 3.12 -3.92 -7.04 

C8NDI -1.2 -0.88 382 398 3.12 -3.92 -7.04 

15 -1.0 -0.77 380 395[f] 3.15 -4.03 -7.18 

20 -1.1 -0.83 382 397 3.13 -3.97 -7.10 
[a] From solution cyclic voltammetry using glassy carbon working electrode, platinum wire counter 
electrode and Ag/Ag+ reference electrode. Values are reported from the 2nd cycle. [b] From solution 
UV-vis absorption spectroscopy in chloroform. [c] Estimated from λonset. [d] Estimated from the 
electrochemical onset of reduction (Eonset). [e] Estimated using equation Electron Affinity = Ionisation 

potential – Optical band gap. [f] calculated from the trendline of the λonset.   
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reduction potentials and band gaps, the introduction of fluorinated and branched side 

chains subtly tunes key properties such as electron affinity, ionisation potential, and 

reduction onset. These changes suggest that the fluorinated side chains, in particular, 

enhance the electron-accepting characteristics of the NDI core, most likely increasing 

its ambient stability. Overall, the structural modifications via side chain variation offer 

a valuable means of fine-tuning the properties of NDIs for targeted applications, 

especially where stability and electron transport are essential. 

To evaluate the performance of the NDI derivatives, organic electrochemical 

transistors (OECTs) were fabricated and tested. Each compound (9, C8NDI, 15, and 

20) was spin-coated onto indium tin oxide (ITO) glass slides fitted with 

polydimethylsiloxane (PDMS) wells. The wells were filled with a sodium chloride 

solution, with an Ag/AgCl electrode serving as the gate immersed in the solution, while 

the source and drain contacts were established on the ITO electrodes. However, the 

resulting data did not exhibit any discernible OECT characteristics, indicating poor 

device performance. This suboptimal behaviour is most likely attributed to the poor 

morphology of the NDI films, which appeared cracked and nonuniform upon 

inspection. Such morphological defects likely led to device shorting, rendering the 

results inconclusive. 

4.3.2 Thermal Properties of Compound 15 and Compound 20 

In this section, we explore the thermal properties of compounds 15 and 20, focusing 

on their phase transitions and stability as influenced by their fluorinated side chains. 

Thermogravimetric analysis and DSC were employed to assess the impact of linear 

versus branched fluorinated chains on the NDI core. By comparing these results with 

compounds 9 and C8NDI, we aim to understand how fluorination affects 

intermolecular interactions, phase transitions, and overall material stability, providing 

insights into the structure-property relationships of these semiconducting materials. 

The thermogravimetric analysis (TGA) comparing (Figure 84) compound 20 and 

compound 15 reveals key insights into their thermal stability and degradation 

behaviour, especially when compared to other compounds such as compound 9 and 

C8NDI. Compound 20 demonstrated higher thermal stability, as it began losing at 

around 233 °C, while compound 15 started degrading slightly earlier, with mass loss 

initiating at a lower temperature of 217 °C. When compared to compound 9, which 
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degraded around 274 °C, both compound 15 and compound 20 showed similar but 

slightly different thermal behaviours, with compound 20 being more stable. In contrast, 

C8NDI, which began degrading at 350 °C, demonstrating the highest thermal stability 

among all compounds discussed. This trend is in line with data that show an increase 

in chain length tends to enhance thermal stability, as longer chains often exhibit 

stronger intermolecular forces and greater resistance to thermal degradation151. As 

seen in C8NDI and compound 20, the increased chain length correlates with higher 

degradation temperatures, making these compounds more stable at high-

temperatures compared to compound 9 and compound 15.  

DSC was employed to understand the effect fluorinated side chains can have on the 

phase properties of different NDI derivatives. NDIs have shown complex phase 

behaviours as shown by Milita et al. when analysed alkalising NDIs146. The second 

heating and first cooling traces are displayed in Figure 85 for compound 15. The 

heating cycle peak at 50.2 °C with an associated enthalpy change of 2.5 J g-1 which 

 

Figure 84: Thermogravimetric analysis (TGA) curves, showing mass loss (%) as a function of 

temperature for compounds 15 and 20. TGA was carried out in N2 at 10 ˚C min-1 between 50-800 ˚C 

for compound 15 and between 50-500 ˚C for compound 20. Negligible weight loss is seen past 500 

˚C for compound 15. 
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is likely a solid-solid transition due to the low enthalpy, followed by a broad melt at 226 

°C with an associated enthalpy change of 45.9 J g-1. Additionally, these traces occur 

at much higher temperatures when compared to the traces acquired for compound 9  

between 59-68 °C with a change in enthalpy of 84.6 J g-1and 48.9 J g-1respectively 

and traces for C8NDI at 183°C a change in enthalpy of 61.2 J g-1 151. This could be 

possibly due to the increased interactions that occur between C-F bonds due to the 

larger dipoles which was observed when Fei et al. substituted hydrogen for fluorine206. 

Additionally, the repulsion between adjacent fluorine atoms could possibly reduce the 

associated enthalpy change forming less efficiently ordered crystals when compared 

to compound 9 and C8NDI where the associated enthalpies are higher.  

During the cooling cycle of compound 15, the first crystallisation occurs at 214 °C with 

a change in enthalpy of 32.3 J g-1. As shown in Figure 86 this occurs as a “loop”, this 

can occur when a compound heats as crystallisation occurs causing the temperature 

to increase. These peaks can arise in compounds that can form supercooled liquids. 

Supercooled liquids do not solidify immediately after cooling below their melting 

temperature. The supercooled state is an unstable phase and the results 

 

Figure 85: DSC traces measured on 15 powder, upon heating, subsequent cooling (red and blue 

traces respectively). 
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crystallisation is a rapid energic process resulting in the “self-heating” of the sample207. 

If the heat flow is plotted against time, then the peak will appear as normal seen in 

Figure 85. The “loop” can only occur when using TA instruments due to their patented 

Tzero™ technology. Alternative instruments assume the contributions from the 

sample and reference sensor total heat flow cancel each other out. The data is then 

ac uired using a thermal e uivalent of Ohm’s Law relating heat flow to differential 

temperature: 

 
𝑞 =  

∆𝑇

𝑅
 

(18) 

Where q is sample heat flow, ΔT temperature difference between the reference and 

sample and R is the resistance of the thermoelectric disk. In reality, the resistance and 

capacitance of each sensor produce imbalances. To account for these imbalances TA 

instruments have employed their Tzero™ cell design which uses a four-term heat flow 

expression208: 

q =  −
∆𝑇

𝑅𝑟
+ ∆𝑇0 (

1

𝑅𝑠
−

1

𝑅𝑟
) + (𝐶𝑟 − 𝐶𝑠)

𝑑𝑇𝑠

𝑑𝑡
− 𝐶𝑟

𝑑∆𝑇

𝑑𝑡
 

(19) 

The first term is equivalent to the conventional term seen in equation 18. The following 

two terms account for the thermal resistance (resistance of sample (Rs), and reference 

(Rr)) and capacitance imbalances (capacitance of sample (Cs), and reference (Cr)) 

between the sample and the reference cell. The fourth term accounts for the heating 

rate differences between the sample and the reference. These loops occur when the 

compound has a highly energetic fusion. When a highly energic fusion occurs, it can 

cause the sample to self-heat rapidly. This is expressed by the DSC thermogram as a 

“loop” because with the four-term heat flow equation the difference between the 

sample and reference pan is recorded. Hence the instrument can identify the rapid 

increase in heat of the sample pan as the reference pan will remain the same. The 

second crystallisation is sharp at 212 °C with a change in enthalpy of 10.3 J g-1 with 

the same “loop” features.  
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Compound 20s phase transitions occur at elevated temperatures compared to 

compound 9 and C8NDI. It is probable that this is due to the formation of C-F⋯F-C 

solid state interactions that occur between the fluorinated end groups209. Where the 

compound differs heavily from the other NDIs is the melting and crystallisation traces. 

Both compound 9 and linear alkylated NDI have sharp melts whereas compound 15 

has a broad melt. Comparatively in literature similar melt (227 °C) and crystallisation 

(217 °C) results are observed with slightly longer fluorinated chains in 

NDI(C2H4C8F19)172. Additionally, compound 15 has two sharp crystallisations. These 

peaks are most likely related to crystallisation events one related to the ordering of the 

NDI core and the other relating to the ordering of the fluorinated side chains. In 

literature, a crystal structure has been reported for NDI(CH2C7F15) expressing a 

herring bond motif with no other polymorphs210. The enthalpies of compound 15 

suggest that the two separate crystallisations are most likely related to the second melt 

as the first melt enthalpy is much lower than either of the crystallisation enthalpies. 

 

Figure 86: DSC traces measured on 15 powder, during the first cooling cycle. The heat flow to 

plotted against time where the colling trace of compound 15 no longer expresses the “loop” 

characteristics 
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This initial melt peak could be related to a reorganisation of the side chains sometimes 

expressed as a melting peak in DSC211.   

Compound 20 has a peak at 50 °C with an associated enthalpy change of 1.5 J g-1 

and a broad melt at 226 °C similar to compound 15 with an associated enthalpy of 

fusion 20.8 J g-1 as seen in Figure 87 these peaks are most likely related to a solid-

solid phase transition. The first and second crystallisations are also identical to 

compound 15 at 214 °C and 212.7 °C with a change in enthalpy of 16.8 J g-1 and 2.5 

J g-1 respectively. The first crystallisation also expresses the same “loop” characteristic 

seen with compound 15. The similarities observed between compound 15 and 

compound 20 suggests that the phase transitions are largely driven by the side chains 

with Figure 87 displaying a comparison between all the heating a cooling cycles. 

Compound 15 enthalpy changes are close to double that of compound 20, where 

compound 20 requires half the amount of energy required to order the structure.   

 

Figure 87: DSC traces measured on 20 powder, upon heating, subsequent cooling (red and blue 

traces respectively). 
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Compound 20 has a third crystallisation peak as at 212.4 °C with a change in enthalpy 

of 0.9 J g-1. This could indicate that the first two crystallisations are linked to the 

ordering of the fluorinated side chains as these are also present for compound 15. The 

third crystallisation may be due to the organisation of the alkyl branching point, as this 

is the main differentiating structural feature of compound 20. The first melt similar to 

compound 15 doesn’t correlate to the crystallisation peaks as the enthalpies are vastly 

different suggesting the crystallisations are related to the second melt. As mentioned 

with compound 15 the initial melt could be related to side-chain reorganisation. 

The DSC data reveals that compounds 15 and 20 exhibit intriguing crystallisation 

behaviours, presenting a promising avenue for further investigation. These 

crystallisation properties can be systematically manipulated through the application of 

the non-contact vapour-guided deposition technique detailed in Chapter 3. Future 

work will focus on transitioning to fluorinated solvents, enabling a more comprehensive 

exploration of the crystallisation phenomena observed in the DSC analysis. This 

approach has the potential to enhance our understanding of the interplay between 

deposition conditions and material properties, advancing the development of tailored 

crystallisation processes for high-performance organic semiconductors. 
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Figure 87: Comparison of DSC traces of Compound 9, 15 and 20. 2nd heating trace (top) with 

C8NDI melt temperature and 1st cooling traces (bottom) with C8NDI crystallisation temptrure.  
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4.4 Conclusion & Outlook 

This chapter outlines the synthesis, characterisation, and analysis of both linear and 

branched perfluorinated NDI derivatives. The aim was to evaluate the impact of 

fluorinated side chains on the phase and optoelectronic properties of NDI compounds, 

whilst also understanding how side chains affect their deposition and crystallisation. 

The phase properties of the synthesised NDIs were analysed using DSC. Compound 

15 exhibited a broad melting transition at 226°C and two distinct crystallisation peaks 

at 214 °C and 212 °C, indicative of the formation of two polymorphs. This behaviour 

was attributed to the strong dipole interactions between the C-F bonds. In contrast, 

compound 20 displayed an additional crystallisation peak at 212.4 °C, suggesting the 

presence of three distinct polymorphs. The change in enthalpy for the melting and 

crystallisation of compound 20 was approximately half that of compound 7, highlighting 

the influence of branched fluorinated chains on the crystallisation behaviour. 

The optoelectronic properties were examined through UV-Vis spectroscopy and cyclic 

voltammetry. Both compounds 15 and 20 showed similar absorption peaks 

corresponding to the π-π* transitions of the NDI core, with no significant shifts due to 

the fluorinated side chains. However, electrochemical analysis revealed differences in 

their reduction behaviour. Compound 15 exhibited an irreversible reduction peak, 

while compound 20 showed two fully reversible reductions, highlighting the impact of 

molecular structure on electronic properties. The calculated electron affinity and 

ionisation potential energy levels for both compounds confirmed their suitability for 

semiconductor applications, with slight variations reflecting the influence of the 

fluorinated side chains. 

The comparison between the linear and branched fluorinated NDIs reveals significant 

insights into their phase and optoelectronic properties. The presence of fluorinated 

side chains, whether linear or branched, elevates the phase transition temperatures, 

attributed to C-F interactions. However, the branched structure introduces additional 

complexity in crystallization behaviour, as evidenced by the presence of an additional 

polymorphs and varied enthalpy changes. Optoelectronically, compound 20 exhibited 

more stable reduction behaviour compared to compound 15, suggesting that 

branching may enhance the stability of electronic states. 
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While this study has successfully synthesised and characterised new perfluorinated 

NDIs, further work is needed to optimise the synthesis process, particularly to address 

miscibility issues that affect yields. Additionally, obtaining crystal structures of the new 

compounds would provide deeper insights into their crystals behaviour. Due to time 

restraints, the deposition behaviours were never obtained. This also would have been 

insightful in obtaining more information into the polymorphic nature of these 

compounds and could have explored ways to obtain different polymorphs.  

The fluorinated compound introduced in Chapter 4 will be integrated into the novel 

non-contact vapour-guided deposition technique elaborated in Chapter 3 to explore 

the unique properties and applications of fluorinated organic semiconductors. By 

employing fluorinated solvents during the deposition process, the study aims to 

investigate how these solvents influence the crystallisation dynamics and molecular 

alignment of the fluorinated compound. This modified approach is anticipated to yield 

insights into the interplay between solvent composition and the self-assembly of 

fluorinated materials, potentially enhancing control over crystal growth and improving 

the uniformity and electronic properties of the resulting films. This integration 

underscores the adaptability of the deposition method and its utility in advancing the 

design of high-performance organic electronic devices.  
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5. Conclusions and Outlook 

This thesis has investigated the design, synthesis, and application of organic 

semiconductors, with a particular focus on leveraging non-contact vapour-guided 

deposition as a novel technique for achieving enhanced crystallisation control. 

Through the systematic exploration of molecular design and deposition strategies, the 

research has provided critical insights into the relationships between structural 

modifications, crystallisation behaviour, and electronic properties of organic 

semiconductors. 

Chapter 3 began with the synthesis of water-soluble PDI derivatives; however, 

challenges with purification impeded their application despite promising preliminary IR 

data. These challenges highlighted the need for further optimisation of synthesis 

techniques. Subsequently, the focus shifted to NDIs with smaller aromatic cores to 

reduce aggregation tendencies. Compound 8 demonstrated some promising 

deposition results but lacked sufficient water solubility, prompting a transition to glycol-

based end groups to improve solubility. This shift led to the successful synthesis of 

compounds 9, 10, and 11, offering a comparative framework for evaluating the effects 

of glycol chain length on crystallisation behaviour. Compounds 9 and 10 exhibited 

needle-like crystal formation, whereas compound 11, with longer glycol chains, failed 

to produce significant crystals. Differential scanning calorimetry revealed that longer 

glycol chains increased melting and crystallisation temperatures, while all compounds 

exhibited cold crystallisation a phenomenon absent in alkyl and fluorinated derivatives. 

These findings underline the profound impact of subtle molecular modifications on self-

assembly and crystallisation behaviour. 

The development of the non-contact vapour-guided deposition technique emerged as 

a cornerstone of this work. Utilising surface tension gradients to guide droplet 

movement, this method enabled the formation of highly ordered single crystals 

comparable to those obtained via traditional evaporation techniques. By separating 

single crystals through directed droplet motion, the technique offers a scalable and 

reproducible approach to crystallisation control, holding significant potential for high-

performance organic semiconductor fabrication. 

Chapter 4 shifted focus to the synthesis and characterisation of novel fluorinated NDI 

derivatives, revealing their distinct crystallisation behaviours as evidenced by DSC 
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data. Compound 20 exhibited significantly higher solubility than compound 15, with 

both compounds displaying unique crystallisation profiles. While compound 15 formed 

well-ordered crystals with a high enthalpy of fusion exceeding 40 J g⁻¹, compound 20 

exhibited a reduced enthalpy of fusion, likely attributable to its fluorinated end groups 

rather than differences in the NDI core. These findings underscore the influence of 

fluorinated substituents on crystallisation dynamics and highlight the potential of 

fluorinated solvents to further refine these properties. This chapter establishes a 

foundation for future studies to tailor the properties of fluorinated organic 

semiconductors. Additionally these findings highlight the potential of fluorinated 

solvents to further refine these properties though the use of the novel non-contact 

vapour guided deposition technique. This chapter establishes a foundation for future 

studies to tailor the properties of fluorinated organic semiconductors. 

In conclusion, this research contributes both fundamental understanding and practical 

advancements to the field of organic semiconductors. By addressing critical 

challenges in crystallisation control and demonstrating the utility of innovative 

deposition methods, this thesis lays the groundwork for the continued evolution of 

organic electronics. The methodologies and findings presented here provide a robust 

platform for future research, fostering innovation in the design and fabrication of next-

generation organic electronic materials and devices. 

The successful application of the vapour-guided deposition technique across a range 

of organic semiconductors underscores its versatility and potential for broad adoption 

in the organic electronics industry. As the field continues to evolve, the approaches 

and discoveries outlined in this thesis are poised to play a pivotal role in driving the 

development of more efficient, scalable, and environmentally sustainable electronic 

technologies. By combining advanced molecular design with cutting-edge deposition 

techniques, this work establishes a foundation for the future of organic electronic 

materials and devices.  
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6. Experimental Procedures 

6.1 General Experimental 

Reactions were carried out or prepared using standard Schlenk line techni ues 

under a positive flow of N2. All chemicals and solvents were purchased from Sigma-

Aldrich, Honeywell, Merck, Manchester Organics, Fluorochem, Fisher Scientific or 

Tokyo Chemical Industry UK Ltd. All glassware was dried in a vacuum over at 120 °C 

for a minimum of 2 hours. Flash column chromatography was carried out using C60 

silica gel and thin layer chromatography (TLC) purification analyses performed on 

C60 silica F254 plates, developed using a UV lamp (λ   336 nm).  

Nuclear magnetic resonance spectroscopy (NMR) - 1H, 13C and 19F NMR 

experiments were performed using Bruker Avance 400, 500, 600 or 700 MHz 

spectrometers. Spectra were processed and analysed using MestreNova software, 

with all chemical shifts (δ) being reported relative to the solvent peak (CDCl3: δ 7.26, 

77.2 ppm; DMSO-d6: δ 2.50, 39.5 ppm; Water (D2O), δ 3.45). 

Fourier transform infrared spectroscopy (FTIR) - carried out using Shimadzu 

IRTracer-100 FTIR spectrometer on solid samples. The compound in Chapter 4 was 

drop cast onto low iron glass slides in water and chloroform. 

Mass Spectrometry (MS) - Electrospray ionisation (ESI) mass spectrometry 

experiments were carried out on Waters LCT Premier Q-TOF and Waters UPLC-

SQD mass spectrometers by Dr. Kersti Karu. 

Thermal gravimetric analysis (TGA) - measurements were performed using TA 

Waters TGA5500 with platinum bails under a positive flow of N2 (50 mL min-1) at a 

rate of 10 °C min-1 between 50 and 850 °C 

Differential Scanning calorimetry (DSC) - was conducted using DSC2500 (TA 

Waters) with li uid nitrogen to modulate temperature. The instrument was calibrated 

against sapphire and indium. Samples were recorded under helium (25 mL min-1) in 

aluminum Tzero pans at a rate of 10 C min-1. Some reported DSC scans are the 

second scan, where the first scan involved removal of thermal history, some are the 

first and second scans. All DSCs display which scans they are and the values 

reported are the peak maxima.  

Surface measurements - were conducted on a Dektak T Surface Profiler.  

Elemental Analysis - Samples are weighed using Mettler Toledo high precision 

scale and analysed using ThermoFlash 2000 by Dr O. McCullough 

UV-Visible-NIR Spectroscopy - carried out using a Shimadzu UV-3600i Plus 

spectrometer for solution and thin film samples between 300 – 1000 nm against a 

blank reference. Solutions were prepared between 0.001-0.1 mg mL-1 concentration. 

Drop cats were prepared from 1 mg mL-1 solutions on glass substrates. 

Cyclic Voltammetry (CV) - using a Metrohm Autolab Potentiostat (PGSTAT101), 

electrochemical measurements were conducted using 0.1 M tetrabutylammonium 
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hexafluorophosphate in dichloromethane (degassed with N2) as the electrolyte. 

Glassy carbon was used as the working electrode, platinum as the counter electrode 

and a Ag/AgCl reference electrode. 

Thermal gravimetric analysis (TGA) - measurements were performed using TA 

Waters TGA5500 with platinum HT bails under a positive flow of N2 (50 mL min-1) at 

a rate of 10 ˚C min-1 between 50 and ending at either 500 or 850 ˚C. 

Contact Angle Measurements – using a  elux 1.6-megapixel camera (Thorlabs), 

images of 0.5 µL droplets of water were captured. For each surface four images 

were collected for analysis. The contact angles were measured using ImageJ 

software. 

X-ray Diffraction -  Single colourless lath-shaped-shaped crystals of 

2022NCS0592_1a were The crystal was chosen from the sample as supplied.. A 

suitable crystal 0.39×0.04×0.02 mm3 was selected and mounted on a MITIGEN 

holder in oil on a Rigaku 007HF e uipped with ArcSec VHF Varimax confocal mirrors 

and a UG2 goniometer and HyPix 6000HE detector. The crystal was kept at a steady 

T   100.00(10) K during data collection. The structure was solved with the Shel T 

2018/2212 structure solution program using the using dual methods solution method 

and by using Olex2 1.3213 as the graphical interface. The model was refined with 

version 2018/3 of Shel L 2018/3214 using full matrix least s uares minimisation on 

F2 minimisation. 

6.2 Experimental Procedure for Chapter 3  

All PDIs were deprotonated using sodium carbonate to a pH of 9-11then went 

through additional purification via Spectrum™ Spectra/Por™ Biotech Cellulose Ester 

(CE) Dialysis Membrane Tubing at 0.5 kDa in a 5 L beaker three times over 72 

hours. All NMRs are after going through dialysis and thus do not contain carboxylic 

acids protons.  

2,2'-(1,3,8,10-tetraoxo-1,3,8,10-tetrahydroanthra[2,1,9-def:6,5,10-

d'e'f']diisoquinoline-2,9-diyl)disuccinic acid (1) 
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3,4,9,10-Perylene tetracarboxylic acid dianhydride (0.19 g, 0.5 mmol), L-aspartic 

acid (0.14 g, 1.1 mmol) and imidazole (1 g) were added into a two necked round 

bottom flask with DMF (50 mL) and heated at 120 °C for 4 hours. The reaction 

mixture was cooled then  uenched with water and filtered. The filtrate was acidified 

with 2.0 M HCl and the precipitate was filtered and washed with water several times, 

then with methanol, dried under vacuum to give the final products. 1H NMR (400 

MHz, DMSO) δ 8.47 (s, 8H, ArH), 6.07 (dd, J   8.6, 4.6 Hz, 2H, CON-CH2), 2.84 (dd, 

J   15.9, 4.4 Hz, 2H, HOOC-CH2CH). 

2,2'-(1,3,8,10-tetraoxo-1,3,8,10-tetrahydroanthra[2,1,9-def:6,5,10-

d'e'f']diisoquinoline-2,9-diyl)bis(3-hydroxybutanoic acid) (2) 

 

3,4,9,10-Perylene tetracarboxylic acid dianhydride (0.2g, 0.5 mmol), L-Threonine 

(0.1191g, 1 mmol) and imidazole (1 g) were added into a two necked round bottom 

flask with DMF (50 ml) and heated at 110 °C for 20 h. The reaction mixture was 

cooled then  uenched with water and filtered. The filtrate was acidified with 2.0 M 

HCl and the precipitate was filtered and washed with water several times, then with 

methanol, dried under vacuum to give the final products. 1H NMR (600 MHz, DMF) δ 

8.90 (s, 8H, ArH), 5.70 (d, J   8.8 Hz, 2H, CON-CH2), 4.88 – 4.83 (m, 2H, CHCH3), 

1.45 (s, 6H, CHCH3). 

2,2'-(1,3,8,10-tetraoxo-1,3,8,10-tetrahydroanthra[2,1,9-def:6,5,10-

d'e'f']diisoquinoline-2,9-diyl)bis(3-hydroxypropanoic acid) (3) 
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3,4,9,10-Perylene tetracarboxylic acid dianhydride (0.1 g, 2.5 mmol), L-Serine (0.54 

g, 5.2 mmol) and imidazole (2.5g) were added into a two necked round bottom flask 

with DMF (100 mL) and heated at 110 °C for 20 h. The reaction mixture was cooled 

then  uenched with water and filtered. The filtrate was acidified with 2.0 M HCl and 

the precipitate was filtered and washed with 2.0 M HCl several times, then with 

methanol, dried under vacuum to give the final products.1H NMR (600 MHz, DMSO) 

δ 7.95 (s, 8H, ArH), 5.76 – 5.71 (m, 2H, CON-CH2), 4.17 – 4.12 (m, 4H, OHCH2CH), 

1.22 (s, 2H). 

3,3'-(1,3,8,10-tetraoxo-1,3,8,10-tetrahydroanthra[2,1,9-def:6,5,10-

d'e'f']diisoquinoline-2,9-diyl)dipropionic acid (4) 

 

3,4,9,10-Perylene tetracarboxylic acid dianhydride (1 g, 2.5 mmol), β-alanine (0.47 g, 

5.2 mmol) and imidazole (2 g) were added into a two necked round bottom flask with 

DMF (100 mL) and heated at 110 °C for 20 h. The reaction mixture was cooled then 

 uenched with water and filtered. The filtrate was acidified with 2.0 M HCl and the 

precipitate was filtered and washed with 2.0 M HCl several times, then with 

methanol, dried under vacuum to give the final products (1.215 g). 1H NMR (500 

MHz, DMSO) δ 8.55 (s, 8H, ArH), 5.75 – 5.71 (m, 4H, CON-CH2), 2.59 (s, 4H, 

CH2CH2COOH). 
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2,2'-(1,3,8,10-tetraoxo-1,3,8,10-tetrahydroanthra[2,1,9-def:6,5,10-

d'e'f']diisoquinoline-2,9-diyl)bis(3-(4-hydroxyphenyl)propanoic acid) (5) 

 

3,4,9,10-Perylene tetracarboxylic acid dianhydride (1g, 2.5 mmol), L-Tyrosine (0.86 

g, 4.7 mmol) and imidazole (2.5 g) were added into a two necked round bottom flask 

with DMF (100 mL) and heated at 110 °C for 20 h. The reaction mixture was cooled 

then  uenched with water and filtered. The filtrate was acidified with 2.0 M HCl and 

the precipitate was filtered and washed with 2.0 M HCl several times, then with 

methanol, dried under vacuum to give the final products.1H NMR (600 MHz, DMSO) 

δ 8.23 (s, 8H, ArH), 7.05 (d, J   7.4 Hz, 4H, ArH), 6.56 (d, J   8.6 Hz, 4H), 5.91 (dd, 

J   10.2, 5.6 Hz, 2H, CON-CH2), 3.51 (dd, J   14.1, 5.3 Hz, 3H, ArCH2CH). 

2,2'-(1,3,8,10-tetraoxo-1,3,8,10-tetrahydroanthra[2,1,9-def:6,5,10-

d'e'f']diisoquinoline-2,9-diyl)bis(4-(methylthio)butanoic acid) (6) 
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3,4,9,10-Perylene tetracarboxylic acid dianhydride (0.48g, 1 mmol), L-Methionine 

(0.39g, 2.6 mmol) and imidazole (1 g) were added into a two necked round bottom 

flask with DMF (100 ml) and heated at 110 °C for 20 h. The reaction mixture was 

cooled then  uenched with water and filtered. The filtrate was acidified with 2.0 M 

HCl and the precipitate was filtered and washed with water several times, then with 

methanol, dried under vacuum to give the final products. 1H NMR (500 MHz, DMSO) 

δ 12.99 (s, 2H), 8.17 (s, 8H, ArH), 5.71 (s, 2H, CON-CH2), 2.66 (s, 3H CHCH2CH2), 

2.33 (dd, J   14.7, 7.4 Hz, 2H, SCH2CH2), 2.10 (s, 5H, SCH3). 

2,2'-(1,3,8,10-tetraoxo-1,3,8,10-tetrahydroanthra[2,1,9-def:6,5,10-

d'e'f']diisoquinoline-2,9-diyl)bis(3-mercaptopropanoic acid) (7) 

 

3,4,9,10-Perylene tetracarboxylic acid dianhydride (1 g, 2.5 mmol), Cysteine (0.63 g, 

5.2 mmol) and imidazole (2 g) were added into a two necked round bottom flask with 

DMF (100 mL) and heated at 110 °C for 20 h. The reaction mixture was cooled then 

 uenched with water and filtered. The filtrate was acidified with 2.0 M HCl and the 

precipitate was filtered and washed with 2.0 M HCl several times, then with 

methanol, dried under vacuum to give the final products. 1H NMR (400 MHz, DMSO) 
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δ 8.36 (dd, J   48.3, 8.7 Hz, 7H, ArH), 5.73 (dd, J   8.5, 4.5 Hz, 2H, CON-CH2), 2.64 

(d, J   2.8 Hz, 4H, SHCH2CH). 

3,3'-(1,3,6,8-tetraoxo-1,3,6,8-tetrahydrobenzo[lmn][3,8]phenanthroline-2,7-

diyl)dipropionic acid (8) 

 

1,4,5,8-Naphthalenetetracarboxylic dianhydride (2 g, 7.6 mmol) and B-alanine (1.6 g, 

18.7 mmol) were dissolved in DMF (250 mL) and heated at 100oC for 4 hours. The 

black reaction mixture was cooled to room temperature, and the solvent was 

evaporated under vacuum. Water (150 mL) was added, and the resulting solids were 

filtered and washed with acetone. 1H NMR (600 MHz, DMSO) δ 8.62 (s, 4H, ArH), 

4.26 (t, J   7.8 Hz, 4H, CON-CH2), 2.63 (t, J   7.8 Hz, 4H, CH2CH2COOH). 

 

2,7-bis(2-(2-(2-methoxyethoxy)ethoxy)ethyl)benzo[lmn][3,8]phenanthroline-

1,3,6,8(2H,7H)-tetraone (9) 

 

1,4,5,8-Naphthalenetetracarboxylic dianhydride (0.5 g, 1.87 mmol) was added to 50  

mL of DMF under a nitrogen atmosphere in a single necked round bottom flask. 2-(2-

(2-Methoxyethoxy)ethoxy) ethanamine (0.6 g, 4.5 mmol) was then added to the 

mixture and heated to 100 °C for 20 hours. The brown mixture was then evaporated 

to dryness under vacuum. The product was then purified via column chromatography 

using ethyl acetate and 2-8% methanol (0.73g, 70%). MS (ESI) m/z calc’d for 
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C28H34N2O10 [M+H]+: 558.22; found 558.22;1H NMR (400 MHz, CDCl3) δ 8.74 (s, 

4H, ArH), 4.46 (t, J   5.9 Hz, 4H, CON-CH2), 3.85 (t, J   5.9 Hz, 4H, CON-CH2CH2), 

3.71 (t, J   4.9 Hz, 4H, CO-CH2CH2CO), 3.63 – 3.59 (m, 4H, CO-CH2CH2CO), 3.57 

(d, J   4.8 Hz, 4H, CO-CH2CH2CO)), 3.48 – 3.44 (m, 4H, CO-CH2CH2CO), 3.31 (s, 

6H, CO-CH3).13C NMR (101 MHz, CDCl3) δ 162.96 (CONH), 131.05 (ArC), 126.84 

(ArC), 126.70 (ArC), 71.95 (CON-CH2), 70.73 (COCH2-CH2), 70.60 (COCH2-CH2), 

70.19(COCH2-CH2), 67.87 (COCH2-CH2), 59.10 (COCH2-CH2), 39.66 (CH2-CH3). 

2,7-bis(2-(2-methoxyethoxy)ethyl)benzo[lmn][3,8]phenanthroline-

1,3,6,8(2H,7H)-tetraone (10)  

 

1,4,5,8-Naphthalenetetracarboxylic dianhydride (0.2 g, 0.75 mmol) and 2-(2-

methoxyethoxy)ethan-1-amine (0.2 g, 1.67 mmol) were dissolved in DMF (20ml) and 

heated at 120  °C for 24 hours. The orange reaction mixture was cooled to room 

temperature. The solvent was removed under vacuum. The crude product was 

recrystalised from DMF (0.12 g, 35%) MS (ESI) m/z calc’d for C24H26N2O8 [M+H]+: 

470.17; found 471.17; 1H NMR (400 MHz, CDCl3) δ 8.74 (s, 4H, ArH), 4.46 (t, J   5.9 

Hz, 4H, CON-CH2), 3.86 (t, J   5.9 Hz, 4H, CON-CH2CH2), 3.71 – 3.67 (m, 4H, CO-

CH2CH2CO), 3.52 – 3.47 (m, 4H, CO-CH2CH2CO), 3.28 (s, 6H, CO-CH3). 13C NMR 

(101 MHz, CDCl3) δ 162.97 (CONH), 131.03 (ArC), 126.82 (ArC), 126.71 (ArC), 

72.02 (CON-CH2), 70.06 (COCH2-CH2), 67.89 (COCH2-CH2), 59.05 (COCH2-CH2), 

39.60 (CH2-CH3). 

2,7-di(2,5,8,11-tetraoxatridecan-13-yl)benzo[lmn][3,8]phenanthroline-

1,3,6,8(2H,7H)-tetraone (11) 
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1,4,5,8-Napthalenetetracarboxylic dianhydride (0.5 g, 1.87 mmol) and 2,5,8,11-

tetraoxatridecan-13-amine (0.85 g, 4.1 mmol) were dissolved in DMF (25ml) and 

heated at 120°C for 24 hours. The orange reaction mixture was cooled to room 

temperature. The solvent was removed under vacuum. The crude product was 

recrystalised from DMF (0.48g, 40%). MS (ESI) m/z calc’d for C32H42N2O12 

[M+H]+: 646.27; found 647.28; 1H NMR (400 MHz, CDCl3) δ 8.75 (s, 4H, ArH), 4.46 

(t, J   6.0 Hz, 4H, CON-CH2), 3.85 (t, J   6.0 Hz, 4H, CON-CH2CH2), 3.70 (t, J   4.8 

Hz, 4H, CO-CH2CH2CO), 3.60 (p, J   7.6, 6.8 Hz, 16H, CO-CH2CH2CO), 3.51 (t, J   

4.7 Hz, 4H, CO-CH2CH2CO), 3.36 (d, J   1.3 Hz, 6H, CO-CH3). 13C NMR (101 MHz, 

CDCl3) δ 162.96 (CONH), 131.07 (ArC), 126.85 (ArC), 126.71 (ArC), 72.00 (CON-

CH2), 70.71 (COCH2-CH2), 70.64 (COCH2-CH2), 70.59 (COCH2-CH2), 70.17 

(COCH2-CH2), 67.86 (COCH2-CH2), 59.12 (COCH2-CH2), 39.66 (CH2-CH3). 

6.3 Experimental Procedure for Chapter 4  

8-bromo-1,1,1,2,2,3,3,4,4,5,5,6,6-tridecafluorooctane (13) 

 

1H,1H,2H,2H-Perfluoro-1-octanol (4) (11.5 g, 31.7 mmol) was added to a round 

bottom flask with 1-Butyl-3-methylimidazolium bromide (7.1 g, 32.3 mmol) the 

mixture was stirred vigorously. Sulphuric acid (3.1 g, 31.7 mmol) was added to the 

mixture after which the solution began to turn orange. The reaction was heated to 

40oC for 1 hour to ensure a homogenous solution after which the reaction was 

cooled to R.T and left stirring for 5-6 hours. The of the solids were dissolved leaving 

a thick orange solution. The product was distilled under vacuum, a slightly yellow 

li uid (7.63g, 32%) at 68-70oC condenses. 1H NMR (400 MHz, CDCl3) δ 4.00 (td, J   

6.4, 1.6 Hz, 2H, CF2-CH2CH2), 2.40 (tt, J   18.9, 6.2 Hz, 2H, CH2CH2-Br). 19F NMR 

(376 MHz, CDCl3) δ -80.82 (CF3CF2), -113.47 (ddd, J   34.6, 16.2, 10.0 Hz, 

CF2CF2), -121.90 (CF2CF2), -122.89 (CF2CF2), -123.73 (CF2CF2), -126.15 

(CF2CH2). 

3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctan-1-amine (14) 
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5 (7.63 g, 17 mmol) was added to a round bottom flask containing 1-Butyl-3-

methylimidazolium tetrafluoroborate (20 mL) with vigorous stirring.  Phthalimide 

potassium salt (3.97 g, 21 mmol) was added to the mixture which was left stirring for 

12 hours at 80°C. The next day potassium hydroxide (3M) in 30ml was added to the 

mixture and left over another 12 hours. The mixture was cooled and the product was 

extracted using chloroform (3 x 30mL) producing a slightly yellow oil (1.4734g, 23%). 
1H NMR (400 MHz, CDCl3) δ 4.01 ( , J   6.0 Hz, 2H, CF2-CH2CH2), 2.40 (tt, J   

19.1, 6.4 Hz, 2H, CH2CH2-NH2). 19F NMR (376 MHz, CDCl3) δ -80.77 (t, J   10.0 

Hz, CF3CF2), -113.34 – -113.61 (m, CF2CF2), -121.91 (t, J   14.7 Hz, CF2CF2), -

122.74 – -123.05 (m), -123.75 (dd, J   18.9, 11.1 Hz, CF2CF2), -126.15 (td, J   14.9, 

6.1 Hz, CF2CH2). 

2,7-bis(3,3,4,4,5,5,6,6,7,7,8,8,8-

tridecafluorooctyl)benzo[lmn][3,8]phenanthroline-1,3,6,8(2H,7H)-tetraone (15) 

 

1,4,5,8-Naphthalenetetracarboxylic dianhydride (0.036 g, 0.13 mmol) and 6 (0.1003 

g, 0.27 mmol) were dissolved in DMF (10ml) and heated at 120 °C for 24 hours. The 

orange reaction mixture was cooled to room temperature. The solvent was removed 

under vacuum. The crude product was recrystalised from methanol (0.014 g, 11%) 
1H NMR (400 MHz, CDCl3) δ 8.91 (s, 4H, ArH), 4.64 ( , 4H, CON-CH2), 2.72 – 2.55 

(m, 4H, CON-CH2CH2). 19F NMR (376 MHz, CDCl3) δ -80.73 (t, J   10.2 Hz, 

CF3CF2), -114.45 (CF2CH2), -121.85 (CF2CF2), -122.85 (CF2CF2), -123.42 

(CF2CF2), -126.12 (CF2CH2). Elemental analyses Found: C, 36.2; H, 0.4; N, 2.58. 

Calc. for C30H12F26N2O4: C, 37.6; H, 1.3%; N, 2.92.  
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ethyl 2-cyano-5,5,6,6,7,7,8,8,9,9,10,10,10-tridecafluoro-2-

(3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctyl)decanoate (17) 

 

To perfluorohexyl ethyl iodide (9.2 mL) ethyl cyanoacetate (1.88 mL), flame dried 

K2CO3 (5.38 g), and anhydrous DMF (12.4 mL) was added. The vial was sealed 

under nitrogen and stirred at rt. After 72 h, the reaction mixture was evaporated to 

dryness. The crude product was purified by column chromatography (silica gel, 90% 

hexane/Et2O) to afford a white solid (4.37 g, 95%). 1H NMR (400 MHz, CDCl3) δ 

4.37 ( , J   7.1 Hz, 2H), 2.50 – 2.26 (m, 4H), 2.21 (d, J   14.6 Hz, 1H), 2.17 – 2.08 

(m, 3H), 1.36 (t, J   7.0 Hz, 3H). 19F NMR (376 MHz, CDCl3) δ -80.75 (CF3CF2), -

80.75 (d, J   20.1 Hz CF2CF2), -114.07 – -114.39 (m, CF2CF2), -121.87 CF2CF2, -

122.85 CF2CF2, -123.16 (t, J   15.3 Hz, CF2CF2), -126.11 (td, J   15.6, 14.7, 6.4 Hz, 

CF2CH2). 

5,5,6,6,7,7,8,8,9,9,10,10,10-tridecafluoro-2-(3,3,4,4,5,5,6,6,7,7,8,8,8-

tridecafluorooctyl)decanenitrile (18) 

 

To 9 (5.01 g, 6.2 mmol), was added lithium chloride (0.92 g, 21 mmol), DMSO (50 

mL), and H2O (10 mL). The reaction mixture was heated to 160 °C and stirred for 24 

h. The reaction mixture was allowed to cool to room temperature, and product 

crashes out of solution. The crude product was rinsed with water, dissolved in 

EtOAc, and evaporated to dryness. The crude product was purified by column 

chromatography (silica gel, 95% hexanes/EtOAc) to afford a white solid (4.373 g, 

95%). 1H NMR (400 MHz, CDCl3) δ 2.78 (tt, J   9.8, 5.6 Hz, 1H), 2.34 (dtd, J   52.1, 

16.4, 9.5 Hz, 4H), 2.08 – 1.90 (m, 4H). 19F NMR (376 MHz, CDCl3) δ -80.74 (t, J   

9.9 Hz, CF3CF2), -113.21 (d, J   15.3 Hz, CF2CF2), -113.95 (t, J   14.8 Hz, 

CF2CF2), -114.32 (t, J   14.8 Hz, CF2CF2), -115.02 (d, J   14.8 Hz, CF2CF2), -

121.71 – -122.01 (m, CF2CH2), -122.84 (CF2CF2), -123.15 – -123.46 (m, CF2CF2), -

126.11 (td, J   15.4, 14.8, 6.3 Hz, CF2CH2). 

5,5,6,6,7,7,8,8,9,9,10,10,10-tridecafluoro-2-(3,3,4,4,5,5,6,6,7,7,8,8,8-

tridecafluorooctyl)decan-1-amine (19) 
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To 10 (3 g, 4 mmol) was added dry Et2O (60 mL) under nitrogen. Procedure reported 

from Miller et al.200 Nitrile was stirred until it was fully dissolved, and then cooled to 0 

°C. Lithium aluminium hydride (0.31 g, 8 mmol) was added. After 1 h, the reaction 

was let warm to room temperature and stirred for 5 h. The reaction was  uenched by 

dropwise addition of H2O with stirring, and then extracted with EtOAc, dried 

(MgSO4), filtered, and evaporated to dryness. The crude mixture was purified by 

column chromatography (silica gel, 100% DCM->1% MeOH/DCM-> 5% MeOH/DCM 

(all with 1% TEA)) to provide the product as a yellow oil (2g, 54%). 1H NMR (700 

MHz, CDCl3) δ 2.71 (d, J   5.7 Hz, 2H, H2NCH2), 2.16 – 2.04 (m, 4H, CF2CH2), 1.74 

– 1.56 (m, 5H, CH2CH2). Spectra in line with reported literature200.  

2-(5,5,6,6,7,7,8,8,9,9,10,10,11,11,11-pentadecafluoro-2-(3,3,4,4,5,5,6,6,7,7,8,8,8-

tridecafluorooctyl)undecyl)-7-(5,5,6,6,7,7,8,8,9,9,10,10,10-tridecafluoro-2-

(3,3,4,4,5,5,6,6,7,7,8,8,8-

tridecafluorooctyl)decyl)benzo[lmn][3,8]phenanthroline-1,3,6,8(2H,7H)-tetraone 

(20) 

 

1,4,5,8-Naphthalenetetracarboxylic dianhydride  (0.2g, 0.75 mmol) and 11 (1.2g, 

1.64 mmol) were dissolved in DMF (30ml) and heated at 120°C for 72 hours. The 

reaction mixture was cooled to room temperature. The solvent was removed under 

vacuum. The crude product was purified using column chromatography silica gel, 

100% DCM->5% EtOAc/DCM-> 10% EtOAc/DCM (0.63 g, 48%). 1H NMR (400 MHz, 

CDCl3) δ 8.79 (s, 4H, ArH), 4.19 (d, J   6.9 Hz, 4H, CON-CH2), 2.43 – 2.25 (m, 5H), 

2.22 – 2.14 (m, 5H), 1.72 (dd, J   10.7, 5.5 Hz, 9H). 13C NMR (101 MHz, CDCl3) δ 

163.16 (CONH), 131.48 (ArC), 126.88 (ArC), 126.50 (ArC), 43.06 (CON-CH2), 35.83 

(CHCH2), 27.75 (CF2CH2), 21.63 (CF2CH2). 19F NMR (376 MHz, CDCl3) δ -80.80 (d, 

J   20.3 Hz, CF3CF2), -114.52 (dp, J   27.1, 14.1, 13.6 Hz, CF2CF2), -121.78 – -

122.08 (m, CF2CF2), -122.88 (t, J   10.7 Hz, CF2CF2), -123.35 (d, J   15.7 Hz, 

CF2CF2), -126.16 (t, J   15.3 Hz, CF2CH2). 
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Supplementary Figure 6.2: 1H-1H COSY 2-(5,5,6,6,7,7,8,8,9,9,10,10,11,11,11-pentadecafluoro-2-

(3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctyl)undecyl)-7-(5,5,6,6,7,7,8,8,9,9,10,10,10-tridecafluoro-2-

(3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctyl)decyl)benzo[lmn][3,8]phenanthroline-1,3,6,8(2H,7H)-

tetraone (20) in CDCl3 

 

Supplementary Figure 6.1: 9F NMR 2-(5,5,6,6,7,7,8,8,9,9,10,10,11,11,11-pentadecafluoro-2-

(3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctyl)undecyl)-7-(5,5,6,6,7,7,8,8,9,9,10,10,10-tridecafluoro-2-

(3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctyl)decyl)benzo[lmn][3,8]phenanthroline-1,3,6,8(2H,7H)-

tetraone (20) in CDCl3 
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Supplementary Figure 6.3: 1H-13C HSQC 2-(5,5,6,6,7,7,8,8,9,9,10,10,11,11,11-pentadecafluoro-2-

(3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctyl)undecyl)-7-(5,5,6,6,7,7,8,8,9,9,10,10,10-tridecafluoro-2-

(3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctyl)decyl)benzo[lmn][3,8]phenanthroline-1,3,6,8(2H,7H)-

tetraone (20) in CDCl3 
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